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$$
\begin{aligned}
& \text { ABSTRACT. We extend the main result of }[\mathbf{1 2}] \text { to the } \\
& \text { case of more general weighted singular integral operators } \\
& \text { with two shifts of the form } \\
& \qquad\left(a I-b U_{\alpha}\right) P_{\gamma}^{+}+\left(c I-d U_{\beta}\right) P_{\gamma}^{-}
\end{aligned}
$$

acting on the space $L^{p}\left(\mathbb{R}_{+}\right), 1<p<\infty$, where

$$
P_{\gamma}^{ \pm}=\left(I \pm S_{\gamma}\right) / 2
$$

are operators associated with the weighted Cauchy singular integral operator $S_{\gamma}$, given by

$$
\left(S_{\gamma} f\right)(t)=\frac{1}{\pi i} \int_{\mathbb{R}_{+}}\left(\frac{t}{\tau}\right)^{\gamma} \frac{f(\tau)}{\tau-t} d \tau
$$

with $\gamma \in \mathbb{C}$ satisfying $0<1 / p+\Re \gamma<1$, and $U_{\alpha}, U_{\beta}$ are the isometric shift operators given by

$$
U_{\alpha} f=\left(\alpha^{\prime}\right)^{1 / p}(f \circ \alpha), \quad U_{\beta} f=\left(\beta^{\prime}\right)^{1 / p}(f \circ \beta)
$$

generated by diffeomorphisms $\alpha, \beta$ of $\mathbb{R}_{+}$onto itself having only two fixed points at the endpoints 0 and $\infty$, under the assumptions that the coefficients $a, b, c, d$ and the derivatives $\alpha^{\prime}, \beta^{\prime}$ of the shifts are bounded and continuous on $\mathbb{R}_{+}$and admit discontinuities of slowly oscillating type at 0 and $\infty$.

[^0]1. Introduction. Let $\mathcal{B}(X)$ be the Banach algebra of all bounded linear operators acting on a Banach space $X$, and let $\mathcal{K}(X)$ be the ideal of all compact operators in $\mathcal{B}(X)$. An operator $A \in \mathcal{B}(X)$ is called Fredholm if its image is closed and the spaces $\operatorname{ker} A$ and ker $A^{*}$ are finite dimensional. Then, the number

$$
\operatorname{Ind} A:=\operatorname{dim} \operatorname{ker} A-\operatorname{dim} \operatorname{ker} A^{*}
$$

is referred to as the index of $A$, see, e.g., [8, Chapter 4]. For any pair $A, B \in \mathcal{B}(X)$, we will write $A \simeq B$ if $A-B \in \mathcal{K}(X)$.

Following Sarason [33, page 820], a bounded continuous function $f$ on $\mathbb{R}_{+}=(0, \infty)$ is called slowly oscillating (at 0 and $\left.\infty\right)$ if

$$
\lim _{r \rightarrow s} \sup _{t, \tau \in[r, 2 r]}|f(t)-f(\tau)|=0 \quad \text { for } s \in\{0, \infty\}
$$

The set $\mathrm{SO}\left(\mathbb{R}_{+}\right)$of all slowly oscillating functions forms a $C^{*}$-algebra. This algebra properly contains $C\left(\overline{\mathbb{R}}_{+}\right)$, the $C^{*}$-algebra of all continuous functions on $\overline{\mathbb{R}}_{+}:=[0,+\infty]$.

Suppose that $\alpha$ is an orientation-preserving diffeomorphism of $\mathbb{R}_{+}$ onto itself, which has only two fixed points, 0 and $\infty$. We say that $\alpha$ is a slowly oscillating shift if $\log \alpha^{\prime}$ is bounded and $\alpha^{\prime} \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$. The set of all slowly oscillating shifts is denoted by $\operatorname{SOS}\left(\mathbb{R}_{+}\right)$. By [11, Lemma 2.2], an orientation-preserving diffeomorphism $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ belongs to $\operatorname{SOS}\left(\mathbb{R}_{+}\right)$if and only if $\alpha(t)=t e^{\omega(t)}, t \in \mathbb{R}_{+}$, for some realvalued function $\omega \in \operatorname{SO}\left(\mathbb{R}_{+}\right) \cap C^{1}\left(\mathbb{R}_{+}\right)$such that $\psi(t):=t \omega^{\prime}(t)$ also belongs to $\mathrm{SO}\left(\mathbb{R}_{+}\right)$and $\inf _{t \in \mathbb{R}_{+}}\left(1+t \omega^{\prime}(t)\right)>0$. The real-valued slowly oscillating function

$$
\omega(t):=\log [\alpha(t) / t], \quad t \in \mathbb{R}_{+}
$$

is called the exponent function of $\alpha \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$.
Throughout the paper, we will suppose that $1<p<\infty$. It is easily seen that, if $\alpha \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$, then the shift operator $W_{\alpha}$ defined by $W_{\alpha} f=f \circ \alpha$ is bounded and invertible on all spaces $L^{p}\left(\mathbb{R}_{+}\right)$, and its inverse is given by $W_{\alpha}^{-1}=W_{\alpha_{-1}}$ where $\alpha_{-1}$ is the inverse function to $\alpha$. Along with $W_{\alpha}$, we consider the weighted shift operator

$$
U_{\alpha}:=\left(\alpha^{\prime}\right)^{1 / p} W_{\alpha}
$$

an isometric isomorphism of the Lebesgue space $L^{p}\left(\mathbb{R}_{+}\right)$onto itself. It is clear that $U_{\alpha}^{-1}=U_{\alpha_{-1}}$. Let $a, b \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$. We say that $a$ dominates
$b$ and write $a \gg b$ if

$$
\begin{gathered}
\inf _{t \in \mathbb{R}_{+}}|a(t)|>0 \\
\liminf _{t \rightarrow 0}(|a(t)|-|b(t)|)>0 \\
\liminf _{t \rightarrow \infty}(|a(t)|-|b(t)|)>0
\end{gathered}
$$

The next theorem is a generalization of a pioneering result by Kravchenko [25] on invertibility of functional operators with shift and continuous data.

Theorem 1.1 ([15, Theorem 1.1]). Suppose $a, b \in \mathrm{SO}\left(\mathbb{R}_{+}\right)$and $\alpha \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$. The binomial functional operator $a I-b U_{\alpha}$ is invertible on the Lebesgue space $L^{p}\left(\mathbb{R}_{+}\right)$if and only if either $a \gg b$ or $b \gg a$.
(a) If $a \gg b$, then

$$
\left(a I-b U_{\alpha}\right)^{-1}=\sum_{n=0}^{\infty}\left(a^{-1} b U_{\alpha}\right)^{n} a^{-1} I
$$

(b) If $b \gg a$, then

$$
\left(a I-b U_{\alpha}\right)^{-1}=-U_{\alpha}^{-1} \sum_{n=0}^{\infty}\left(b^{-1} a U_{\alpha}^{-1}\right)^{n} b^{-1} I
$$

Let $\Re \gamma$ and $\Im \gamma$ denote the real and imaginary parts of $\gamma \in \mathbb{C}$, respectively. As usual, $\bar{\gamma}=\Re \gamma-i \Im \gamma$ denotes the complex conjugate of $\gamma$. If $\gamma \in \mathbb{C}$ satisfies

$$
\begin{equation*}
0<1 / p+\Re \gamma<1 \tag{1.1}
\end{equation*}
$$

then the operators

$$
\begin{aligned}
\left(S_{\gamma} f\right)(t) & :=\frac{1}{\pi i} \int_{\mathbb{R}_{+}}\left(\frac{t}{\tau}\right)^{\gamma} \frac{f(\tau)}{\tau-t} d \tau \\
\left(R_{\gamma} f\right)(t) & :=\frac{1}{\pi i} \int_{\mathbb{R}_{+}}\left(\frac{t}{\tau}\right)^{\gamma} \frac{f(\tau)}{\tau+t} d \tau
\end{aligned}
$$

where the integrals are understood in the principal value sense, are bounded on the Lebesgue space $L^{p}\left(\mathbb{R}_{+}\right)$, see, e.g., [4, subsection 1.10.2],
[5], [9, subsection 2.1.2], [32, Proposition 4.2.11]. Put

$$
P_{\gamma}^{ \pm}:=\left(I \pm S_{\gamma}\right) / 2
$$

This paper is a continuation of our work [11, 12] wherein we established a Fredholm criterion for the operator

$$
N_{1}:=\left(a I-b W_{\alpha}\right) P_{0}^{+}+\left(c I-d W_{\alpha}\right) P_{0}^{-}
$$

on the Lebesgue spaces $L^{p}\left(\mathbb{R}_{+}\right)$with slowly oscillating data, that is, under the assumptions $a, b, c, d \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$and $\alpha \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$.

Unfortunately, the proof of the main result of [12] contains a gap in the proof of [12, Lemma 7.2]. That proof works only under the additional assumptions

$$
\begin{equation*}
\liminf _{t \rightarrow s} \alpha^{\prime}(t)>1 \quad \text { or } \quad \limsup _{t \rightarrow s} \alpha^{\prime}(t)<1 \tag{1.2}
\end{equation*}
$$

for each fixed point $s \in\{0, \infty\}$ of the shift $\alpha$ (this condition is not mentioned in [12]).

As a matter of fact, since $f W_{\alpha}=f\left(\alpha^{\prime}\right)^{-1 / p} U_{\alpha}$ and $f\left(\alpha^{\prime}\right)^{ \pm 1 / p}$ belong to $\operatorname{SO}\left(\mathbb{R}_{+}\right)$whenever $f$ belongs to $\mathrm{SO}\left(\mathbb{R}_{+}\right)$and $\alpha \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$, the Fredholm study of the operator $N_{1}$ is equivalent to the same problem for the operator

$$
N_{2}:=\left(a I-b U_{\alpha}\right) P_{0}^{+}+\left(c I-d U_{\alpha}\right) P_{0}^{-}
$$

The usage of $U_{\alpha}$ instead of $W_{\alpha}$ has several technical advantages. One of these is that the simplest singular operator with two isometric shifts of the form

$$
F_{0}^{i, j}:=U_{\alpha}^{i} P_{0}^{+}+U_{\beta}^{j} P_{0}^{-}
$$

where $\alpha, \beta \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$, is Fredholm on $L^{p}\left(\mathbb{R}_{+}\right)$for every $i, j \in \mathbb{Z}$, and its index is equal to 0 [13, Theorem 1.1]. This result was recently extended [10, Theorem 1.1] to the operators

$$
F^{i, j}:=U_{\alpha}^{i} P_{\gamma}^{+}+U_{\beta}^{j} P_{\gamma}^{-}
$$

with $\gamma \in \mathbb{C}$ satisfying (1.1) and having small $|\Im \gamma|$. Another example of weighted singular integral operators with two slowly oscillating shifts, for which the index is available, is the operator

$$
W:=\left(I-f U_{\alpha}^{\varepsilon_{1}}\right) P_{\gamma_{*}}^{+}+\left(I-g U_{\beta}^{\varepsilon_{2}}\right) P_{\gamma_{*}}^{-},
$$

where $\varepsilon_{1}, \varepsilon_{2} \in\{-1,1\}$ and $\gamma_{*}:=1 / 2-1 / p$. We proved [14, Theorem 7.1] that, if $f, g \in \mathrm{SO}\left(\mathbb{R}_{+}\right)$are such that $1 \gg f, 1 \gg g$ and $\alpha, \beta \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$, then the operator $W$ is Fredholm and Ind $W=0$.

The aim of this paper is two-fold: to fill in the gaps by removing the additional assumption (1.2) in the necessity portion of the Fredholm criteria for the operator $N_{1}$ (equivalently $N_{2}$ ) and to extend the main result of [12] to the setting of operators with two possibly different slowly oscillating shifts $\alpha, \beta$ and weighted operators $P_{\gamma}^{ \pm}$with $\gamma \in \mathbb{C}$ satisfying (1.1). More precisely, we will establish necessary conditions for the Fredholmness of the weighted singular integral operator with two slowly oscillating shifts of the form

$$
\begin{equation*}
N:=\left(a I-b U_{\alpha}\right) P_{\gamma}^{+}+\left(c I-d U_{\beta}\right) P_{\gamma}^{-}, \tag{1.3}
\end{equation*}
$$

where $a, b, c, d \in \operatorname{SO}\left(\mathbb{R}_{+}\right), \alpha, \beta \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$and $\gamma \in \mathbb{C}$ satisfies (1.1).
We will achieve our aim combining the method of limit operators, see $[\mathbf{2 8}, \mathbf{3 1}]$, and a method of studying the Fredholmness of nonlocal bounded linear operators developed by the second author and Kravchenko $[\mathbf{1 9}, \mathbf{2 0}, 21]$ and further elaborated upon in $[\mathbf{1 7}, 22]$.

In order to formulate our main results, we need a bit more notation. By $M(\mathfrak{A})$, we denote the maximal ideal space of a unital commutative Banach algebra $\mathfrak{A}$. Identifying the points $t \in \overline{\mathbb{R}}_{+}$with the evaluation functionals $t(f)=f(t)$ for $f \in C\left(\overline{\mathbb{R}}_{+}\right)$, we obtain $M\left(C\left(\overline{\mathbb{R}}_{+}\right)\right)=\overline{\mathbb{R}}_{+}$. Consider the fibers

$$
M_{s}\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right):=\left\{\xi \in M\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right):\left.\xi\right|_{C\left(\overline{\mathbb{R}}_{+}\right)}=s\right\}
$$

of the maximal ideal space $M\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)$over the points $s \in\{0, \infty\}$. By [18, Proposition 2.1], the set

$$
\Delta:=M_{0}\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right) \cup M_{\infty}\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)
$$

coincides with clossO* $\mathbb{R}_{+} \backslash \mathbb{R}_{+}$, where closSO* $\mathbb{R}_{+}$is the weak-star closure of $\mathbb{R}_{+}$in the dual space of $\mathrm{SO}\left(\mathbb{R}_{+}\right)$. Then,

$$
M\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)=\Delta \cup \mathbb{R}_{+}
$$

In what follows, we write

$$
a(\xi):=\xi(a)
$$

for every $a \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$and every $\xi \in \Delta$. With the operator $N$ given by (1.3), we associate the function $n$ defined on $\mathbb{R}_{+} \times \mathbb{R}$ by

$$
n(t, x)=\left(a(t)-b(t) e^{i \omega(t) x}\right) p_{\gamma}^{+}(x)+\left(c(t)-d(t) e^{i \eta(t) x}\right) p_{\gamma}^{-}(x)
$$

where $\omega, \eta \in \mathrm{SO}\left(\mathbb{R}_{+}\right)$are the exponent functions of $\alpha, \beta$, respectively, and

$$
\begin{align*}
p_{\gamma}^{ \pm}(x) & :=\left(1 \pm s_{\gamma}(x)\right) / 2, \\
s_{\gamma}(x) & :=\operatorname{coth}[\pi(x+i / p+i \gamma)], \quad x \in \mathbb{R} . \tag{1.4}
\end{align*}
$$

Since $n(\cdot, x) \in \mathrm{SO}\left(\mathbb{R}_{+}\right)$for every $x \in \mathbb{R}$, taking the Gelfand transform of $n(\cdot, x)$, we infer for $(\xi, x) \in\left(\Delta \cup \mathbb{R}_{+}\right) \times \mathbb{R}$ that

$$
\begin{align*}
n(\xi, x):= & \left(a(\xi)-b(\xi) e^{i \omega(\xi) x}\right) p_{\gamma}^{+}(x)  \tag{1.5}\\
& +\left(c(\xi)-d(\xi) e^{i \eta(\xi) x}\right) p_{\gamma}^{-}(x)
\end{align*}
$$

which gives extensions of the functions $n(\cdot, x)$ to $M\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)$.
Theorem 1.2 (Main result). Let $1<p<\infty$ and $\gamma \in \mathbb{C}$ satisfy (1.1). Suppose that $a, b, c, d$ belong to $\operatorname{SO}\left(\mathbb{R}_{+}\right)$and $\alpha, \beta$ belong to $\operatorname{SOS}\left(\mathbb{R}_{+}\right)$. If the operator $N$ given by (1.3) is Fredholm on the space $L^{p}\left(\mathbb{R}_{+}\right)$, then the following conditions are fulfilled:
(i) the binomial functional operators

$$
A_{+}:=a I-b U_{\alpha}, \quad A_{-}:=c I-d U_{\beta}
$$

are invertible on the space $L^{p}\left(\mathbb{R}_{+}\right)$;
(ii) for every $\xi \in \Delta$, the function $n$ given by (1.5) satisfies

$$
\inf _{x \in \mathbb{R}}|n(\xi, x)|>0
$$

This paper is organized as follows. We begin with some auxiliary results gathered in Section 2.

In Section 3, we collect known results on Mellin convolution operators with continuous and semi-almost periodic symbols.

Section 4 is devoted to singular integral operators with shifts. We start with the algebra $\mathcal{A}$ generated by the identity operator $I$ and the singular integral operator $S_{0}$. Its elements are similar to Mellin convolution operators with continuous symbols. We mention several
important relations involving operators $P_{\gamma}^{ \pm}$and $R_{\gamma}$. Further, we consider the algebra $\mathcal{F} \mathcal{O}_{\alpha, \beta}$ of functional operators generated by the operators $U_{\alpha}^{ \pm 1}, U_{\beta}^{ \pm 1}$, and the operators of multiplication by slowly oscillating functions. We recall that $A B \simeq B A$ whenever $A \in \mathcal{F} \mathcal{O}_{\alpha, \beta}$ and $B \in \mathcal{A}$. Finally, we show that the operator $P_{0}^{+} P_{0}^{-} \chi_{J} I$ is compact for every closed interval $J \subset \mathbb{R}_{+}$.

In Section 5 we recall the notion of a limit operator, see e.g., $[\mathbf{2 8}, \mathbf{3 1}]$, and show that the limit operators of the operator $N$ are:

$$
N_{\xi}:=\left(a(\xi)-b(\xi) U_{\alpha_{\xi}}\right) P_{\gamma}^{+}+\left(c(\xi)-d(\xi) U_{\beta_{\xi}}\right) P_{\gamma}^{-}, \quad \xi \in \Delta
$$

where the shifts $\alpha_{\xi}$ and $\beta_{\xi}$ are given for $t \in \mathbb{R}_{+}$by $\alpha_{\xi}(t):=e^{\omega(\xi)} t$ and $\beta_{\xi}(t):=e^{\eta(\xi)} t$, respectively. Hence, the operators $N_{\xi}$ are similar to Mellin convolution operators with semi-almost periodic symbols $n(\xi, \cdot)$. This allows us to prove the necessity of condition (ii) in Theorem 1.2.

Section 6 is devoted to the proof of the necessity of condition (i) in Theorem 1.2. We begin with a version of the general method for the study of Fredholmness of nonlocal operators [19, 22] adapted to the paired operator $M=A_{+} P_{+}+A_{-} P_{-}$with $P_{+}+P_{-}=I$ on a Banach space $X$. We prove that, if $M$ is Fredholm, then its coefficients $A_{+}, A_{-}$ are invertible on $X$ whenever the pairs $\left(A_{+}, P_{+}\right)$and $\left(A_{-}, P_{-}\right)$satisfy the so-called condition (A). Since the operator $N$ given by (1.3) may be written as

$$
N=A_{+} P_{0}^{+}+C_{-} P_{0}^{-}=C_{+} P_{0}^{+}+A_{-} P_{0}^{-}
$$

with $A_{+}=a I-b U_{\alpha}, A_{-}=c I-d U_{\beta}$ and some $C_{+}, C_{-} \in \mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$, the rest of the section is devoted to the verification of condition (A) for the pairs $\left(A_{+}, P_{0}^{+}\right)$and $\left(A_{-}, P_{0}^{-}\right)$. It is based on the recent, important result following from [7, Theorem 3.4] and states that the functional operator $A=a I-b U_{\alpha}$ with $a, b \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$and $\alpha \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$is invertible on the space $L^{p}\left(\mathbb{R}_{+}\right)$if and only if each operator in the family of discretizations $\left\{A_{\tau}\right\}_{\tau \in \mathbb{R}_{+}}$of $A$ is invertible on the space $\ell^{p}(\mathbb{Z})$. A construction of sequences of functions required in condition (A) is based on the above result and is similar to that in [23, Theorem 5.2]. We would also like to mention that the Pilidi lemma [30] formulated in Section 2 plays an important role in our construction.

## 2. Auxiliary results.

2.1. Lower norms. Let $X$ be a Banach space and $A \in \mathcal{B}(X)$. Following [27, subsection 1.3], see also [29, subsections B.3.1 and B.3.4], consider lower norms of the operator $A$ defined by

$$
\begin{aligned}
& |A|_{+}=\inf \left\{\|A x\|_{X}:\|x\|_{X}=1\right\} \\
& |A|_{-}=\sup \left\{k \geq 0: k B_{X} \subset A\left(B_{X}\right)\right\}
\end{aligned}
$$

where $B_{X}=\left\{x \in X:\|x\|_{X} \leq 1\right\}$. Fundamental properties of lower norms are collected in the following statements.

Theorem 2.1 (see, e.g., [27, Theorem 1.3.2]). An operator $A \in \mathcal{B}(X)$ is invertible if and only if $|A|_{+}>0$ and $|A|_{-}>0$. If $A$ is invertible, then

$$
|A|_{+}=|A|_{-}=\frac{1}{\left\|A^{-1}\right\|_{\mathcal{B}(X)}}
$$

Lemma 2.2 (see, e.g., [29, subsection B.3.8]). If $A \in \mathcal{B}(X)$, then $\left|A^{*}\right|_{-}=|A|_{+}$and $\left|A^{*}\right|_{+}=|A|_{-}$.
2.2. On convergence of operator sequences involving compact operators. Let us recall the following well-known fact.

Lemma 2.3 (see, e.g., [32, Lemma 1.4.7]). Let $X$ be a Banach space. Suppose that $A, B \in \mathcal{B}(X)$ and $A_{n}, B_{n} \in \mathcal{B}(X)$ for all $n \in \mathbb{N}$. If $K \in \mathcal{K}(X)$ and, if $A_{n} \rightarrow A$ and $B_{n}^{*} \rightarrow B^{*}$ strongly as $n \rightarrow \infty$, then $\left\|A_{n} K B_{n}-A K B\right\|_{\mathcal{B}(X)} \rightarrow 0$ as $n \rightarrow \infty$.
2.3. Pilidi's lemma. Recall that a subset $\Gamma \subset \mathbb{C}$ is referred to as a Jordan curve if it is homeomorphic to the complex unit circle $\mathbb{T}$ and an arc if it is homeomorphic to a connected subset of the real line $\mathbb{R}$ which contains at least two distinct points. Following [8, page 15] or [26, page 15], a Jordan curve $\Gamma$ is said to be Lyapunov if the tangent to $\Gamma$ exists at every point $t \in \Gamma$ and it forms an angle $\theta(t)$ with the real line $\mathbb{R}$ that satisfies the Hölder condition

$$
\left|\theta\left(t_{1}\right)-\theta\left(t_{2}\right)\right| \leq A\left|t_{1}-t_{2}\right|^{\mu}
$$

for all $t_{1}, t_{2} \in \Gamma$, where constants $A>0$ and $0<\mu \leq 1$ are independent of $t_{1}, t_{2}$. Let $D^{+}$denote the bounded domain with a Jordan Lyapunov boundary $\Gamma$ and $D^{-}=\overline{\mathbb{C}} \backslash\left(D^{+} \cup \Gamma\right)$. Let $C^{+}(\Gamma)$ denote the set of all functions analytic in $D^{+}$and continuous in $D^{+} \cup \Gamma$, and let $C_{0}^{-}(\Gamma)$ be the set of all functions analytic in $D^{-}$, continuous in $D^{-} \cup \Gamma$ and vanishing at infinity.

The next lemma was obtained by Pilidi [30, page 513].
Lemma 2.4. Let $\Gamma$ be a Jordan Lyapunov curve and $\gamma \subset \Gamma$ an arc. There exist sequences $\left\{\Phi_{n}^{+}\right\}_{n=1}^{\infty} \subset C^{+}(\Gamma)$ and $\left\{\Phi_{n}^{-}\right\}_{n=1}^{\infty} \subset C_{0}^{-}(\Gamma)$ such that $\left\|\Phi_{n}^{ \pm}\right\|_{L^{p}(\Gamma)}=1$ for all $n \in \mathbb{N}$ and

$$
\lim _{n \rightarrow \infty}\left\|\left(1-\chi_{\gamma}\right) \Phi_{n}^{ \pm}\right\|_{L^{p}(\Gamma)}=0
$$

where $\chi_{\gamma}$ is the characteristic function of $\gamma$.

## 3. Mellin convolution operators.

3.1. Fourier and Mellin convolution operators. Let $\mathcal{F}: L^{2}(\mathbb{R}) \rightarrow$ $L^{2}(\mathbb{R})$ denote the Fourier transform,

$$
(\mathcal{F} f)(x):=\int_{\mathbb{R}} f(y) e^{-i x y} d y, \quad x \in \mathbb{R}
$$

and let $\mathcal{F}^{-1}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ be the inverse of $\mathcal{F}$. A function $a \in L^{\infty}(\mathbb{R})$ is called a Fourier multiplier on $L^{p}(\mathbb{R})$ if the mapping $f \mapsto \mathcal{F}^{-1} a \mathcal{F} f$ maps $L^{2}(\mathbb{R}) \cap L^{p}(\mathbb{R})$ into itself and extends to a bounded operator on $L^{p}(\mathbb{R})$. The latter operator is then denoted by $W^{0}(a)$. We let $\mathcal{M}_{p}(\mathbb{R})$ stand for the set of all Fourier multipliers on $L^{p}(\mathbb{R})$. Then, we can show that $\mathcal{M}_{p}(\mathbb{R})$ is a Banach algebra under the norm

$$
\|a\|_{\mathcal{M}_{p}(\mathbb{R})}:=\left\|W^{0}(a)\right\|_{\mathcal{B}\left(L^{p}(\mathbb{R})\right)}
$$

Let $d \mu(t)=d t / t$ be the (normalized) invariant measure on $\mathbb{R}_{+}$. Consider the Fourier transform on $L^{2}\left(\mathbb{R}_{+}, d \mu\right)$, which is usually referred to as the Mellin transform and is defined by

$$
\begin{aligned}
\mathcal{M} & : L^{2}\left(\mathbb{R}_{+}, d \mu\right) \longrightarrow L^{2}(\mathbb{R}), \\
(\mathcal{M} f)(x) & :=\int_{\mathbb{R}_{+}} f(t) t^{-i x} \frac{d t}{t}
\end{aligned}
$$

Let $\mathcal{M}^{-1}: L^{2}(\mathbb{R}) \rightarrow L^{2}\left(\mathbb{R}_{+}, d \mu\right)$ be the inverse Mellin transform, and let $E$ be the isometric isomorphism

$$
E: L^{p}\left(\mathbb{R}_{+}, d \mu\right) \longrightarrow L^{p}(\mathbb{R}), \quad(E f)(x):=f\left(e^{x}\right), \quad x \in \mathbb{R}
$$

Then the map $A \mapsto E^{-1} A E$ transforms the Fourier convolution operator $W^{0}(a)=\mathcal{F}^{-1} a \mathcal{F}$ to the Mellin convolution operator

$$
\operatorname{Co}(a):=\mathcal{M}^{-1} a \mathcal{M}
$$

with the same symbol $a$. Hence, the class of Fourier multipliers on $L^{p}(\mathbb{R})$ coincides with the class of Mellin multipliers on $L^{p}\left(\mathbb{R}_{+}, d \mu\right)$.
3.2. Continuous and piecewise continuous multipliers. We denote by $P C$ the $C^{*}$-algebra of all piecewise continuous functions on $\dot{\mathbb{R}}=\mathbb{R} \cup\{\infty\}$. By definition, $a \in P C$ if and only if $a \in L^{\infty}(\mathbb{R})$ and the one-sided limits

$$
\begin{aligned}
& a\left(x_{0}-0\right):=\lim _{x \rightarrow x_{0}-0} a(x), \\
& a\left(x_{0}+0\right):=\lim _{x \rightarrow x_{0}+0} a(x)
\end{aligned}
$$

exist for each $x_{0} \in \dot{\mathbb{R}}$. If a function $a$ is given everywhere on $\mathbb{R}$, then its total variation is defined by

$$
V(a):=\sup \sum_{k=1}^{n}\left|a\left(x_{k}\right)-a\left(x_{k-1}\right)\right|
$$

where the supremum is taken over $n \in \mathbb{N}$ and all partitions

$$
-\infty<x_{0}<x_{1}<\cdots<x_{n}<+\infty
$$

If $a$ has a finite total variation, then it has finite one-sided limits $a(x-0)$ and $a(x+0)$ for all $x \in \dot{\mathbb{R}}$, that is, $a \in P C$. By the Stechkin theorem, see e.g., [2, Theorem 17.1] or [5, Theorem 2.11], if $a \in P C$ has finite total variation $V(a)$, then $a \in \mathcal{M}_{p}(\mathbb{R})$ and

$$
\|a\|_{\mathcal{M}_{p}(\mathbb{R})} \leq\left\|S_{\mathbb{R}}\right\|_{\mathcal{B}\left(L^{p}(\mathbb{R})\right)}\left(\|a\|_{L^{\infty}(\mathbb{R})}+V(a)\right)
$$

where $S_{\mathbb{R}}$ is the Cauchy singular integral operator on $\mathbb{R}$. According to [5, page 36], see also, [2, page 325], let $P C_{p}$ be the closure in $\mathcal{M}_{p}(\mathbb{R})$ of the set of all functions $a \in P C$ with finite total variation on $\mathbb{R}$.

Following [2, page 331], put

$$
C_{p}(\overline{\mathbb{R}}):=P C_{p} \cap C(\mathbb{R}),
$$

where $\overline{\mathbb{R}}:=[-\infty,+\infty]$.
3.3. Semi-almost periodic multipliers. Consider the isometric isomorphism

$$
\begin{align*}
& \Phi: L^{p}\left(\mathbb{R}_{+}\right) \longrightarrow L^{p}\left(\mathbb{R}_{+}, d \mu\right), \\
& (\Phi f)(t):=t^{1 / p} f(t), \quad t \in \mathbb{R}_{+} . \tag{3.1}
\end{align*}
$$

The following simple statement motivates us to go beyond the class of continuous multipliers.

Lemma 3.1. Let $\alpha: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a multiplicative shift given by $\alpha(t)=k t$ for all $t \in \mathbb{R}_{+}$with some $k \in \mathbb{R}_{+}$. Then, $U_{\alpha}=\Phi^{-1} \operatorname{Co}(m) \Phi$ with $m(x):=e^{i x \log k}$ for $x \in \mathbb{R}$.

Proof. The proof is a matter of a direct calculation.
A function $p: \mathbb{R} \rightarrow \mathbb{C}$ of the form

$$
p(x)=\sum_{\lambda \in \Omega} r_{\lambda} e^{i \lambda x},
$$

where $r_{\lambda} \in \mathbb{C}, \lambda \in \mathbb{R}$, and $\Omega$ is a finite subset of $\mathbb{R}$, is called an almost periodic polynomial. The set of all almost periodic polynomials is denoted by $A P_{0}$. It follows from Lemma 3.1 that $A P_{0} \subset \mathcal{M}_{p}(\mathbb{R})$. According to [2, page 372], $A P_{p}$ denotes the closure of the set of all almost periodic polynomials in the norm of $\mathcal{M}_{p}(\mathbb{R})$, and $S A P_{p}$ denotes the smallest closed subalgebra of $\mathcal{M}_{p}(\mathbb{R})$ that contains $C_{p}(\overline{\mathbb{R}})$ and $A P_{p}$.

Applying the inverse closedness of the algebra $S A P_{p}$ in $L^{\infty}(\mathbb{R})$, see [2, Proposition 19.4], we immediately obtain the following.

Theorem 3.2. Suppose $a \in S A P_{p}$. The Mellin convolution operator $\operatorname{Co}(a)$ is invertible on the space $L^{p}\left(\mathbb{R}_{+}, d \mu\right)$ if and only if

$$
\inf _{x \in \mathbb{R}}|a(x)|>0 .
$$

## 4. Singular integral operators with shifts.

4.1. The algebra $\mathcal{A}$ of singular integral operators. Let $\mathcal{A}$ be the smallest closed subalgebra of $\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$that contains the operators $I$ and $S_{0}$. It is clear that $\mathcal{A}$ is commutative.

Consider the function

$$
\begin{equation*}
r_{\gamma}(x):=1 / \sinh [\pi(x+i / p+i \gamma)], \quad x \in \mathbb{R} \tag{4.1}
\end{equation*}
$$

The next statement is well known and goes back to Duduchava [5, 6] and Simonenko and Chin Ngok Minh [34], also see [4, subsection 1.10.2], [9, subsection 2.1.2], and [32, subsections 4.2.2-4.2.3]).

Theorem 4.1. Let $1<p<\infty, \gamma \in \mathbb{C}$, be such that $0<1 / p+\Re \gamma<1$. The functions $s_{\gamma}$ and $r_{\gamma}$, given by (1.4) and (4.1), respectively, belong to $C_{p}(\overline{\mathbb{R}})$; the operators $S_{\gamma}$ and $R_{\gamma}$ belong to $\mathcal{A}$; and

$$
S_{\gamma}=\Phi^{-1} \mathrm{Co}\left(s_{\gamma}\right) \Phi, \quad R_{\gamma}=\Phi^{-1} \mathrm{Co}\left(r_{\gamma}\right) \Phi
$$

where $\Phi$ is given by (3.1).
4.2. Some operator identities. Theorem 4.1 is a source of various identities involving the operators $S_{\gamma}$ and $R_{\gamma}$.

Lemma 4.2. Let $1<p<\infty$ and $\gamma, \delta \in \mathbb{C}$ be such that $0<1 / p+\Re \gamma<1$ and $0<1 / p+\Re \delta<1$. Then,

$$
\begin{aligned}
P_{\delta}^{+}-P_{\gamma}^{+} & =P_{\gamma}^{-}-P_{\delta}^{-} \\
& =\frac{1}{2} \sinh [\pi i(\gamma-\delta)] R_{\gamma} R_{\delta}
\end{aligned}
$$

Proof. For $x \in \mathbb{R}$, set $x_{\gamma}:=\pi(x+i / p+i \gamma)$ and $x_{\delta}:=\pi(x+i / p+i \delta)$. Then

$$
\begin{aligned}
p_{\delta}^{+}(x)-p_{\gamma}^{+}(x) & =p_{\gamma}^{-}(x)-p_{\delta}^{-}(x) \\
& =\frac{1}{2}\left(s_{\delta}(x)-s_{\gamma}(x)\right) \\
& =\frac{1}{2} \frac{\sinh \left(x_{\gamma}\right) \cosh \left(x_{\delta}\right)-\cosh \left(x_{\gamma}\right) \sinh \left(x_{\delta}\right)}{\sinh \left(x_{\gamma}\right) \sinh \left(x_{\delta}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\sinh \left(x_{\gamma}-x_{\delta}\right)}{2 \sinh \left(x_{\gamma}\right) \sinh \left(x_{\delta}\right)} \\
& =\frac{1}{2} \sinh [\pi i(\gamma-\delta)] r_{\gamma}(x) r_{\delta}(x)
\end{aligned}
$$

Combining this identity with Theorem 4.1, we arrive at the statement of the lemma.

Lemma 4.3 ([10, Lemma 2.4]). Let $1<p<\infty$ and $\gamma, \delta \in \mathbb{C}$ be such that $0<1 / p+\Re \gamma<1$ and $0<1 / p+\Re \delta<1$. Then,

$$
P_{\gamma}^{-} P_{\delta}^{+}=-\frac{e^{i \pi(\delta-\gamma)}}{4} R_{\gamma} R_{\delta}
$$

### 4.3. The adjoint of the operator $S_{\gamma}$.

Lemma 4.4. Let $1<p<\infty, 1 / p+1 / q=1$ and $\gamma \in \mathbb{C}$ satisfy (1.1). Then, the adjoint operator to $S_{\gamma}$ is given by $\left(S_{\gamma}\right)^{*}=S_{-\bar{\gamma}}$ on the space $L^{q}\left(\mathbb{R}_{+}\right)$.

Proof. Since $0<1 / p+\Re \gamma<1$, the operator $S_{0}$ is bounded on the weighted Lebesgue space

$$
L^{p}\left(\mathbb{R}_{+}, w_{\gamma}\right):=\left\{f \text { is measurable: } f w_{\gamma} \in L^{p}\left(\mathbb{R}_{+}\right)\right\}
$$

where $w_{\gamma}(t):=\left|t^{\gamma}\right|=t^{\Re \gamma}$ for $t \in \mathbb{R}_{+}$. It is clear that $L^{q}\left(\mathbb{R}_{+}, w_{\gamma}^{-1}\right)$ is its dual space. Assume that $f \in L^{p}\left(\mathbb{R}_{+}\right)$and $g \in L^{q}\left(\mathbb{R}_{+}\right)$. Then,

$$
f(t) t^{-\gamma} \in L^{p}\left(\mathbb{R}_{+}, w_{\gamma}\right), \quad \overline{g(t)} t^{\gamma} \in L^{q}\left(\mathbb{R}_{+}, w_{\gamma}^{-1}\right)
$$

Since $\overline{1 /(\pi i)}=-1 /(\pi i)$ and $\overline{(\tau / t)^{-\gamma}}=(\tau / t)^{-\bar{\gamma}}$, from [24, Chapter III, subsection 2.1, Corollary 1], it follows that

$$
\begin{aligned}
\int_{\mathbb{R}_{+}}\left(S_{\gamma} f\right)(t) \overline{g(t)} d t & =\frac{1}{\pi i} \int_{\mathbb{R}_{+}}\left(\int_{\mathbb{R}_{+}} \frac{f(\tau) \tau^{-\gamma}}{\tau-t} d \tau\right) \overline{g(t)} t^{\gamma} d t \\
& =\frac{1}{\pi i} \int_{\mathbb{R}_{+}} f(\tau) \tau^{-\gamma}\left(\int_{\mathbb{R}_{+}} \frac{\overline{g(t)} t^{\gamma}}{\tau-t} d t\right) d \tau \\
& =\int_{\mathbb{R}_{+}} f(\tau) \overline{\left(S_{-\bar{\gamma}} g\right)(\tau)} d \tau
\end{aligned}
$$

for all $f \in L^{p}\left(\mathbb{R}_{+}\right)$and $g \in L^{q}\left(\mathbb{R}_{+}\right)$. This yields $\left(S_{\gamma}\right)^{*}=S_{-\bar{\gamma}}$.
4.4. Compactness of some singular integral operators with shifts. Fix $\alpha, \beta \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$. Let $\mathcal{F} \mathcal{O}_{\alpha, \beta}$ denote the smallest closed subalgebra of $\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$that contains the operators $U_{\alpha}, U_{\alpha}^{-1}, U_{\beta}, U_{\beta}^{-1}$ and all operators $c I$ with $c \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$.

Lemma 4.5 ([14, Lemma 2.8]). Let $\alpha, \beta \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$. If $A \in \mathcal{F} \mathcal{O}_{\alpha, \beta}$ and $B \in \mathcal{A}$, then $A B \simeq B A$.

The characteristic function of a measurable set $E \subset \mathbb{R}_{+}$will be denoted by $\chi_{E}$.

Lemma 4.6. For any closed interval $J \subset \mathbb{R}_{+}$, the operator $P_{0}^{+} P_{0}^{-} \chi_{J} I$ is compact on the space $L^{p}\left(\mathbb{R}_{+}\right)$.

Proof. We know from Lemma 4.3 that

$$
\begin{equation*}
P_{0}^{+} P_{0}^{-}=-\frac{1}{4} R_{0}^{2} \tag{4.2}
\end{equation*}
$$

The closed interval $J$ is separated from 0 and $\infty$. Suppose that $\widetilde{\chi}_{J} \in C\left(\mathbb{R}_{+}\right)$is a function which is equal to 1 on $J$ and vanishes outside of a bounded open neighborhood of $J$. Then, applying Theorem 4.1 and Lemma 4.5, we obtain

$$
\begin{equation*}
R_{0} \chi_{J} I=R_{0} \widetilde{\chi}_{J} \chi_{J} \simeq \widetilde{\chi}_{J} R_{0} \chi_{J} I=: A \tag{4.3}
\end{equation*}
$$

Since $A$ is an integral operator with bounded kernel function of compact support, it follows from [8, Chapter 1, Theorem 4.2] that the operator $A$ is compact on the space $L^{p}\left(\mathbb{R}_{+}\right)$. Hence, in view of (4.3) and (4.2), the operators $R_{0} \chi_{J} I$ and $P_{0}^{+} P_{0}^{-} \chi_{J} I$ are also compact on this space.

## 5. Limit operators and Theorem 1.2 (ii).

5.1. Limit operators: Abstract approach. Let $X$ be a Banach space, and let $X^{*}$ be its dual space. We say that a bounded linear operator $U$ on $X$ is a scaled isometry if $U$ is invertible in $\mathcal{B}(X)$ and $\|U\|_{\mathcal{B}(X)}=1 /\left\|U^{-1}\right\|_{\mathcal{B}(X)}$. Every scaled isometry is of the form $k \widetilde{U}$, where $\widetilde{U}$ is an isometry and $k$ is a positive constant.

Let $A \in \mathcal{B}(X)$ and $\mathcal{U}=\left\{U_{n}\right\}_{n=1}^{\infty}$ be a sequence of scaled isometries. If the strong limits

$$
\begin{align*}
A_{\mathcal{U}} & =\operatorname{s-lim}_{n \rightarrow \infty}\left(U_{n}^{-1} A U_{n}\right) \quad \text { in } \mathcal{B}(X)  \tag{5.1}\\
A_{\mathcal{U}^{*}} & =\sin _{n \rightarrow \infty}\left(U_{n}^{-1} A U_{n}\right)^{*} \quad \text { in } \mathcal{B}\left(X^{*}\right) \tag{5.2}
\end{align*}
$$

exist, then always $\left(A_{\mathcal{U}}\right)^{*}=A_{\mathcal{U}^{*}}$, and we will refer to the operator $A_{\mathcal{U}}$ as the limit operator for operator $A$ with respect to the sequence $\mathcal{U}$. Note that usually the limit operator $A_{\mathcal{U}}$ is defined independently of the existence of the strong limit $A_{\mathcal{U}^{*}}$, see e.g., [31], while we need the existence of both limits (5.1), (5.2) for our purposes. If the limit operator $A_{\mathcal{U}}$ exists, then it is uniquely determined by $A$ and $\mathcal{U}$, which justifies the notation $A_{\mathcal{U}}$.

In the next statement, we collect basic properties of limit operators.

Lemma 5.1. Let $\mathcal{U}=\left\{U_{n}\right\}_{n=1}^{\infty} \subset \mathcal{B}(X)$ be a sequence of scaled isometries. If $A, B \in \mathcal{B}(X), \alpha \in \mathbb{C}$, and if the limit operators $A_{\mathcal{U}}$, $B_{\mathcal{U}}$ exist, then the limit operators $(\alpha A)_{\mathcal{U}},(A+B)_{\mathcal{U}},(A B)_{\mathcal{U}}$ also exist and

$$
(\alpha A)_{\mathcal{U}}=\alpha A_{\mathcal{U}}, \quad(A+B)_{\mathcal{U}}=A_{\mathcal{U}}+B_{\mathcal{U}}, \quad(A B)_{\mathcal{U}}=A_{\mathcal{U}} B_{\mathcal{U}}
$$

The proof of the above result may be found in [28, Proposition 3.4] or [31, Proposition 1.2.2].

Theorem 5.2. Let $X$ be a Banach space, let $\mathfrak{A}$ be a closed subalgebra of $\mathcal{B}(X)$ and let $\mathfrak{J}$ be a closed two-sided ideal of $\mathfrak{A}$. Suppose that $A \in \mathfrak{A}$ and $\mathcal{U}=\left\{U_{n}\right\}_{n=1}^{\infty} \subset \mathcal{B}(X)$ is a sequence of scaled isometries such that the limit operator $A_{\mathcal{U}}$ and the limit operators $J_{\mathcal{U}}$ exist and are equal to zero for all $J \in \mathfrak{J}$. If the coset $A+\mathfrak{J}$ is invertible in the quotient algebra $\mathfrak{A} / \mathfrak{J}$, then the limit operator $A_{\mathcal{U}}$ is invertible.

The proof is obtained by analogy with [31, Proposition 1.2.9].
5.2. Realization with dilations. For $x \in \mathbb{R}_{+}$, consider the dilation operator $V_{x}$ defined on $L^{p}\left(\mathbb{R}_{+}\right)$by

$$
\left(V_{x} f\right)(t):=f(t / x), \quad t \in \mathbb{R}_{+}
$$

It is easy to see that $V_{x}$ is invertible on the spaces $L^{p}\left(\mathbb{R}_{+}\right)$and $V_{x}^{-1}=V_{1 / x}$. Moreover, $\left\|V_{x}\right\|_{\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)}=x^{1 / p}$, and hence, $V_{x}$ is a scaled isometry for every $x \in \mathbb{R}_{+}$.

Fix $s \in\{0, \infty\}$. We say that a sequence $h:=\left\{h_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}$is a test sequence relative to the point $s$ if

$$
\lim _{n \rightarrow \infty} h_{n}=s
$$

With each test sequence $h$ relative to the point $s$, we associate the sequence of scaled isometries $\mathcal{V}_{h}^{s}:=\left\{V_{h_{n}}\right\}_{n=1}^{\infty} \subset \mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$.

Lemma 5.3 ([12, Lemma 4.4]). Let $h:=\left\{h_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}$be a test sequence relative to a point $s \in\{0, \infty\}$. For any operator $K \in$ $\mathcal{K}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$, the limit operator $K_{\mathcal{V}_{h}^{s}}$ with respect to the sequence of scaled isometries

$$
\mathcal{V}_{h}^{s}:=\left\{V_{h_{n}}\right\}_{n=1}^{\infty} \subset \mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)
$$

exists and is the zero operator.

Similarly to [1, Proposition 4.2, Corollary 4.3], we have the following important property of the maximal ideal space of the algebra $\operatorname{SO}\left(\mathbb{R}_{+}\right)$.

Lemma 5.4 ([18, Proposition 2.2]). Suppose that $\left\{a_{k}\right\}_{k \in \mathbb{N}}$ is a countable subset of the space $\mathrm{SO}\left(\mathbb{R}_{+}\right)$and $s \in\{0, \infty\}$. For each $\xi \in$ $M_{s}\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)$, there exists a sequence $\left\{t_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}$such that $t_{n} \rightarrow s$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
\xi\left(a_{k}\right)=a_{k}(\xi)=\lim _{n \rightarrow \infty} a_{k}\left(t_{n}\right) \quad \text { for all } k \in \mathbb{N} . \tag{5.3}
\end{equation*}
$$

Conversely, if $\left\{t_{n}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}$is a sequence such that $t_{n} \rightarrow s$ as $n \rightarrow \infty$ and the limits $\lim _{n \rightarrow \infty} a_{k}\left(t_{n}\right)$ exist for all $k \in \mathbb{N}$, then there exists a functional $\xi \in M_{s}\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)$such that (5.3) holds.

Now, we are ready to calculate the limit operators of operator $N$ given by (1.3).

Lemma 5.5. Let $\gamma \in \mathbb{C}$ satisfy (1.1). Suppose that $a, b, c, d \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$, $\alpha$ and $\beta$ are slowly oscillating shifts and $\omega, \eta \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$are the exponent functions of $\alpha, \beta$, respectively. Let the operator $N$ be given by (1.3) and $s \in\{0, \infty\}$. Then, for every $\xi \in M_{s}\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)$, there exists
a test sequence $h^{\xi}=\left\{h_{n}^{\xi}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}$relative to the point such that the limit operator $N_{\mathcal{V}_{h \xi}^{s}}$ with respect to the sequence of scaled isometries $\mathcal{V}_{h^{\xi}}^{s}:=\left\{V_{h_{n}^{\xi}}\right\}_{n=1}^{\infty} \subset \mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$exists and coincides with

$$
\begin{equation*}
N_{\xi}=\left(a(\xi) I-b(\xi) U_{\alpha_{\xi}}\right) P_{\gamma}^{+}+\left(c(\xi) I-d(\xi) U_{\beta_{\xi}}\right) P_{\gamma}^{-} \tag{5.4}
\end{equation*}
$$

where $\alpha_{\xi}(t)=e^{\omega(\xi)} t$ and $\beta_{\xi}(t)=e^{\eta(\xi)} t$ for $t \in \mathbb{R}_{+}$.

Proof. Fix $s \in\{0, \infty\}$ and $\xi \in M_{s}\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)$. It follows from [11, Lemma 2.4] that $\alpha_{-1}, \beta_{-1} \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$along with $\alpha, \beta \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$. Therefore, the functions

$$
\begin{array}{ll}
\omega(t):=\log [\alpha(t) / t], & \eta(t):=\log [\beta(t) / t], \\
\zeta(t):=\log \left[\alpha_{-1}(t) / t\right], & \psi(t):=\log \left[\beta_{-1}(t) / t\right]
\end{array}
$$

are real-valued functions in $\operatorname{SO}\left(\mathbb{R}_{+}\right)$.
Consider the following set of slowly oscillating functions:

$$
\mathcal{G}:=\left\{a, b, c, d, \alpha^{\prime}, \beta^{\prime},\left(\alpha_{-1}\right)^{\prime},\left(\beta_{-1}\right)^{\prime}, \omega, \eta, \zeta, \psi,\left(\alpha^{\prime}\right)^{1 / p},\left(\beta^{\prime}\right)^{1 / p}\right\} .
$$

By Lemma 5.4, there exists a test sequence $h^{\xi}=\left\{h_{n}^{\xi}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}$relative to the point $s$ such that the limit

$$
g(\xi)=\xi(g)=\lim _{n \rightarrow \infty} g\left(h_{n}^{\xi}\right)
$$

exists for every function $g \in \mathcal{G}$. It was shown in the proof of [12, Lemma 4.5] that

$$
\begin{equation*}
(g I)_{\mathcal{V}_{h \xi}^{s}}=g(\xi) I \quad \text { for } g \in\left\{a, b, c, d,\left(\alpha^{\prime}\right)^{1 / p},\left(\beta^{\prime}\right)^{1 / p}\right\} \tag{5.5}
\end{equation*}
$$

and

$$
\begin{align*}
\left(W_{\alpha}\right)_{\mathcal{V}_{h}^{s}} & =W_{\alpha_{\xi}}  \tag{5.6}\\
\left(W_{\beta}\right) & \mathcal{V}_{h \xi}^{s}
\end{align*}=W_{\beta_{\xi}} .
$$

It follows from [12, Lemma 2.8] that

$$
\begin{align*}
& \alpha^{\prime}(\xi)=e^{\omega(\xi)}=\alpha_{\xi}^{\prime} \\
& \beta^{\prime}(\xi)=e^{\eta(\xi)}=\beta_{\xi}^{\prime} \tag{5.7}
\end{align*}
$$

We infer from (5.5)-(5.7) and Lemma 5.1 that

$$
\begin{align*}
\left(U_{\alpha}\right)_{\mathcal{V}_{h \xi}^{s}} & =\left(\left(\alpha^{\prime}\right)^{1 / p} W_{\alpha}\right)_{\mathcal{V}_{h \xi}^{s}}=\left(\left(\alpha^{\prime}\right)^{1 / p} I\right)_{\mathcal{V}_{h \xi}^{s}}\left(W_{\alpha}\right)_{\mathcal{V}_{h \xi}^{s}}  \tag{5.8}\\
& =\left(\alpha^{\prime}(\xi)\right)^{1 / p} W_{\alpha_{\xi}}=\left(\alpha_{\xi}^{\prime}\right)^{1 / p} W_{\alpha_{\xi}}=U_{\alpha_{\xi}}
\end{align*}
$$

and, analogously,

$$
\begin{equation*}
\left(U_{\beta}\right) \mathcal{\nu}_{h \xi}^{s}=U_{\beta_{\xi}} . \tag{5.9}
\end{equation*}
$$

By Lemma 4.4, $\left(S_{\gamma}\right)^{*}=S_{-\bar{\gamma}}$. Then, it is easy to see that, for every $n \in \mathbb{N}$,

$$
V_{h_{n}^{\xi}}^{-1} S_{\gamma} V_{h_{n}^{\xi}}=S_{\gamma}, \quad\left(V_{h_{n}^{\xi}}^{-1} S_{\gamma} V_{h_{n}^{\xi}}\right)^{*}=\left(S_{\gamma}\right)^{*}
$$

Therefore,

$$
\begin{equation*}
\left(P_{\gamma}^{+}\right)_{\mathcal{V}_{h \xi}^{s}}=P_{\gamma}^{+}, \quad\left(P_{\gamma}^{-}\right)_{\mathcal{V}_{h \xi}^{s}}=P_{\gamma}^{-} . \tag{5.10}
\end{equation*}
$$

Combining (5.5) and (5.8)-(5.10) with Lemma 5.1, we see that the limit operator $N_{\xi}=N_{\mathcal{V}_{h}^{s}}$ exists and is calculated by (5.4).
5.3. On the gap in the proof of [12, Lemma 7.2]. As already mentioned in the introduction, the proof of [12, Lemma 7.2] contains a gap. If condition (1.2) is not satisfied, then, in view of Lemma 5.4, there is a $\xi \in \Delta$ such that $\omega(\xi)=0$. In this case, we see from the proof of Lemma 5.5 (and its predecessor [12, Lemma 4.5]) that the limit operators $W_{\alpha_{\xi}}$ and $U_{\alpha_{\xi}}$ of $W_{\alpha}$ and $U_{\alpha}$, respectively, both collapse to the identity operator. Therefore, the theorems on invertibility of binomial functional operators for the study of $a(\xi) I-b(\xi) W_{\alpha_{\xi}}$ and $a(\xi) I-b(\xi) U_{\alpha_{\xi}}$ cannot be relied upon without the assumption of (1.2). This fact was overlooked when we wrote the proof of [12, Lemma 7.2]. In order to fill in this gap (in the more general setting of the present paper), we use another strategy of the proof of the necessity of condition (i) in Theorem 1.2, which is presented in Section 6.
5.4. Proof of the necessity of Theorem 1.2 (ii). The next lemma gives a useful necessary condition for the Fredholmness of $N$.

Lemma 5.6. Let $\gamma \in \mathbb{C}$ satisfy (1.1). Suppose that $a, b, c, d \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$, $\alpha$ and $\beta$ are slowly oscillating shifts, and $\omega, \eta \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$are the exponent functions of $\alpha, \beta$, respectively. If the operator $N$ given by (1.3)
is Fredholm on the space $L^{p}\left(\mathbb{R}_{+}\right)$, then, for all $\xi \in \Delta$, the operators $N_{\xi}$ given by (5.4) are invertible on the space $L^{p}\left(\mathbb{R}_{+}\right)$.

Proof. The argument is borrowed from the beginning of the proof of [12, Lemma 7.2]. Set $\xi \in \Delta$, that is, fix $s \in\{0, \infty\}$ and $\xi \in$ $M_{s}\left(\mathrm{SO}\left(\mathbb{R}_{+}\right)\right)$. By Lemma 5.5 , there exists a test sequence

$$
h^{\xi}=\left\{h_{n}^{\xi}\right\}_{n=1}^{\infty} \subset \mathbb{R}_{+}
$$

relative to the point $s$ such that the limit operator $N_{\mathcal{V}_{h}^{s}}$ with respect to the sequence of scaled isometries

$$
\mathcal{V}_{h}^{s}:=\left\{V_{h_{n}^{\xi}}\right\}_{n=1}^{\infty} \subset \mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)
$$

exists and coincides with $N_{\xi}$ given by (5.4). It follows from Lemma 5.3 that $K_{\mathcal{V}_{h}{ }^{\xi}}=0$ for every $K \in \mathcal{K}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$. Since the operator $N$ is Fredholm, the coset $N^{\pi}=N+\mathcal{K}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$is invertible in the quotient algebra $\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right) / \mathcal{K}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)$. Applying Theorem 5.2 with $\mathfrak{A}=\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right), \mathfrak{J}=\mathcal{K}\left(L^{p}\left(\mathbb{R}_{+}\right)\right), A=N$ and $\mathcal{U}=\mathcal{V}_{h^{\xi}}^{s}$, we conclude that the operator $N_{\xi}=N_{\mathcal{V}_{h}}{ }^{\xi}$ is invertible.

Now, we are in a position to prove the necessity of condition (ii) in Theorem 1.2.

Theorem 5.7. Let $\gamma \in \mathbb{C}$ satisfy (1.1). Suppose that $a, b, c, d \in$ $\mathrm{SO}\left(\mathbb{R}_{+}\right), \alpha, \beta \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$and $\omega$ and $\eta$ are the exponent functions of $\alpha, \beta$, respectively. If the operator $N$ given by (1.3) is Fredholm on the space $L^{p}(\mathbb{R})$, then, for every $\xi \in \Delta$,

$$
\begin{equation*}
\inf _{x \in \mathbb{R}}|n(\xi, x)|>0 \tag{5.11}
\end{equation*}
$$

where the function $n$ is defined by (1.5).

Proof. The proof is analogous to the proof of [12, Theorem 7.5]. By Lemma 5.6 , for every $\xi \in \Delta$, the operator $N_{\xi}$ defined by (5.4) is invertible on $L^{p}\left(\mathbb{R}_{+}\right)$. On the other hand, taking into account Theorem 4.1 and Lemma 3.1, we obtain $N_{\xi}=\Phi^{-1} \operatorname{Co}(n(\xi, \cdot)) \Phi$, where $n(\xi, \cdot) \in S A P_{p}$ is given by (1.5). Hence, $\operatorname{Co}(n(\xi, \cdot))$ is invertible on the space $L^{p}\left(\mathbb{R}_{+}, d \mu\right)$. Then, we obtain (5.11) from Theorem 3.2.
6. Necessity of Theorem 1.2 (i).
6.1. Condition (A). Let $X$ be a Banach space. Recall that an operator $B_{r} \in \mathcal{B}(X)$, respectively $B_{l} \in \mathcal{B}(X)$, is said to be a right (resp. left) regularizer for $A$ if

$$
A B_{r} \simeq I, \quad \text { respectively, } B_{l} A \simeq I
$$

It is well known that an operator $A$ is Fredholm on $X$ if and only if it simultaneously admits a right and a left regularizer. Moreover, each right differs from each left regularizer by a compact operator, see e.g., [8, Chapter 4, Section 7]. Therefore, we may speak of a regularizer $B=B_{r}=B_{l}$ of a Fredholm operator $A$.

The ideas behind the next definition follow from [17, 22], also see [26, pages 249-251] and earlier approaches in [19, 20, 21]. Suppose that $X$ is a Banach space and $A_{+}, A_{-}, P_{+}, P_{-} \in \mathcal{B}(X)$. We say that a pair $(A, P) \in\left\{\left(A_{+}, P_{+}\right),\left(A_{-}, P_{-}\right)\right\}$satisfies condition (A) if the non-invertibility of the operator $A$ implies that one of the following conditions holds:
(A-i) there exists a sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ of elements of $X$ with norms $\left\|f_{n}\right\|_{X}=1$ such that the sequences

$$
\left\{A f_{n}\right\}_{n=1}^{\infty} \quad \text { and } \quad\left\{\left(P_{+} P_{-}\right) f_{n}\right\}_{n=1}^{\infty}
$$

converge in $X$, but the sequence $\left\{P f_{n}\right\}_{n=1}^{\infty}$ does not contain subsequences convergent in $X$;
(A-ii) there exists a sequence $\left\{g_{n}\right\}_{n=1}^{\infty}$ of elements of $X^{*}$ with norms $\left\|g_{n}\right\|_{X^{*}}=1$ such that the sequences

$$
\left\{A^{*} g_{n}\right\}_{n=1}^{\infty} \quad \text { and } \quad\left\{\left(P_{+} P_{-}\right)^{*} g_{n}\right\}_{n=1}^{\infty}
$$

converge in $X^{*}$, but the sequence $\left\{P^{*} g_{n}\right\}_{n=1}^{\infty}$ does not contain subsequences convergent in $X^{*}$.

Theorem 6.1. Let $A_{+}, A_{-}, P_{+}, P_{-} \in \mathcal{B}(X)$ and

$$
\begin{equation*}
P_{+}+P_{-}=I, \quad A_{+} P_{+} \simeq P_{+} A_{+}, \quad A_{-} P_{-} \simeq P_{-} A_{-} \tag{6.1}
\end{equation*}
$$

Suppose that the operator

$$
M=A_{+} P_{+}+A_{-} P_{-}
$$

is Fredholm.
(a) If the pair $\left(A_{+}, P_{+}\right)$satisfies condition (A), then the operator $A_{+}$is invertible.
(b) If the pair $\left(A_{-}, P_{-}\right)$satisfies condition (A), then the operator $A_{-}$is invertible.

Proof. The idea of the proof is borrowed from [22, Theorem 2.1]. It follows from (6.1) that

$$
\begin{equation*}
P_{+} P_{-}=P_{-} P_{+}, \quad A_{-} P_{+} \simeq P_{+} A_{-}, \quad A_{+} P_{-} \simeq P_{-} A_{+} \tag{6.2}
\end{equation*}
$$

Let $M^{(-1)}$ be a regularizer of $M$. Then,

$$
\begin{equation*}
M^{(-1)} M \simeq M M^{(-1)} \simeq I \tag{6.3}
\end{equation*}
$$

(a) Assume that the pair $\left(A_{+}, P_{+}\right)$satisfies condition (A) and the operator $A_{+}$is not invertible. Therefore, one of conditions (A-i) or (A-ii) is fulfilled for the pair $\left(A_{+}, P_{+}\right)$. We infer from (6.1)-(6.3) that

$$
\begin{align*}
P_{+} & \simeq M^{(-1)} M P_{+}=M^{(-1)}\left(A_{+} P_{+}+\left(A_{-}-A_{+}\right) P_{+} P_{-}\right) \\
& \simeq M^{(-1)} P_{+} A_{+}+M^{(-1)}\left(A_{-}-A_{+}\right) P_{+} P_{-} \tag{6.4}
\end{align*}
$$

and

$$
\begin{align*}
P_{+} & \simeq P_{+} M M^{(-1)}=\left(P_{+} A_{+}+P_{+}\left(A_{-}-A_{+}\right) P_{-}\right) M^{(-1)} \\
& \simeq A_{+} P_{+} M^{(-1)}+P_{+} P_{-}\left(A_{-}-A_{+}\right) M^{(-1)} . \tag{6.5}
\end{align*}
$$

It follows from relations (6.4)-(6.5) that there exist $K_{1} \in \mathcal{K}(X)$ and $K_{2} \in \mathcal{K}\left(X^{*}\right)$ such that

$$
\begin{align*}
& P_{+}=M^{(-1)} P_{+} A_{+}+M^{(-1)}\left(A_{-}-A_{+}\right) P_{+} P_{-}+K_{1}  \tag{6.6}\\
& P_{+}^{*}=\left(M^{(-1)}\right)^{*} P_{+}^{*} A_{+}^{*}+\left(M^{(-1)}\right)^{*}\left(A_{-}-A_{+}\right)^{*}\left(P_{+} P_{-}\right)^{*}+K_{2} \tag{6.7}
\end{align*}
$$

Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a sequence in $X$ as in condition (A-i). Since $K_{1}$ is compact and $\left\|f_{n}\right\|_{X}=1$ for all $n \in \mathbb{N}$, we see that the sequence $\left\{K_{1} f_{n}\right\}_{n=1}^{\infty}$ contains a convergent subsequence $\left\{K_{1} f_{n_{k}}\right\}_{k=1}^{\infty}$. By condition (A-i), the subsequences $\left\{A_{+} f_{n_{k}}\right\}_{k=1}^{\infty}$ and $\left\{P_{+} P_{-} f_{n_{k}}\right\}_{k=1}^{\infty}$ are also convergent. Thus, the subsequence $\left\{P_{+} f_{n_{k}}\right\}_{k=1}^{\infty}$ is convergent in view of (6.6), but this contradicts condition (A-i), which says that $\left\{P_{+} f_{n}\right\}_{n=1}^{\infty}$ does not contain convergent subsequences.

Analogously, if $\left\{g_{n}\right\}_{n=1}^{\infty}$ is a sequence in $X^{*}$ as in condition (A-ii), then a contradiction may be reached in view of (6.7). This observation completes the proof of part (a).
(b) The proof of part (b) is analogous to the previous proof and, therefore, is omitted.
6.2. Discretization of functional operators. Consider the isometric shift operator $V$ defined on the space $\ell^{p}(\mathbb{Z})$ by

$$
(V f)(n)=f(n+1), \quad n \in \mathbb{Z}, f \in \ell^{p}(\mathbb{Z})
$$

Obviously, the operator $V$ is invertible on the space $\ell^{p}(\mathbb{Z})$, and

$$
\left(V^{-1} f\right)(n)=f(n-1), \quad n \in \mathbb{Z}, f \in \ell^{p}(\mathbb{Z})
$$

Suppose that $a, b \in \operatorname{SO}(\mathbb{R})$ and $\alpha \in \operatorname{SOS}(\mathbb{R})$. Let $\alpha_{-1}$ be the inverse function to $\alpha$. For $t \in \mathbb{R}_{+}$and $n \in \mathbb{Z}$, let $\alpha_{0}(t):=t$ and $\alpha_{n}(t):=\alpha\left[\alpha_{n-1}(t)\right]$. By analogy with [7], [18, Section 6] and [23, subsection 3.1], we associate with every functional operator of the form $A=a I-b U_{\alpha}$ the family of discrete operators $A_{\tau} \in \mathcal{B}\left(\ell^{p}(\mathbb{Z})\right), \tau \in \mathbb{R}_{+}$, defined by

$$
\begin{equation*}
A_{\tau}=a_{\tau} I-b_{\tau} V \tag{6.8}
\end{equation*}
$$

where

$$
\begin{align*}
a_{\tau}(n) & =a\left[\alpha_{n}(\tau)\right], \\
b_{\tau}(n) & =b\left[\alpha_{n}(\tau)\right], \quad n \in \mathbb{Z} . \tag{6.9}
\end{align*}
$$

Then $a_{\tau}, b_{\tau} \in \ell^{\infty}(\mathbb{Z})$.
The next theorem immediately follows from a more general result [7, Theorem 3.4].

Theorem 6.2. Let $a, b \in \operatorname{SO}\left(\mathbb{R}_{+}\right)$and $\alpha \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$. The functional operator $A=a I-b U_{\alpha}$ is invertible on the space $L^{p}\left(\mathbb{R}_{+}\right)$if and only if for all $\tau \in \mathbb{R}_{+}$the discrete operators $A_{\tau}$ defined by (6.8)-(6.9) are invertible on the space $\ell^{p}(\mathbb{Z})$.
6.3. Construction of special functions related to functional operators. In this subsection, we present a construction which will serve as a basis for the verification of conditions (A-i) and (A-ii).

For a finite set $Q \subset \mathbb{Z}$ and $z \in \mathbb{Z}$, put $Q+z:=\{m+z: m \in Q\}$.

Lemma 6.3. Let $1<p<\infty, 1 / p+1 / q=1$. Suppose that $a, b \in \operatorname{SO}\left(\mathbb{R}_{+}\right), \alpha \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$and $A:=a I-b U_{\alpha}$. Let $\tau \in \mathbb{R}_{+}$and $A_{\tau}$ be the discrete operator associated to the functional operator $A$ by (6.8), (6.9).
(a) If $\left|A_{\tau}\right|_{+}=0$, then for every $\varepsilon>0$ there exists a function $\varphi \in \ell^{p}(\mathbb{Z})$ with finite support $Q \subset \mathbb{Z}$ and a symmetric open neighborhood $\underline{\widetilde{u} \text { of } \tau}$ such that $\|\varphi\|_{\ell^{p}(\mathbb{Z})}=1$, for all $k \in \widetilde{Q}:=Q \cup(Q-1)$ the closures $\overline{\alpha_{k}(\widetilde{u})}$ are pairwise disjoint and, for every symmetric open neighborhood $u$ of $\tau$ satisfying $u \subset \widetilde{u}$ and every $g_{u} \in L^{p}(u)$, the function

$$
f_{u}(t):= \begin{cases}\varphi(k)\left(U_{\alpha_{k}}^{-1} g_{u}\right)(t) & \text { if } t \in \alpha_{k}(u), k \in Q  \tag{6.10}\\ 0 & \text { if } t \in \mathbb{R}_{+} \backslash\left(\bigcup_{k \in Q} \alpha_{k}(u)\right)\end{cases}
$$

satisfies the relations

$$
\begin{equation*}
\left\|f_{u}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}=\left\|g_{u}\right\|_{L^{p}(u)}, \quad\left\|A f_{u}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)} \leq \varepsilon\left\|g_{u}\right\|_{L^{p}(u)} \tag{6.11}
\end{equation*}
$$

(b) If $\left|A_{\tau}^{*}\right|_{+}=0$, then for every $\varepsilon>0$ there exists a function $\varphi^{*} \in$ $\ell^{q}(\mathbb{Z})$ with finite support $Q \subset \mathbb{Z}$ and a symmetric open neighborhood $\widetilde{u}$ of $\tau$ such that $\left\|\varphi^{*}\right\|_{\ell^{q}(\mathbb{Z})}=1$, for all $k \in \widetilde{Q}:=Q \cup(Q+1)$ the closures $\overline{\alpha_{-k}(\widetilde{u})}$ are pairwise disjoint and, for every symmetric open neighborhood $u$ of $\tau$ satisfying $u \subset \widetilde{u}$ and every $g_{u}^{*} \in L^{q}(u)$, the function

$$
f_{u}^{*}(t):= \begin{cases}\varphi^{*}(-k)\left(U_{\alpha_{k}} g_{u}^{*}\right)(t) & \text { if } t \in \alpha_{-k}(u), k \in Q \\ 0 & \text { if } t \in \mathbb{R}_{+} \backslash\left(\bigcup_{k \in Q} \alpha_{-k}(u)\right)\end{cases}
$$

satisfies the relations

$$
\left\|f_{u}^{*}\right\|_{L^{q}\left(\mathbb{R}_{+}\right)}=\left\|g_{u}^{*}\right\|_{L^{q}(u)}, \quad\left\|A^{*} f_{u}^{*}\right\|_{L^{q}\left(\mathbb{R}_{+}\right)} \leq \varepsilon\left\|g_{u}^{*}\right\|_{L^{q}(u)}
$$

Proof.
(a) Fix $\tau \in \mathbb{R}_{+}$. Since the set of functions of finite support is dense in $\ell^{p}(\mathbb{Z})$, it follows from the definition of the lower norm $\left|A_{\tau}\right|_{+}$that, for every $\varepsilon>0$, there exists a function $\varphi \in \ell^{p}(\mathbb{Z})$ of finite support $Q \subset \mathbb{Z}$
such that

$$
\begin{equation*}
\|\varphi\|_{\ell^{p}(\mathbb{Z})}=1, \quad\left\|A_{\tau} \varphi\right\|_{\ell^{p}(\mathbb{Z})}<\frac{\varepsilon}{2} \tag{6.12}
\end{equation*}
$$

For $\tau \in \mathbb{R}_{+}$, there is a point $\widetilde{\tau} \in \mathbb{R}_{+}$such that $\tau$ lies in the open interval $\ell$ with the endpoints $\widetilde{\tau}$ and $\alpha(\widetilde{\tau})$. Then, $\alpha_{i}(\ell) \cap \alpha_{j}(\ell)=\emptyset$ for every $i, j \in \mathbb{Z}$ satisfying $i \neq j$. In view of the continuity of the coefficients $a, b$ of the operator $A=a I-b U_{\alpha}$ on $\mathbb{R}_{+}$, there exists an open symmetric neighborhood $\widetilde{u} \subset \ell$ of the point $\tau \in \mathbb{R}_{+}$such that, for all $k \in \widetilde{Q}$, the closures $\overline{\alpha_{k}(\widetilde{u})}$ are pairwise disjoint and, in view of (6.12), for any $t \in \widetilde{u}$,

$$
\begin{equation*}
\left\|A_{t} \varphi\right\|_{\ell^{p}(\mathbb{Z})} \leq\left\|A_{\tau} \varphi\right\|_{\ell^{p}(\mathbb{Z})}+\frac{\varepsilon}{2}<\varepsilon \tag{6.13}
\end{equation*}
$$

Applying (6.10) and the first equality in (6.12), we obtain

$$
\begin{aligned}
\left\|f_{u}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}^{p} & =\sum_{k \in Q} \int_{\alpha_{k}(u)}|\varphi(k)|^{p}\left|\left(U_{\alpha_{k}}^{-1} g_{u}\right)(t)\right|^{p} d t \\
& =\sum_{k \in Q}|\varphi(k)|^{p} \int_{\alpha_{k}(u)}\left|g_{u}\left[\alpha_{-k}(t)\right]\right|^{p}\left|\alpha_{-k}^{\prime}(t)\right| d t \\
& =\left(\sum_{k \in Q}|\varphi(k)|^{p}\right) \int_{u}\left|g_{u}(t)\right|^{p} d t \\
& =\|\varphi\|_{\ell^{p}(\mathbb{Z})}^{p}\left\|g_{u}\right\|_{L^{p}(u)}^{p} \\
& =\left\|g_{u}\right\|_{L^{p}(u)}^{p}
\end{aligned}
$$

which implies the first equality in (6.11).
It is easy to see that, for $t \in \alpha_{k}(u)$ with $k \in Q-1$, we have

$$
\left(U_{\alpha} f_{u}\right)(t)=\varphi(k+1)\left[U_{\alpha}\left(U_{\alpha_{k+1}}^{-1} g_{u}\right)\right](t)=(V \varphi)(k)\left(U_{\alpha_{k}}^{-1} g_{u}\right)(t),
$$

and

$$
\left(U_{\alpha} f_{u}\right)(t)=0 \quad \text { for } t \in \mathbb{R}_{+} \backslash\left(\bigcup_{k \in Q-1} \alpha_{k}(u)\right)
$$

Hence, for $t \in \alpha_{k}(u)$ with $k \in \widetilde{Q}$, we obtain

$$
\begin{equation*}
\left(A f_{u}\right)(t)=[a(t) \varphi(k)-b(t)(V \varphi)(k)]\left(U_{\alpha_{k}}^{-1} g_{u}\right)(t), \tag{6.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A f_{u}\right)(t)=0 \quad \text { for } t \in \mathbb{R}_{+} \backslash\left(\bigcup_{k \in \widetilde{Q}} \alpha_{k}(u)\right) \tag{6.15}
\end{equation*}
$$

Applying equalities (6.8), (6.9), (6.14), (6.15), and inequality (6.13), we get

$$
\begin{aligned}
\left\|A f_{u}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}^{p} & =\sum_{k \in \widetilde{Q}} \int_{\alpha_{k}(u)}|a(t) \varphi(k)-b(t)(V \varphi)(k)|^{p}\left|\left(U_{\alpha_{k}}^{-1} g_{u}\right)(t)\right|^{p} d t \\
& =\sum_{k \in \widetilde{Q}} \int_{u}\left|a\left[\alpha_{k}(t)\right] \varphi(k)-b\left[\alpha_{k}(t)\right](V \varphi)(k)\right|^{p}\left|g_{u}(t)\right|^{p} d t \\
& =\sum_{k \in \widetilde{Q}} \int_{u}\left|\left(A_{t} \varphi\right)(k)\right|^{p}\left|g_{u}(t)\right|^{p} d t \\
& =\int_{u}\left(\sum_{k \in \widetilde{Q}}\left|\left(A_{t} \varphi\right)(k)\right|^{p}\right)\left|g_{u}(t)\right|^{p} d t \\
& =\int_{u}\left\|A_{t} \varphi\right\|_{\ell^{p}(\mathbb{Z})}^{p}\left|g_{u}(t)\right|^{p} d t \\
& \leq\left(\varepsilon\left\|g_{u}\right\|_{\left.L^{p}(u)\right)^{p}}\right.
\end{aligned}
$$

which implies the second inequality in (6.11) and completes the proof of part (a).

The proof of part (b) is analogous and based on the facts that $A^{*}=\bar{a} I-U_{\alpha}^{-1} \bar{b} I \in \mathcal{B}\left(L^{q}\left(\mathbb{R}_{+}\right)\right)$and $A_{\tau}^{*}=\overline{a_{\tau}} I-V^{-1} \overline{b_{\tau}} I \in \mathcal{B}\left(\ell^{q}(\mathbb{Z})\right)$.
6.4. Application of Pilidi's lemma. Pilidi's lemma plays a crucial role in the proof of the following important part of the necessity of condition (i) in Theorem 1.2 in our proof.

Lemma 6.4. Let $\left\{u_{n}\right\}_{n=1}^{\infty}$ be a sequence of open neighborhoods of a point $\tau \in \mathbb{R}_{+}$, which are uniformly separated from 0 and $\infty$. For every $n \in \mathbb{N}$, there exist two functions $g_{n}, h_{n} \in L^{p}\left(u_{n}\right)$ such that

$$
\chi_{u_{n}} P_{0}^{+} \chi_{u_{n}} g_{n}=g_{n}+h_{n}, \quad \text { respectively, } \quad \chi_{u_{n}} P_{0}^{-} \chi_{u_{n}} g_{n}=g_{n}+h_{n},
$$

and

$$
\left\|g_{n}\right\|_{L^{p}\left(u_{n}\right)}=1, \quad\left\|h_{n}\right\|_{L^{p}\left(u_{n}\right)}=O(1 / n) \quad \text { as } n \rightarrow \infty .
$$

Proof. Since the neighborhoods $u_{n}$ of $\tau$ are uniformly separated from 0 and $\infty$, there exists a Jordan Lyapunov curve $\Gamma$ such that $u_{n} \subset \Gamma$ for all $n \in \mathbb{N}$. We prove the version for the "+" sign. The proof for the "-" sign is completely analogous.

Fix $n \in \mathbb{N}$. By Lemma 2.4, there exists a $\Phi_{n}^{+} \in C^{+}(\Gamma)$ such that $\left\|\Phi_{n}^{+}\right\|_{L^{p}(\Gamma)}=1$ and

$$
\left\|\left(1-\chi_{u_{n}}\right) \Phi_{n}^{+}\right\|_{L^{p}(\Gamma)}<\frac{1}{(2 n)^{p}}
$$

It is clear that $\left\|\chi_{u_{n}} \Phi_{n}^{+}\right\|_{L^{p}(\Gamma)} \neq 0$. Set

$$
\Psi_{n}^{+}:=\frac{\Phi_{n}^{+}}{\left\|\chi_{u_{n}} \Phi_{n}^{+}\right\|_{L^{p}(\Gamma)}}, \quad g_{n}:=\chi_{u_{n}} \Psi_{n}^{+}
$$

Then, $\left\|g_{n}\right\|_{L^{p}\left(u_{n}\right)}=1$ and

$$
\begin{equation*}
\left\|\chi_{\Gamma \backslash u_{n}} \Psi_{n}^{+}\right\|_{L^{p}\left(\Gamma \backslash u_{n}\right)} \leq \frac{\left\|\left(1-\chi_{u_{n}}\right) \Phi_{n}^{+}\right\|_{L^{p}(\Gamma)}}{1-\left\|\left(1-\chi_{u_{n}}\right) \Phi_{n}^{+}\right\|_{L^{p}(\Gamma)}}<\frac{1 /(2 n)^{p}}{1-1 /(2 n)^{p}}<\frac{1}{n} \tag{6.16}
\end{equation*}
$$

Let $S_{\Gamma}$ be the Cauchy singular integral given on $L^{p}(\Gamma)$ by

$$
\left(S_{\Gamma} g\right)(w):=\frac{1}{\pi i} \int_{\Gamma} \frac{g(z)}{z-w} d z
$$

where the integral is understood in the principal value sense. It is well known that $S_{\Gamma} \in \mathcal{B}\left(L^{p}(\Gamma)\right)$, see e.g., [8, Chapter 1, Theorem 2.1]. Consider the operator $P_{\Gamma}^{+}:=\left(I_{\Gamma}+S_{\Gamma}\right) / 2$. It is easy to see that

$$
\chi_{u_{n}} P_{0}^{+} \chi_{u_{n}} I=\chi_{u_{n}} P_{\Gamma}^{+} \chi_{u_{n}} I
$$

Hence, taking into account that $P_{\Gamma}^{+} \Psi_{n}^{+}=\Psi_{n}^{+}$, we obtain

$$
\chi_{u_{n}} P_{0}^{+} \chi_{u_{n}} g_{n}=\chi_{u_{n}} P_{\Gamma}^{+} \Psi_{n}^{+}-\chi_{u_{n}} P_{\Gamma}^{+} \chi_{\Gamma \backslash u_{n}} \Psi_{n}^{+}=g_{n}+h_{n}
$$

where

$$
h_{n}:=-\chi_{u_{n}} P_{\Gamma}^{+} \chi_{\Gamma \backslash u_{n}} \Psi_{n}^{+} .
$$

We see from (6.16) that

$$
\begin{aligned}
\left\|h_{n}\right\|_{L^{p}\left(u_{n}\right)} & \leq\left\|P_{\Gamma}^{+} \chi_{\Gamma \backslash u_{n}} \Psi_{n}^{+}\right\|_{L^{p}(\Gamma)} \\
& \leq\left\|P_{\Gamma}^{+}\right\|_{\mathcal{B}\left(L^{p}(\Gamma)\right)}\left\|\chi_{\Gamma \backslash u_{n}} \Psi_{n}^{+}\right\|_{L^{p}(\Gamma)}<\frac{\left\|P_{\Gamma}^{+}\right\|_{\mathcal{B}\left(L^{p}(\Gamma)\right)}}{n} .
\end{aligned}
$$

6.5. Proof of the necessity of Theorem 1.2 (i). Let $E \subset \mathbb{R}_{+}$be a measurable subset. As usual, $|E|$ denotes the measure of $E \subset \mathbb{R}_{+}$. For the Lebesgue space $L^{p}(E)$ and a positive integer $m \geq 2$, let $L_{m}^{p}(E)$ denote the vector-valued Lebesgue space of columns with entries in $L^{p}(E)$ equipped with the norm

$$
\left\|\left(f_{1}, \ldots, f_{m}\right)^{\top}\right\|_{L_{m}^{p}(E)}=\left(\sum_{j=1}^{m}\left\|f_{j}\right\|_{L^{p}(E)}^{p}\right)^{1 / p}
$$

Theorem 6.5. Let $\gamma \in \mathbb{C}$ satisfy (1.1). Suppose that $a, b, c, d \in$ $\mathrm{SO}\left(\mathbb{R}_{+}\right)$and $\alpha, \beta \in \operatorname{SOS}\left(\mathbb{R}_{+}\right)$. If the operator $N$ given by (1.3) is Fredholm on the space $L^{p}(\mathbb{R})$, then the functional operators $A_{+}:=$ $a I-b U_{\alpha}$ and $A_{-}:=c I-d U_{\beta}$ are invertible on the space $L^{p}\left(\mathbb{R}_{+}\right)$.

Proof. By Lemmas 4.2-4.3, the operator $N$ is represented in each of the forms

$$
\begin{align*}
N & =A_{+} P_{0}^{+}+A_{-} P_{0}^{-}-\frac{1}{2} \sinh (\pi i \gamma)\left(A_{+}-A_{-}\right) R_{\gamma} R_{0}  \tag{6.17}\\
& =A_{+} P_{0}^{+}+C_{-} P_{0}^{-}=C_{+} P_{0}^{+}+A_{-} P_{0}^{-}
\end{align*}
$$

where

$$
\begin{aligned}
& C_{+}:=A_{+}+2 \sinh (\pi i \gamma) e^{\pi i \gamma}\left(A_{+}-A_{-}\right) P_{\gamma}^{-} \\
& C_{-}:=A_{-}+2 \sinh (\pi i \gamma) e^{-\pi i \gamma}\left(A_{+}-A_{-}\right) P_{\gamma}^{+}
\end{aligned}
$$

We deduce from Lemma 4.5 and Theorem 4.1 that the commutators $D P_{0}^{ \pm}-P_{0}^{ \pm} D$ are compact for $D \in\left\{A_{+}, A_{-}, C_{+}, C_{-}\right\}$. It follows from this observation, representations (6.17) and Theorem 6.1 that, in order to obtain the invertibility of operators $A_{+}$and $A_{-}$from the Fredholmness of operator $N$, it remains to show that the pairs $\left(A_{+}, P_{0}^{+}\right)$ and $\left(A_{-}, P_{0}^{-}\right)$satisfy condition (A). This will be done following the scheme of the proof of [23, Theorem 5.2].

Now, we show that the pair $\left(A_{+}, P_{0}^{+}\right)$satisfies condition (A). If the operator $A_{+}$is not invertible, then, from Theorem 6.2, it follows that a point $\tau \in \mathbb{R}_{+}$exists such that the discrete operator $A_{\tau}$ given by (6.8), (6.9) is not invertible on the space $\ell^{p}(\mathbb{Z})$. We then deduce from Theorem 2.1 and Lemma 2.2 that one of the lower norms $\left|A_{\tau}\right|_{+}$or $\left|A_{\tau}^{*}\right|_{+}$is equal to 0.

Assume for definiteness that $\left|A_{\tau}\right|_{+}=0$. Then, by Lemma 6.3 (a), for every $n \in \mathbb{N}$, there exist a function $\varphi_{n} \in \ell^{p}(\mathbb{Z})$ of finite support $Q_{n} \subset \mathbb{Z}$ and a sequence $\left\{u_{i}^{(n)}\right\}_{i=1}^{\infty}$ of nested symmetric open neighborhoods of $\tau$ contained in the open interval $l$ with endpoints $\widetilde{\tau}$ and $\alpha(\widetilde{\tau})$ such that $\left\|\varphi_{n}\right\|_{\ell^{p}(\mathbb{Z})}=1$, for all $k \in \widetilde{Q}_{n}:=Q_{n} \cup\left(Q_{n}-1\right)$ the closures $\overline{\alpha_{k}\left(u_{i}^{(n)}\right)}$ are pairwise disjoint, $\left|u_{i}^{(n)}\right| \rightarrow 0$ as $i \rightarrow \infty$ and, for every $i \in \mathbb{N}$ and every function $g_{i}^{(n)} \in L^{p}\left(u_{i}^{(n)}\right)$, the function

$$
f_{i}^{(n)}(t):= \begin{cases}\varphi_{n}(k)\left(U_{\alpha_{k}}^{-1} g_{i}^{(n)}\right)(t) & \text { if } t \in \alpha_{k}\left(u_{i}^{(n)}\right), k \in Q_{n}  \tag{6.18}\\ 0 & \text { if } t \in \mathbb{R}_{+} \backslash\left(\bigcup_{k \in Q_{n}} \alpha_{k}\left(u_{i}^{(n)}\right)\right)\end{cases}
$$

satisfies the relations

$$
\begin{align*}
& \left\|f_{i}^{(n)}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}=\left\|g_{i}^{(n)}\right\|_{L^{p}\left(u_{i}^{(n)}\right)}  \tag{6.19}\\
& \left\|A_{+} f_{i}^{(n)}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)} \leq \frac{1}{n}\left\|g_{i}^{(n)}\right\|_{L^{p}\left(u_{i}^{(n)}\right)} \tag{6.20}
\end{align*}
$$

Let

$$
\mathcal{L}_{n}:=\bigcup_{k \in Q_{n}} \alpha_{k}(l)
$$

For every $i \in \mathbb{N}$, set

$$
\Gamma_{i}^{(n)}:=\bigcup_{k \in Q_{n}} \alpha_{k}\left(u_{i}^{(n)}\right)
$$

Since $u_{i+1}^{(n)} \subset u_{i}^{(n)}$ for every $i \in \mathbb{N}$, we see that $\Gamma_{i+1}^{(n)} \subset \Gamma_{i}^{(n)}$.
Taking into account the fact that $Q_{n}$ is finite, there exists a closed interval $J_{n}$ such that $\Gamma_{i}^{(n)} \subset J_{n}$ for all $i \in \mathbb{N}$. It follows from Lemma 4.6 that the operator $P_{0}^{+} P_{0}^{-} \chi_{J_{n}} I$ is compact on $L^{p}\left(\mathbb{R}_{+}\right)$.

Let $m_{n}$ be the cardinality of the finite set $Q_{n}$. Consider the isometric isomorphism

$$
\begin{gathered}
\Sigma_{n}: L^{p}\left(\mathcal{L}_{n}\right) \rightarrow L_{m_{n}}^{p}(l), \\
\left(\Sigma_{n} f\right)(t)=\left\{\left(U_{\alpha}^{k} f\right)(t)\right\}_{k \in Q_{n}}, \quad t \in l
\end{gathered}
$$

Let $\operatorname{diag}_{m_{n}}\{T\}$ denote the diagonal operator $m_{n} \times m_{n}$-matrix, all of whose entries on the main diagonal are equal to $T$. It follows from

Lemma 4.5 that the operators $P_{0}^{+}-\left(U_{\alpha}^{k}\right)^{-1} P_{0}^{+} U_{\alpha}^{k}$ are compact on $L^{p}\left(\mathbb{R}_{+}\right)$for all $k \in Q_{n}$. Therefore, the operator

$$
\begin{aligned}
\chi_{\alpha_{k}(l)} P_{0}^{+} \chi_{\alpha_{k}(l)} & I-\chi_{\alpha_{k}(l)}\left(U_{\alpha}^{k}\right)^{-1} P_{0}^{+} U_{\alpha}^{k} \chi_{\alpha_{k}(l)} I \\
& =\chi_{\alpha_{k}(l)} P_{0}^{+} \chi_{\alpha_{k}(l)} I-\chi_{\alpha_{k}(l)}\left(U_{\alpha}^{k}\right)^{-1} \chi_{l} P_{0}^{+} \chi_{l} U_{\alpha}^{k} \chi_{\alpha_{k}(l)} I
\end{aligned}
$$

is compact on the space $L^{p}\left(\alpha_{k}(l)\right)$ for all $k \in Q_{n}$. Hence, the operator

$$
\begin{equation*}
K_{n}:=\chi_{\mathcal{L}_{n}} P_{0}^{+} \chi_{\mathcal{L}_{n}} I-\Sigma_{n}^{-1} \operatorname{diag}_{m_{n}}\left\{\chi_{l} P_{0}^{+} \chi_{l} I\right\} \Sigma_{n} \tag{6.21}
\end{equation*}
$$

is compact on the space $L^{p}\left(\mathcal{L}_{n}\right)$.
Since the set $Q_{n}$ is finite and $\alpha$ preserves the orientation on $\mathbb{R}_{+}$and $\left|u_{i}^{(n)}\right| \rightarrow 0$ as $i \rightarrow \infty$ for any fixed $n \in \mathbb{N}$, we see that

$$
\left|\Gamma_{i}^{(n)}\right|=\sum_{k \in Q_{n}}\left|\alpha_{k}\left(u_{i}^{(n)}\right)\right| \longrightarrow 0 \quad \text { as } i \rightarrow \infty
$$

Hence,

$$
\left(\chi_{\Gamma_{i}^{(n)}} I\right)^{*}=\chi_{\Gamma_{i}^{(n)}} I \longrightarrow 0
$$

strongly on $L^{q}\left(\mathbb{R}_{+}\right)$as $i \rightarrow \infty$, where $q=p /(p-1)$. Thus, taking into account the facts that $P_{0}^{+} P_{0}^{-} \chi_{J_{n}} I$ and $K_{n}$ are compact and $\Gamma_{i}^{(n)} \subset J_{n}$ for all $i \in \mathbb{N}$, we deduce from Lemma 2.3 that there exists a number $i_{n} \in \mathbb{N}$ such that

$$
\begin{aligned}
\left|\Gamma_{i_{n}}^{(n)}\right| & <\frac{1}{2^{n}}, \\
\left\|P_{0}^{+} P_{0}^{-} \chi_{\Gamma_{i_{n}}^{(n)}}^{(n}\right\|_{\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)} & <\frac{1}{n} \\
\left\|K_{n} \chi_{\Gamma_{i_{n}}^{(n)}} I\right\|_{\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)} & <\frac{1}{n} .
\end{aligned}
$$

For all $n \in \mathbb{N}$, set $u_{n}:=u_{i_{n}}^{(n)}$ and $\Gamma_{n}:=\Gamma_{i_{n}}^{(n)}$. Thus,

$$
\begin{align*}
\left\|P_{0}^{+} P_{0}^{-} \chi_{\Gamma_{n}} I\right\|_{\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)} & <\frac{1}{n}  \tag{6.22}\\
\left\|\chi_{\Gamma_{n}} K_{n} \chi_{\Gamma_{n}} I\right\|_{\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)} & \leq\left\|K_{n} \chi_{\Gamma_{n}} I\right\|_{\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)}<\frac{1}{n} . \tag{6.23}
\end{align*}
$$

Since $\left|u_{n}\right| \leq\left|\Gamma_{n}\right|<1 / 2^{n}$, we see that the neighborhoods $u_{n}$ are uniformly separated from 0 and $\infty$. We then deduce from Lemma 6.4
that there exist sequences $g_{n}, h_{n} \in L^{p}\left(u_{n}\right)$ such that

$$
\begin{equation*}
\left\|g_{n}\right\|_{L^{p}\left(u_{n}\right)}=1, \quad\left\|h_{n}\right\|_{L^{p}\left(u_{n}\right)}=O(1 / n) \quad \text { as } n \rightarrow \infty \tag{6.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{u_{n}} P_{0}^{+} \chi_{u_{n}} g_{n}=g_{n}+h_{n} \quad \text { for all } n \in \mathbb{N} . \tag{6.25}
\end{equation*}
$$

Let $f_{n}$ be the function defined by (6.18) with $g_{i_{n}}^{(n)}=g_{n}$. It follows then from (6.18)-(6.20) and the first equality in (6.24) that

$$
\begin{equation*}
\left\|f_{n}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}=1, \quad \lim _{n \rightarrow \infty} A_{+} f_{n}=0 \tag{6.26}
\end{equation*}
$$

By the construction of $f_{n}$, we have $\chi_{\Gamma_{n}} f_{n}=f_{n}$. Therefore, applying inequality (6.22) and the first equality in (6.26), we obtain

$$
\begin{aligned}
\left\|P_{0}^{+} P_{0}^{-} f_{n}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)} & =\left\|P_{0}^{+} P_{0}^{-} \chi_{\Gamma_{n}} f_{n}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)} \\
& \leq\left\|P_{0}^{+} P_{0}^{-} \chi_{\Gamma_{n}} I\right\|_{\mathcal{B}\left(L^{p}\left(\mathbb{R}_{+}\right)\right)}\left\|f_{n}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}<\frac{1}{n}
\end{aligned}
$$

which implies that

$$
\lim _{n \rightarrow \infty} P_{0}^{+} P_{0}^{-} f_{n}=0
$$

It remains to prove that the sequence $\left\{P_{0}^{+} f_{n}\right\}_{n=1}^{\infty}$ does not contain convergent subsequences. Consider the isometric isomorphism

$$
\sigma_{n}: L^{p}\left(\Gamma_{n}\right) \rightarrow L_{m_{n}}^{p}\left(u_{n}\right), \quad\left(\sigma_{n} f\right)(t)=\left\{\left(U_{\alpha}^{k} f\right)(t)\right\}_{k \in Q_{n}}, \quad t \in u_{n}
$$

It is clear that $\chi_{u_{n}} \chi_{l}=\chi_{u_{n}}, \chi_{\Gamma_{n}} \chi_{\mathcal{L}_{n}}=\chi_{\Gamma_{n}}$ and

$$
\begin{aligned}
\Sigma_{n} \chi_{\Gamma_{n}} I & =\chi_{u_{n}} \Sigma_{n}, & \chi_{\Gamma_{n}} \Sigma_{n}^{-1} & =\Sigma_{n}^{-1} \chi_{u_{n}} I, \\
\sigma_{n} & =\chi_{u_{n}} \Sigma_{n} \chi_{\Gamma_{n}} I, & \sigma_{n}^{-1} & =\chi_{\Gamma_{n}} \Sigma_{n}^{-1} \chi_{u_{n}} I .
\end{aligned}
$$

From these identities and (6.21), we obtain

$$
\begin{align*}
\chi_{\Gamma_{n}} P_{0}^{+} \chi_{\Gamma_{n}} I & =\chi_{\Gamma_{n}} \Sigma_{n}^{-1} \operatorname{diag}_{m_{n}}\left\{\chi_{l} P_{0}^{+} \chi_{l} I\right\} \Sigma_{n} \chi_{\Gamma_{n}} I+\chi_{\Gamma_{n}} K_{n} \chi_{\Gamma_{n}} I  \tag{6.27}\\
& =\chi_{\Gamma_{n}} \sigma_{n}^{-1} \operatorname{diag}_{m_{n}}\left\{\chi_{u_{n}} P_{0}^{+} \chi_{u_{n}} I\right\} \sigma_{n} \chi_{\Gamma_{n}}+\chi_{\Gamma_{n}} K_{n} \chi_{\Gamma_{n}} I .
\end{align*}
$$

Assume the contrary, that is, that the sequence $\left\{P_{0}^{+} f_{n}\right\}_{n=1}^{\infty}$ contains a convergent subsequence. Without loss of generality, we may assume that $\left\{P_{0}^{+} f_{n}\right\}_{n=1}^{\infty}$ converges. Then, in view of the equality $f_{n}=\chi_{\Gamma_{n}} f_{n}$,
we deduce that the sequence $\left\{\chi_{\Gamma_{n}} P_{0}^{+} \chi_{\Gamma_{n}} f_{n}\right\}_{n=1}^{\infty}$ converges. Hence, taking into account (6.23) and (6.27), we deduce that the sequence

$$
\begin{equation*}
\left\{\sigma_{n}^{-1} \operatorname{diag}_{m_{n}}\left\{\chi_{u_{n}} P_{0}^{+} \chi_{u_{n}} I\right\} \sigma_{n} f_{n}\right\}_{n=1}^{\infty} \tag{6.28}
\end{equation*}
$$

converges as well.
Taking into account the definitions of $f_{n}$ and $\sigma_{n}$, it is easy to see that, for all $n \in \mathbb{N}$,

$$
\sigma_{n} f_{n}=\left\{\varphi_{n}(k) g_{n}\right\}_{k \in Q_{n}}
$$

Hence, from (6.25), we deduce that

$$
\begin{align*}
\sigma_{n}^{-1} \operatorname{diag}_{m_{n}} & \left\{\chi_{u_{n}} P_{0}^{+} \chi_{u_{n}} I\right\} \sigma_{n} f_{n}  \tag{6.29}\\
& =\sigma_{n}^{-1}\left(\left\{\varphi_{n}(k) \chi_{u_{n}} P_{0}^{+} \chi_{u_{n}} g_{n}\right\}_{k \in Q_{n}}\right) \\
& =\sigma_{n}^{-1}\left(\left\{\varphi_{n}(k)\left(g_{n}+h_{n}\right)\right\}_{k \in Q_{n}}\right) \\
& =f_{n}+\sigma_{n}^{-1}\left(\left\{\varphi_{n}(k) h_{n}\right\}_{k \in Q_{n}}\right) .
\end{align*}
$$

Since $\sigma_{n}^{-1}: L_{m_{n}}^{p}\left(u_{n}\right) \rightarrow L^{p}\left(\Gamma_{n}\right)$ is an isometry and $\left\|\varphi_{n}\right\|_{\ell^{p}(\mathbb{Z})}=1$, from the second relation in (6.24), we get

$$
\begin{align*}
\left\|\sigma_{n}^{-1}\left(\left\{\varphi_{n}(k) h_{n}\right\}_{k \in Q_{n}}\right)\right\|_{L^{p}\left(\Gamma_{n}\right)} & =\left(\sum_{k \in Q_{n}}\left\|\varphi_{n}(k) h_{n}\right\|_{L^{p}\left(u_{n}\right)}^{p}\right)^{1 / p}  \tag{6.30}\\
& =\left\|\varphi_{n}\right\|_{\ell^{p}(\mathbb{Z})}\left\|h_{n}\right\|_{L^{p}\left(u_{n}\right)} \\
& =O(1 / n) \quad \text { as } n \rightarrow \infty
\end{align*}
$$

We then deduce from the convergence of the sequence (6.28), equality (6.29) and relation (6.30) that the sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ converges in the space $L^{p}\left(\mathbb{R}_{+}\right)$.

Set

$$
f_{\infty}:=\lim _{n \rightarrow \infty} f_{n} \in L^{p}\left(\mathbb{R}_{+}\right)
$$

By this definition and the first equality in (6.26), we obtain

$$
\begin{equation*}
\left\|f_{\infty}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}=1 \tag{6.31}
\end{equation*}
$$

It follows from the estimate $\left|\Gamma_{k}\right|<1 / 2^{k}$ that

$$
\left|\bigcup_{k=n}^{\infty} \Gamma_{k}\right| \leq \sum_{k=n}^{\infty}\left|\Gamma_{k}\right| \leq \sum_{k=n}^{\infty} \frac{1}{2^{k}}=\frac{1}{2^{n-1}} .
$$

Let $\chi_{n}$ be the characteristic function of the set

$$
\bigcup_{k=n}^{\infty} \Gamma_{k}
$$

Hence, we deduce from the above estimate that $1-\chi_{n} \rightarrow 1$ everywhere on $\mathbb{R}_{+}$as $n \rightarrow \infty$. By the Lebesgue dominated convergence theorem,

$$
\left\|f_{\infty}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}=\lim _{n \rightarrow \infty}\left\|\left(1-\chi_{n}\right) f_{\infty}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}
$$

Since $f_{n}(t)=0$ for $t \notin \Gamma_{n}$, we see that $\left(1-\chi_{n}(t)\right) f_{n}(t)=0$ for $t \in \mathbb{R}_{+}$, whence

$$
\begin{aligned}
\left\|f_{\infty}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)} & =\lim _{n \rightarrow \infty}\left\|\left(1-\chi_{n}\right) f_{\infty}-\left(1-\chi_{n}\right) f_{n}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)} \\
& \leq \lim _{n \rightarrow \infty} 2\left\|f_{n}-f_{\infty}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}=0
\end{aligned}
$$

which contradicts (6.31). Therefore, the sequence $\left\{P_{0}^{+} f_{n}\right\}_{n=1}^{\infty}$ does not contain convergent subsequences.

Thus, we have constructed a sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ of functions in $L^{p}\left(\mathbb{R}_{+}\right)$such that $\left\|f_{n}\right\|_{L^{p}\left(\mathbb{R}_{+}\right)}=1$ for all $n \in \mathbb{N}$. The sequences $\left\{A_{+} f_{n}\right\}_{n=1}^{\infty}$ and $\left\{P_{0}^{+} P_{0}^{-} f_{n}\right\}_{n=1}^{\infty}$ converge in $L^{p}\left(\mathbb{R}_{+}\right)$; however, the sequence $\left\{P_{0}^{+} f_{n}\right\}_{n=1}^{\infty}$ does not contain subsequences convergent in $L^{p}\left(\mathbb{R}_{+}\right)$. This means that condition (A-i) is fulfilled if the operator $A_{+}$is not invertible and $\left|A_{\tau}\right|_{+}=0$ for some $\tau \in \mathbb{R}_{+}$.

It can be shown analogously that condition (A-ii) is fulfilled if the operator $A_{+}$is not invertible and $\left|A_{\tau}^{*}\right|_{+}=0$ for some $\tau \in \mathbb{R}_{+}$. This completes the proof of the assertion that the pair $\left(A_{+}, P_{0}^{+}\right)$satisfies condition (A). In the same way, it can be proved that the pair $\left(A_{-}, P_{0}^{-}\right)$ also satisfies condition (A).

Finally, Theorems 5.7 and 6.5 imply Theorem 1.2.
Added in proof. In our subsequent paper [16, Theorem 1.3], we proved that conditions (i)-(ii) of Theorem 1.2 are also sufficient for the Fredholmness of the operator $N$. A formula for the index of the operator $N$ is obtained in [16, Theorem 1.4].
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