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ABSTRACT. We extend the main result of [12] to the
case of more general weighted singular integral operators
with two shifts of the form

(aI − bUα)P
+
γ + (cI − dUβ)P

−
γ ,

acting on the space Lp(R+), 1 < p < ∞, where

P±
γ = (I ± Sγ)/2

are operators associated with the weighted Cauchy singular
integral operator Sγ , given by

(Sγf)(t) =
1

πi

∫
R+

(
t

τ

)γ f(τ)

τ − t
dτ

with γ ∈ C satisfying 0 < 1/p + ℜγ < 1, and Uα, Uβ are the
isometric shift operators given by

Uαf = (α′)1/p(f ◦ α), Uβf = (β′)1/p(f ◦ β),

generated by diffeomorphisms α, β of R+ onto itself having
only two fixed points at the endpoints 0 and ∞, under the
assumptions that the coefficients a, b, c, d and the derivatives
α′, β′ of the shifts are bounded and continuous on R+ and
admit discontinuities of slowly oscillating type at 0 and ∞.
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1. Introduction. Let B(X) be the Banach algebra of all bounded
linear operators acting on a Banach space X, and let K(X) be the
ideal of all compact operators in B(X). An operator A ∈ B(X) is
called Fredholm if its image is closed and the spaces kerA and kerA∗

are finite dimensional. Then, the number

IndA := dimkerA− dimkerA∗

is referred to as the index of A, see, e.g., [8, Chapter 4]. For any pair
A,B ∈ B(X), we will write A ≃ B if A−B ∈ K(X).

Following Sarason [33, page 820], a bounded continuous function f
on R+ = (0,∞) is called slowly oscillating (at 0 and ∞) if

lim
r→s

sup
t,τ∈[r,2r]

|f(t)− f(τ)| = 0 for s ∈ {0,∞}.

The set SO(R+) of all slowly oscillating functions forms a C∗-algebra.
This algebra properly contains C(R+), the C

∗-algebra of all continuous
functions on R+ := [0,+∞].

Suppose that α is an orientation-preserving diffeomorphism of R+

onto itself, which has only two fixed points, 0 and ∞. We say that
α is a slowly oscillating shift if logα′ is bounded and α′ ∈ SO(R+).
The set of all slowly oscillating shifts is denoted by SOS(R+). By [11,
Lemma 2.2], an orientation-preserving diffeomorphism α : R+ → R+

belongs to SOS(R+) if and only if α(t) = teω(t), t ∈ R+, for some real-
valued function ω ∈ SO(R+) ∩ C1(R+) such that ψ(t) := tω′(t) also
belongs to SO(R+) and inft∈R+(1+ tω

′(t)) > 0. The real-valued slowly
oscillating function

ω(t) := log[α(t)/t], t ∈ R+,

is called the exponent function of α ∈ SOS(R+).

Throughout the paper, we will suppose that 1 < p <∞. It is easily
seen that, if α ∈ SOS(R+), then the shift operator Wα defined by
Wαf = f ◦ α is bounded and invertible on all spaces Lp(R+), and its
inverse is given by W−1

α = Wα−1 where α−1 is the inverse function to
α. Along with Wα, we consider the weighted shift operator

Uα := (α′)1/pWα,

an isometric isomorphism of the Lebesgue space Lp(R+) onto itself. It
is clear that U−1

α = Uα−1 . Let a, b ∈ SO(R+). We say that a dominates
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b and write a≫ b if

inf
t∈R+

|a(t)| > 0,

lim inf
t→0

(|a(t)| − |b(t)|) > 0,

lim inf
t→∞

(|a(t)| − |b(t)|) > 0.

The next theorem is a generalization of a pioneering result by
Kravchenko [25] on invertibility of functional operators with shift and
continuous data.

Theorem 1.1 ([15, Theorem 1.1]). Suppose a, b ∈ SO(R+) and
α ∈ SOS(R+). The binomial functional operator aI − bUα is invertible
on the Lebesgue space Lp(R+) if and only if either a≫ b or b≫ a.

(a) If a≫ b, then

(aI − bUα)
−1 =

∞∑
n=0

(a−1bUα)
na−1I.

(b) If b≫ a, then

(aI − bUα)
−1 = −U−1

α

∞∑
n=0

(b−1aU−1
α )nb−1I.

Let ℜγ and ℑγ denote the real and imaginary parts of γ ∈ C,
respectively. As usual, γ = ℜγ− iℑγ denotes the complex conjugate of
γ. If γ ∈ C satisfies

(1.1) 0 < 1/p+ ℜγ < 1,

then the operators

(Sγf)(t) :=
1

πi

∫
R+

(
t

τ

)γ
f(τ)

τ − t
dτ,

(Rγf)(t) :=
1

πi

∫
R+

(
t

τ

)γ
f(τ)

τ + t
dτ,

where the integrals are understood in the principal value sense, are
bounded on the Lebesgue space Lp(R+), see, e.g., [4, subsection 1.10.2],



368 A.YU. KARLOVICH, YU.I. KARLOVICH AND A.B. LEBRE

[5], [9, subsection 2.1.2], [32, Proposition 4.2.11]. Put

P±
γ := (I ± Sγ)/2.

This paper is a continuation of our work [11, 12] wherein we
established a Fredholm criterion for the operator

N1 := (aI − bWα)P
+
0 + (cI − dWα)P

−
0

on the Lebesgue spaces Lp(R+) with slowly oscillating data, that is,
under the assumptions a, b, c, d ∈ SO(R+) and α ∈ SOS(R+).

Unfortunately, the proof of the main result of [12] contains a gap
in the proof of [12, Lemma 7.2]. That proof works only under the
additional assumptions

(1.2) lim inf
t→s

α′(t) > 1 or lim sup
t→s

α′(t) < 1

for each fixed point s ∈ {0,∞} of the shift α (this condition is not
mentioned in [12]).

As a matter of fact, since fWα = f(α′)−1/pUα and f(α′)±1/p belong
to SO(R+) whenever f belongs to SO(R+) and α ∈ SOS(R+), the
Fredholm study of the operator N1 is equivalent to the same problem
for the operator

N2 := (aI − bUα)P
+
0 + (cI − dUα)P

−
0 .

The usage of Uα instead of Wα has several technical advantages. One
of these is that the simplest singular operator with two isometric shifts
of the form

F i,j
0 := U i

αP
+
0 + U j

βP
−
0 ,

where α, β ∈ SOS(R+), is Fredholm on Lp(R+) for every i, j ∈ Z, and
its index is equal to 0 [13, Theorem 1.1]. This result was recently
extended [10, Theorem 1.1] to the operators

F i,j := U i
αP

+
γ + U j

βP
−
γ ,

with γ ∈ C satisfying (1.1) and having small |ℑγ|. Another example of
weighted singular integral operators with two slowly oscillating shifts,
for which the index is available, is the operator

W := (I − fUε1
α )P+

γ∗
+ (I − gUε2

β )P−
γ∗
,
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where ε1, ε2 ∈ {−1, 1} and γ∗ := 1/2 − 1/p. We proved [14, The-
orem 7.1] that, if f, g ∈ SO(R+) are such that 1 ≫ f , 1 ≫ g and
α, β ∈ SOS(R+), then the operator W is Fredholm and IndW = 0.

The aim of this paper is two-fold: to fill in the gaps by removing the
additional assumption (1.2) in the necessity portion of the Fredholm
criteria for the operator N1 (equivalently N2) and to extend the main
result of [12] to the setting of operators with two possibly different
slowly oscillating shifts α, β and weighted operators P±

γ with γ ∈ C
satisfying (1.1). More precisely, we will establish necessary conditions
for the Fredholmness of the weighted singular integral operator with
two slowly oscillating shifts of the form

(1.3) N := (aI − bUα)P
+
γ + (cI − dUβ)P

−
γ ,

where a, b, c, d ∈ SO(R+), α, β ∈ SOS(R+) and γ ∈ C satisfies (1.1).

We will achieve our aim combining the method of limit operators,
see [28, 31], and a method of studying the Fredholmness of non-
local bounded linear operators developed by the second author and
Kravchenko [19, 20, 21] and further elaborated upon in [17, 22].

In order to formulate our main results, we need a bit more notation.
By M(A), we denote the maximal ideal space of a unital commutative
Banach algebra A. Identifying the points t ∈ R+ with the evaluation
functionals t(f) = f(t) for f ∈ C(R+), we obtain M(C(R+)) = R+.
Consider the fibers

Ms(SO(R+)) :=
{
ξ ∈M(SO(R+)) : ξ|C(R+) = s

}
of the maximal ideal spaceM(SO(R+)) over the points s ∈ {0,∞}. By
[18, Proposition 2.1], the set

∆ :=M0(SO(R+)) ∪M∞(SO(R+))

coincides with closSO∗ R+ \ R+, where closSO∗ R+ is the weak-star
closure of R+ in the dual space of SO(R+). Then,

M(SO(R+)) = ∆ ∪ R+.

In what follows, we write

a(ξ) := ξ(a)
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for every a ∈ SO(R+) and every ξ ∈ ∆. With the operator N given by
(1.3), we associate the function n defined on R+ × R by

n(t, x) = (a(t)− b(t)eiω(t)x)p+γ (x) + (c(t)− d(t)eiη(t)x)p−γ (x),

where ω, η ∈ SO(R+) are the exponent functions of α, β, respectively,
and

(1.4)
p±γ (x) := (1± sγ(x))/2,

sγ(x) := coth[π(x+ i/p+ iγ)], x ∈ R.

Since n(·, x) ∈ SO(R+) for every x ∈ R, taking the Gelfand transform
of n(·, x), we infer for (ξ, x) ∈ (∆ ∪ R+)× R that

(1.5)
n(ξ, x) := (a(ξ)− b(ξ)eiω(ξ)x)p+γ (x)

+ (c(ξ)− d(ξ)eiη(ξ)x)p−γ (x),

which gives extensions of the functions n(·, x) to M(SO(R+)).

Theorem 1.2 (Main result). Let 1 < p < ∞ and γ ∈ C satisfy (1.1).
Suppose that a, b, c, d belong to SO(R+) and α, β belong to SOS(R+).
If the operator N given by (1.3) is Fredholm on the space Lp(R+), then
the following conditions are fulfilled :

(i) the binomial functional operators

A+ := aI − bUα, A− := cI − dUβ

are invertible on the space Lp(R+);
(ii) for every ξ ∈ ∆, the function n given by (1.5) satisfies

inf
x∈R

|n(ξ, x)| > 0.

This paper is organized as follows. We begin with some auxiliary
results gathered in Section 2.

In Section 3, we collect known results on Mellin convolution opera-
tors with continuous and semi-almost periodic symbols.

Section 4 is devoted to singular integral operators with shifts. We
start with the algebra A generated by the identity operator I and
the singular integral operator S0. Its elements are similar to Mellin
convolution operators with continuous symbols. We mention several
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important relations involving operators P±
γ and Rγ . Further, we

consider the algebra FOα,β of functional operators generated by the

operators U±1
α , U±1

β , and the operators of multiplication by slowly
oscillating functions. We recall that AB ≃ BA whenever A ∈ FOα,β

and B ∈ A. Finally, we show that the operator P+
0 P

−
0 χJI is compact

for every closed interval J ⊂ R+.

In Section 5 we recall the notion of a limit operator, see e.g., [28, 31],
and show that the limit operators of the operator N are:

Nξ := (a(ξ)− b(ξ)Uαξ
)P+

γ + (c(ξ)− d(ξ)Uβξ
)P−

γ , ξ ∈ ∆,

where the shifts αξ and βξ are given for t ∈ R+ by αξ(t) := eω(ξ)t and

βξ(t) := eη(ξ)t, respectively. Hence, the operators Nξ are similar to
Mellin convolution operators with semi-almost periodic symbols n(ξ, ·).
This allows us to prove the necessity of condition (ii) in Theorem 1.2.

Section 6 is devoted to the proof of the necessity of condition (i) in
Theorem 1.2. We begin with a version of the general method for the
study of Fredholmness of nonlocal operators [19, 22] adapted to the
paired operator M = A+P+ + A−P− with P+ + P− = I on a Banach
space X. We prove that, ifM is Fredholm, then its coefficients A+, A−
are invertible on X whenever the pairs (A+, P+) and (A−, P−) satisfy
the so-called condition (A). Since the operator N given by (1.3) may
be written as

N = A+P
+
0 + C−P

−
0 = C+P

+
0 +A−P

−
0

with A+ = aI − bUα, A− = cI − dUβ and some C+, C− ∈ B(Lp(R+)),
the rest of the section is devoted to the verification of condition (A) for
the pairs (A+, P

+
0 ) and (A−, P

−
0 ). It is based on the recent, important

result following from [7, Theorem 3.4] and states that the functional
operator A = aI − bUα with a, b ∈ SO(R+) and α ∈ SOS(R+) is
invertible on the space Lp(R+) if and only if each operator in the
family of discretizations {Aτ}τ∈R+ of A is invertible on the space ℓp(Z).
A construction of sequences of functions required in condition (A) is
based on the above result and is similar to that in [23, Theorem 5.2].
We would also like to mention that the Pilidi lemma [30] formulated
in Section 2 plays an important role in our construction.
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2. Auxiliary results.

2.1. Lower norms. Let X be a Banach space and A ∈ B(X).
Following [27, subsection 1.3], see also [29, subsections B.3.1 and
B.3.4], consider lower norms of the operator A defined by

|A|+ = inf{∥Ax∥X : ∥x∥X = 1},
|A|− = sup{k ≥ 0 : kBX ⊂ A(BX)},

where BX = {x ∈ X : ∥x∥X ≤ 1}. Fundamental properties of lower
norms are collected in the following statements.

Theorem 2.1 (see, e.g., [27, Theorem 1.3.2]). An operator A ∈ B(X)
is invertible if and only if |A|+ > 0 and |A|− > 0. If A is invertible,
then

|A|+ = |A|− =
1

∥A−1∥B(X)
.

Lemma 2.2 (see, e.g., [29, subsection B.3.8]). If A ∈ B(X), then
|A∗|− = |A|+ and |A∗|+ = |A|−.

2.2. On convergence of operator sequences involving compact
operators. Let us recall the following well-known fact.

Lemma 2.3 (see, e.g., [32, Lemma 1.4.7]). Let X be a Banach space.
Suppose that A,B ∈ B(X) and An, Bn ∈ B(X) for all n ∈ N. If
K ∈ K(X) and, if An → A and B∗

n → B∗ strongly as n → ∞, then
∥AnKBn −AKB∥B(X) → 0 as n→ ∞.

2.3. Pilidi’s lemma. Recall that a subset Γ ⊂ C is referred to as a
Jordan curve if it is homeomorphic to the complex unit circle T and
an arc if it is homeomorphic to a connected subset of the real line R
which contains at least two distinct points. Following [8, page 15] or
[26, page 15], a Jordan curve Γ is said to be Lyapunov if the tangent
to Γ exists at every point t ∈ Γ and it forms an angle θ(t) with the real
line R that satisfies the Hölder condition

|θ(t1)− θ(t2)| ≤ A|t1 − t2|µ
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for all t1, t2 ∈ Γ, where constants A > 0 and 0 < µ ≤ 1 are independent
of t1, t2. Let D

+ denote the bounded domain with a Jordan Lyapunov
boundary Γ and D− = C \ (D+ ∪ Γ). Let C+(Γ) denote the set of
all functions analytic in D+ and continuous in D+ ∪ Γ, and let C−

0 (Γ)
be the set of all functions analytic in D−, continuous in D− ∪ Γ and
vanishing at infinity.

The next lemma was obtained by Pilidi [30, page 513].

Lemma 2.4. Let Γ be a Jordan Lyapunov curve and γ ⊂ Γ an arc.
There exist sequences {Φ+

n }∞n=1 ⊂ C+(Γ) and {Φ−
n }∞n=1 ⊂ C−

0 (Γ) such
that ∥Φ±

n ∥Lp(Γ) = 1 for all n ∈ N and

lim
n→∞

∥(1− χγ)Φ
±
n ∥Lp(Γ) = 0,

where χγ is the characteristic function of γ.

3. Mellin convolution operators.

3.1. Fourier and Mellin convolution operators. Let F : L2(R) →
L2(R) denote the Fourier transform,

(Ff)(x) :=
∫
R
f(y)e−ixydy, x ∈ R,

and let F−1 : L2(R) → L2(R) be the inverse of F . A function
a ∈ L∞(R) is called a Fourier multiplier on Lp(R) if the mapping
f 7→ F−1aFf maps L2(R)∩Lp(R) into itself and extends to a bounded
operator on Lp(R). The latter operator is then denoted by W 0(a). We
let Mp(R) stand for the set of all Fourier multipliers on Lp(R). Then,
we can show that Mp(R) is a Banach algebra under the norm

∥a∥Mp(R) := ∥W 0(a)∥B(Lp(R)).

Let dµ(t) = dt/t be the (normalized) invariant measure on R+.
Consider the Fourier transform on L2(R+, dµ), which is usually referred
to as the Mellin transform and is defined by

M : L2(R+, dµ) −→ L2(R),

(Mf)(x) :=

∫
R+

f(t)t−ix dt

t
.
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Let M−1 : L2(R) → L2(R+, dµ) be the inverse Mellin transform, and
let E be the isometric isomorphism

E : Lp(R+, dµ) −→ Lp(R), (Ef)(x) := f(ex), x ∈ R.

Then the map A 7→ E−1AE transforms the Fourier convolution oper-
ator W 0(a) = F−1aF to the Mellin convolution operator

Co(a) := M−1aM

with the same symbol a. Hence, the class of Fourier multipliers on
Lp(R) coincides with the class of Mellin multipliers on Lp(R+, dµ).

3.2. Continuous and piecewise continuous multipliers. We de-
note by PC the C∗-algebra of all piecewise continuous functions on
Ṙ = R∪ {∞}. By definition, a ∈ PC if and only if a ∈ L∞(R) and the
one-sided limits

a(x0 − 0) := lim
x→x0−0

a(x),

a(x0 + 0) := lim
x→x0+0

a(x)

exist for each x0 ∈ Ṙ. If a function a is given everywhere on R, then
its total variation is defined by

V (a) := sup
n∑

k=1

|a(xk)− a(xk−1)|,

where the supremum is taken over n ∈ N and all partitions

−∞ < x0 < x1 < · · · < xn < +∞.

If a has a finite total variation, then it has finite one-sided limits a(x−0)

and a(x+ 0) for all x ∈ Ṙ, that is, a ∈ PC. By the Stechkin theorem,
see e.g., [2, Theorem 17.1] or [5, Theorem 2.11], if a ∈ PC has finite
total variation V (a), then a ∈ Mp(R) and

∥a∥Mp(R) ≤ ∥SR∥B(Lp(R))
(
∥a∥L∞(R) + V (a)

)
,

where SR is the Cauchy singular integral operator on R. According to
[5, page 36], see also, [2, page 325], let PCp be the closure in Mp(R)
of the set of all functions a ∈ PC with finite total variation on R.
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Following [2, page 331], put

Cp(R) := PCp ∩ C(R),

where R := [−∞,+∞].

3.3. Semi-almost periodic multipliers. Consider the isometric iso-
morphism

(3.1)
Φ : Lp(R+) −→ Lp(R+, dµ),

(Φf)(t) := t1/pf(t), t ∈ R+.

The following simple statement motivates us to go beyond the class of
continuous multipliers.

Lemma 3.1. Let α : R+ → R+ be a multiplicative shift given by
α(t) = kt for all t ∈ R+ with some k ∈ R+. Then, Uα = Φ−1 Co(m)Φ
with m(x) := eix log k for x ∈ R.

Proof. The proof is a matter of a direct calculation. �

A function p : R → C of the form

p(x) =
∑
λ∈Ω

rλe
iλx,

where rλ ∈ C, λ ∈ R, and Ω is a finite subset of R, is called an
almost periodic polynomial. The set of all almost periodic polynomials
is denoted by AP0. It follows from Lemma 3.1 that AP0 ⊂ Mp(R).
According to [2, page 372], APp denotes the closure of the set of all
almost periodic polynomials in the norm of Mp(R), and SAPp denotes

the smallest closed subalgebra of Mp(R) that contains Cp(R) and APp.

Applying the inverse closedness of the algebra SAPp in L∞(R), see
[2, Proposition 19.4], we immediately obtain the following.

Theorem 3.2. Suppose a ∈ SAPp. The Mellin convolution operator
Co(a) is invertible on the space Lp(R+, dµ) if and only if

inf
x∈R

|a(x)| > 0.
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4. Singular integral operators with shifts.

4.1. The algebra A of singular integral operators. Let A be the
smallest closed subalgebra of B(Lp(R+)) that contains the operators I
and S0. It is clear that A is commutative.

Consider the function

(4.1) rγ(x) := 1/ sinh[π(x+ i/p+ iγ)], x ∈ R.

The next statement is well known and goes back to Duduchava
[5, 6] and Simonenko and Chin Ngok Minh [34], also see [4, subsec-
tion 1.10.2], [9, subsection 2.1.2], and [32, subsections 4.2.2–4.2.3]).

Theorem 4.1. Let 1 < p <∞, γ ∈ C, be such that 0 < 1/p+ℜγ < 1.
The functions sγ and rγ , given by (1.4) and (4.1), respectively, belong

to Cp(R); the operators Sγ and Rγ belong to A; and

Sγ = Φ−1 Co(sγ)Φ, Rγ = Φ−1 Co(rγ)Φ,

where Φ is given by (3.1).

4.2. Some operator identities. Theorem 4.1 is a source of various
identities involving the operators Sγ and Rγ .

Lemma 4.2. Let 1 < p <∞ and γ, δ ∈ C be such that 0 < 1/p+ℜγ < 1
and 0 < 1/p+ ℜδ < 1. Then,

P+
δ − P+

γ = P−
γ − P−

δ

=
1

2
sinh[πi(γ − δ)]RγRδ.

Proof. For x ∈ R, set xγ := π(x+ i/p+ iγ) and xδ := π(x+ i/p+ iδ).
Then

p+δ (x)− p+γ (x) = p−γ (x)− p−δ (x)

=
1

2
(sδ(x)− sγ(x))

=
1

2

sinh(xγ) cosh(xδ)− cosh(xγ) sinh(xδ)

sinh(xγ) sinh(xδ)
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=
sinh(xγ − xδ)

2 sinh(xγ) sinh(xδ)

=
1

2
sinh[πi(γ − δ)]rγ(x)rδ(x).

Combining this identity with Theorem 4.1, we arrive at the statement
of the lemma. �

Lemma 4.3 ([10, Lemma 2.4]). Let 1 < p < ∞ and γ, δ ∈ C be such
that 0 < 1/p+ ℜγ < 1 and 0 < 1/p+ ℜδ < 1. Then,

P−
γ P

+
δ = −e

iπ(δ−γ)

4
RγRδ.

4.3. The adjoint of the operator Sγ.

Lemma 4.4. Let 1 < p < ∞, 1/p + 1/q = 1 and γ ∈ C satisfy (1.1).
Then, the adjoint operator to Sγ is given by (Sγ)

∗ = S−γ on the space
Lq(R+).

Proof. Since 0 < 1/p + ℜγ < 1, the operator S0 is bounded on the
weighted Lebesgue space

Lp(R+, wγ) := {f is measurable:fwγ ∈ Lp(R+)},

where wγ(t) := |tγ | = tℜγ for t ∈ R+. It is clear that Lq(R+, w
−1
γ ) is

its dual space. Assume that f ∈ Lp(R+) and g ∈ Lq(R+). Then,

f(t)t−γ ∈ Lp(R+, wγ), g(t)tγ ∈ Lq(R+, w
−1
γ ).

Since 1/(πi) = −1/(πi) and (τ/t)−γ = (τ/t)−γ , from [24, Chapter III,
subsection 2.1, Corollary 1], it follows that∫

R+

(Sγf)(t)g(t) dt =
1

πi

∫
R+

(∫
R+

f(τ)τ−γ

τ − t
dτ

)
g(t)tγ dt

=
1

πi

∫
R+

f(τ)τ−γ

(∫
R+

g(t)tγ

τ − t
dt

)
dτ

=

∫
R+

f(τ)(S−γg)(τ) dτ

for all f ∈ Lp(R+) and g ∈ Lq(R+). This yields (Sγ)
∗ = S−γ . �
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4.4. Compactness of some singular integral operators with
shifts. Fix α, β ∈ SOS(R+). Let FOα,β denote the smallest closed

subalgebra of B(Lp(R+)) that contains the operators Uα, U
−1
α , Uβ , U

−1
β

and all operators cI with c ∈ SO(R+).

Lemma 4.5 ([14, Lemma 2.8]). Let α, β ∈ SOS(R+). If A ∈ FOα,β

and B ∈ A, then AB ≃ BA.

The characteristic function of a measurable set E ⊂ R+ will be
denoted by χE .

Lemma 4.6. For any closed interval J ⊂ R+, the operator P+
0 P

−
0 χJI

is compact on the space Lp(R+).

Proof. We know from Lemma 4.3 that

(4.2) P+
0 P

−
0 = −1

4
R2

0.

The closed interval J is separated from 0 and ∞. Suppose that
χ̃J ∈ C(R+) is a function which is equal to 1 on J and vanishes outside
of a bounded open neighborhood of J . Then, applying Theorem 4.1
and Lemma 4.5, we obtain

(4.3) R0χJI = R0χ̃JχJ ≃ χ̃JR0χJI =: A.

Since A is an integral operator with bounded kernel function of compact
support, it follows from [8, Chapter 1, Theorem 4.2] that the operator
A is compact on the space Lp(R+). Hence, in view of (4.3) and (4.2),
the operators R0χJI and P

+
0 P

−
0 χJI are also compact on this space. �

5. Limit operators and Theorem 1.2 (ii).

5.1. Limit operators: Abstract approach. Let X be a Banach
space, and let X∗ be its dual space. We say that a bounded linear
operator U on X is a scaled isometry if U is invertible in B(X) and

∥U∥B(X) = 1/∥U−1∥B(X). Every scaled isometry is of the form kŨ ,

where Ũ is an isometry and k is a positive constant.



NECESSARY FREDHOLM CONDITIONS 379

Let A ∈ B(X) and U = {Un}∞n=1 be a sequence of scaled isometries.
If the strong limits

AU := s-lim
n→∞

(U−1
n AUn) in B(X),(5.1)

AU∗ := s-lim
n→∞

(U−1
n AUn)

∗ in B(X∗)(5.2)

exist, then always (AU )
∗ = AU∗ , and we will refer to the operator

AU as the limit operator for operator A with respect to the sequence
U . Note that usually the limit operator AU is defined independently
of the existence of the strong limit AU∗ , see e.g., [31], while we need
the existence of both limits (5.1), (5.2) for our purposes. If the limit
operator AU exists, then it is uniquely determined by A and U , which
justifies the notation AU .

In the next statement, we collect basic properties of limit operators.

Lemma 5.1. Let U = {Un}∞n=1 ⊂ B(X) be a sequence of scaled
isometries. If A,B ∈ B(X), α ∈ C, and if the limit operators AU ,
BU exist, then the limit operators (αA)U , (A+ B)U , (AB)U also exist
and

(αA)U = αAU , (A+B)U = AU +BU , (AB)U = AUBU .

The proof of the above result may be found in [28, Proposition 3.4]
or [31, Proposition 1.2.2].

Theorem 5.2. Let X be a Banach space, let A be a closed subalgebra
of B(X) and let J be a closed two-sided ideal of A. Suppose that A ∈ A
and U = {Un}∞n=1 ⊂ B(X) is a sequence of scaled isometries such that
the limit operator AU and the limit operators JU exist and are equal to
zero for all J ∈ J. If the coset A+J is invertible in the quotient algebra
A/J, then the limit operator AU is invertible.

The proof is obtained by analogy with [31, Proposition 1.2.9].

5.2. Realization with dilations. For x ∈ R+, consider the dilation
operator Vx defined on Lp(R+) by

(Vxf)(t) := f(t/x), t ∈ R+.
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It is easy to see that Vx is invertible on the spaces Lp(R+) and
V −1
x = V1/x. Moreover, ∥Vx∥B(Lp(R+)) = x1/p, and hence, Vx is a

scaled isometry for every x ∈ R+.

Fix s ∈ {0,∞}. We say that a sequence h := {hn}∞n=1 ⊂ R+ is a
test sequence relative to the point s if

lim
n→∞

hn = s.

With each test sequence h relative to the point s, we associate the
sequence of scaled isometries Vs

h := {Vhn}∞n=1 ⊂ B(Lp(R+)).

Lemma 5.3 ([12, Lemma 4.4]). Let h := {hn}∞n=1 ⊂ R+ be a test
sequence relative to a point s ∈ {0,∞}. For any operator K ∈
K(Lp(R+)), the limit operator KVs

h
with respect to the sequence of scaled

isometries
Vs
h := {Vhn}∞n=1 ⊂ B(Lp(R+))

exists and is the zero operator.

Similarly to [1, Proposition 4.2, Corollary 4.3], we have the following
important property of the maximal ideal space of the algebra SO(R+).

Lemma 5.4 ([18, Proposition 2.2]). Suppose that {ak}k∈N is a count-
able subset of the space SO(R+) and s ∈ {0,∞}. For each ξ ∈
Ms(SO(R+)), there exists a sequence {tn}∞n=1 ⊂ R+ such that tn → s
as n→ ∞ and

(5.3) ξ(ak) = ak(ξ) = lim
n→∞

ak(tn) for all k ∈ N.

Conversely, if {tn}∞n=1 ⊂ R+ is a sequence such that tn → s as n→ ∞
and the limits limn→∞ ak(tn) exist for all k ∈ N, then there exists a
functional ξ ∈Ms(SO(R+)) such that (5.3) holds.

Now, we are ready to calculate the limit operators of operator N
given by (1.3).

Lemma 5.5. Let γ ∈ C satisfy (1.1). Suppose that a, b, c, d ∈ SO(R+),
α and β are slowly oscillating shifts and ω, η ∈ SO(R+) are the
exponent functions of α, β, respectively. Let the operator N be given by
(1.3) and s ∈ {0,∞}. Then, for every ξ ∈ Ms(SO(R+)), there exists
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a test sequence hξ = {hξn}∞n=1 ⊂ R+ relative to the point s such that
the limit operator NVs

hξ
with respect to the sequence of scaled isometries

Vs
hξ := {Vhξ

n
}∞n=1 ⊂ B(Lp(R+)) exists and coincides with

(5.4) Nξ =
(
a(ξ)I − b(ξ)Uαξ

)
P+
γ +

(
c(ξ)I − d(ξ)Uβξ

)
P−
γ ,

where αξ(t) = eω(ξ)t and βξ(t) = eη(ξ)t for t ∈ R+.

Proof. Fix s ∈ {0,∞} and ξ ∈ Ms(SO(R+)). It follows from [11,
Lemma 2.4] that α−1, β−1 ∈ SOS(R+) along with α, β ∈ SOS(R+).
Therefore, the functions

ω(t) := log[α(t)/t], η(t) := log[β(t)/t],
ζ(t) := log[α−1(t)/t], ψ(t) := log[β−1(t)/t]

are real-valued functions in SO(R+).

Consider the following set of slowly oscillating functions:

G := {a, b, c, d, α′, β′, (α−1)
′, (β−1)

′, ω, η, ζ, ψ, (α′)1/p, (β′)1/p}.

By Lemma 5.4, there exists a test sequence hξ = {hξn}∞n=1 ⊂ R+ relative
to the point s such that the limit

g(ξ) = ξ(g) = lim
n→∞

g(hξn)

exists for every function g ∈ G. It was shown in the proof of [12,
Lemma 4.5] that

(5.5) (gI)Vs

hξ
= g(ξ)I for g ∈ {a, b, c, d, (α′)1/p, (β′)1/p}

and

(5.6)
(Wα)Vs

hξ
=Wαξ

,

(Wβ)Vs

hξ
=Wβξ

.

It follows from [12, Lemma 2.8] that

(5.7)
α′(ξ) = eω(ξ) = α′

ξ,

β′(ξ) = eη(ξ) = β′
ξ.
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We infer from (5.5)–(5.7) and Lemma 5.1 that

(5.8)
(Uα)Vs

hξ
= ((α′)1/pWα)Vs

hξ
= ((α′)1/pI)Vs

hξ
(Wα)Vs

hξ

= (α′(ξ))1/pWαξ
= (α′

ξ)
1/pWαξ

= Uαξ

and, analogously,

(5.9) (Uβ)Vs

hξ
= Uβξ

.

By Lemma 4.4, (Sγ)
∗ = S−γ . Then, it is easy to see that, for every

n ∈ N,
V −1

hξ
n
SγVhξ

n
= Sγ , (V −1

hξ
n
SγVhξ

n
)∗ = (Sγ)

∗.

Therefore,

(5.10) (P+
γ )Vs

hξ
= P+

γ , (P−
γ )Vs

hξ
= P−

γ .

Combining (5.5) and (5.8)–(5.10) with Lemma 5.1, we see that the limit
operator Nξ = NVs

hξ
exists and is calculated by (5.4). �

5.3. On the gap in the proof of [12, Lemma 7.2]. As already
mentioned in the introduction, the proof of [12, Lemma 7.2] contains
a gap. If condition (1.2) is not satisfied, then, in view of Lemma 5.4,
there is a ξ ∈ ∆ such that ω(ξ) = 0. In this case, we see from the
proof of Lemma 5.5 (and its predecessor [12, Lemma 4.5]) that the
limit operators Wαξ

and Uαξ
of Wα and Uα, respectively, both collapse

to the identity operator. Therefore, the theorems on invertibility
of binomial functional operators for the study of a(ξ)I − b(ξ)Wαξ

and a(ξ)I − b(ξ)Uαξ
cannot be relied upon without the assumption

of (1.2). This fact was overlooked when we wrote the proof of [12,
Lemma 7.2]. In order to fill in this gap (in the more general setting of
the present paper), we use another strategy of the proof of the necessity
of condition (i) in Theorem 1.2, which is presented in Section 6.

5.4. Proof of the necessity of Theorem 1.2 (ii). The next lemma
gives a useful necessary condition for the Fredholmness of N .

Lemma 5.6. Let γ ∈ C satisfy (1.1). Suppose that a, b, c, d ∈ SO(R+),
α and β are slowly oscillating shifts, and ω, η ∈ SO(R+) are the
exponent functions of α, β, respectively. If the operator N given by (1.3)
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is Fredholm on the space Lp(R+), then, for all ξ ∈ ∆, the operators Nξ

given by (5.4) are invertible on the space Lp(R+).

Proof. The argument is borrowed from the beginning of the proof
of [12, Lemma 7.2]. Set ξ ∈ ∆, that is, fix s ∈ {0,∞} and ξ ∈
Ms(SO(R+)). By Lemma 5.5, there exists a test sequence

hξ = {hξn}∞n=1 ⊂ R+

relative to the point s such that the limit operator NVs

hξ
with respect

to the sequence of scaled isometries

Vs
hξ := {Vhξ

n
}∞n=1 ⊂ B(Lp(R+))

exists and coincides with Nξ given by (5.4). It follows from Lemma 5.3
that KVs

hξ
= 0 for every K ∈ K(Lp(R+)). Since the operator N

is Fredholm, the coset Nπ = N + K(Lp(R+)) is invertible in the
quotient algebra B(Lp(R+))/K(Lp(R+)). Applying Theorem 5.2 with
A = B(Lp(R+)), J = K(Lp(R+)), A = N and U = Vs

hξ , we conclude
that the operator Nξ = NVs

hξ
is invertible. �

Now, we are in a position to prove the necessity of condition (ii) in
Theorem 1.2.

Theorem 5.7. Let γ ∈ C satisfy (1.1). Suppose that a, b, c, d ∈
SO(R+), α, β ∈ SOS(R+) and ω and η are the exponent functions
of α, β, respectively. If the operator N given by (1.3) is Fredholm on
the space Lp(R), then, for every ξ ∈ ∆,

(5.11) inf
x∈R

|n(ξ, x)| > 0,

where the function n is defined by (1.5).

Proof. The proof is analogous to the proof of [12, Theorem 7.5].
By Lemma 5.6, for every ξ ∈ ∆, the operator Nξ defined by (5.4)
is invertible on Lp(R+). On the other hand, taking into account
Theorem 4.1 and Lemma 3.1, we obtain Nξ = Φ−1 Co(n(ξ, ·))Φ, where
n(ξ, ·) ∈ SAPp is given by (1.5). Hence, Co(n(ξ, ·)) is invertible on the
space Lp(R+, dµ). Then, we obtain (5.11) from Theorem 3.2. �



384 A.YU. KARLOVICH, YU.I. KARLOVICH AND A.B. LEBRE

6. Necessity of Theorem 1.2 (i).

6.1. Condition (A). Let X be a Banach space. Recall that an
operator Br ∈ B(X), respectively Bl ∈ B(X), is said to be a right
(resp. left) regularizer for A if

ABr ≃ I, respectively, BlA ≃ I.

It is well known that an operator A is Fredholm on X if and only if
it simultaneously admits a right and a left regularizer. Moreover, each
right differs from each left regularizer by a compact operator, see e.g.,
[8, Chapter 4, Section 7]. Therefore, we may speak of a regularizer
B = Br = Bl of a Fredholm operator A.

The ideas behind the next definition follow from [17, 22], also see
[26, pages 249–251] and earlier approaches in [19, 20, 21]. Suppose
that X is a Banach space and A+, A−, P+, P− ∈ B(X). We say that
a pair (A,P ) ∈ {(A+, P+), (A−, P−)} satisfies condition (A) if the
non-invertibility of the operator A implies that one of the following
conditions holds:

(A-i) there exists a sequence {fn}∞n=1 of elements of X with norms
∥fn∥X = 1 such that the sequences

{Afn}∞n=1 and {(P+P−)fn}∞n=1

converge in X, but the sequence {Pfn}∞n=1 does not contain
subsequences convergent in X;

(A-ii) there exists a sequence {gn}∞n=1 of elements of X∗ with norms
∥gn∥X∗ = 1 such that the sequences

{A∗gn}∞n=1 and {(P+P−)
∗gn}∞n=1

converge in X∗, but the sequence {P ∗gn}∞n=1 does not contain
subsequences convergent in X∗.

Theorem 6.1. Let A+, A−, P+, P− ∈ B(X) and

(6.1) P+ + P− = I, A+P+ ≃ P+A+, A−P− ≃ P−A−.

Suppose that the operator

M = A+P+ +A−P−

is Fredholm.
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(a) If the pair (A+, P+) satisfies condition (A), then the operator
A+ is invertible.

(b) If the pair (A−, P−) satisfies condition (A), then the operator
A− is invertible.

Proof. The idea of the proof is borrowed from [22, Theorem 2.1]. It
follows from (6.1) that

(6.2) P+P− = P−P+, A−P+ ≃ P+A−, A+P− ≃ P−A+.

Let M (−1) be a regularizer of M . Then,

(6.3) M (−1)M ≃MM (−1) ≃ I.

(a) Assume that the pair (A+, P+) satisfies condition (A) and the
operator A+ is not invertible. Therefore, one of conditions (A-i) or
(A-ii) is fulfilled for the pair (A+, P+). We infer from (6.1)–(6.3) that

(6.4)
P+ ≃M (−1)MP+ =M (−1)(A+P+ + (A− −A+)P+P−)

≃M (−1)P+A+ +M (−1)(A− −A+)P+P−

and

(6.5)
P+ ≃ P+MM (−1) = (P+A+ + P+(A− −A+)P−)M

(−1)

≃ A+P+M
(−1) + P+P−(A− −A+)M

(−1).

It follows from relations (6.4)–(6.5) that there exist K1 ∈ K(X) and
K2 ∈ K(X∗) such that

P+ =M (−1)P+A+ +M (−1)(A− −A+)P+P− +K1,(6.6)

P ∗
+ = (M (−1))∗P ∗

+A
∗
+ + (M (−1))∗(A− −A+)

∗(P+P−)
∗ +K2.(6.7)

Let {fn}∞n=1 be a sequence in X as in condition (A-i). Since
K1 is compact and ∥fn∥X = 1 for all n ∈ N, we see that the
sequence {K1fn}∞n=1 contains a convergent subsequence {K1fnk

}∞k=1.
By condition (A-i), the subsequences {A+fnk

}∞k=1 and {P+P−fnk
}∞k=1

are also convergent. Thus, the subsequence {P+fnk
}∞k=1 is convergent

in view of (6.6), but this contradicts condition (A-i), which says that
{P+fn}∞n=1 does not contain convergent subsequences.
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Analogously, if {gn}∞n=1 is a sequence in X∗ as in condition (A-ii),
then a contradiction may be reached in view of (6.7). This observation
completes the proof of part (a).

(b) The proof of part (b) is analogous to the previous proof and,
therefore, is omitted. �

6.2. Discretization of functional operators. Consider the isomet-
ric shift operator V defined on the space ℓp(Z) by

(V f)(n) = f(n+ 1), n ∈ Z, f ∈ ℓp(Z).

Obviously, the operator V is invertible on the space ℓp(Z), and

(V −1f)(n) = f(n− 1), n ∈ Z, f ∈ ℓp(Z).

Suppose that a, b ∈ SO(R) and α ∈ SOS(R). Let α−1 be the
inverse function to α. For t ∈ R+ and n ∈ Z, let α0(t) := t and
αn(t) := α[αn−1(t)]. By analogy with [7], [18, Section 6] and [23,
subsection 3.1], we associate with every functional operator of the form
A = aI − bUα the family of discrete operators Aτ ∈ B(ℓp(Z)), τ ∈ R+,
defined by

(6.8) Aτ = aτI − bτV,

where

(6.9)
aτ (n) = a[αn(τ)],

bτ (n) = b[αn(τ)], n ∈ Z.

Then aτ , bτ ∈ ℓ∞(Z).
The next theorem immediately follows from a more general result

[7, Theorem 3.4].

Theorem 6.2. Let a, b ∈ SO(R+) and α ∈ SOS(R+). The functional
operator A = aI − bUα is invertible on the space Lp(R+) if and only
if for all τ ∈ R+ the discrete operators Aτ defined by (6.8)–(6.9) are
invertible on the space ℓp(Z).

6.3. Construction of special functions related to functional
operators. In this subsection, we present a construction which will
serve as a basis for the verification of conditions (A-i) and (A-ii).
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For a finite set Q ⊂ Z and z ∈ Z, put Q+ z := {m+ z : m ∈ Q}.

Lemma 6.3. Let 1 < p < ∞, 1/p + 1/q = 1. Suppose that
a, b ∈ SO(R+), α ∈ SOS(R+) and A := aI − bUα. Let τ ∈ R+ and
Aτ be the discrete operator associated to the functional operator A by
(6.8), (6.9).

(a) If |Aτ |+ = 0, then for every ε > 0 there exists a function
φ ∈ ℓp(Z) with finite support Q ⊂ Z and a symmetric open neighborhood

ũ of τ such that ∥φ∥ℓp(Z) = 1, for all k ∈ Q̃ := Q∪ (Q− 1) the closures

αk(ũ) are pairwise disjoint and, for every symmetric open neighborhood
u of τ satisfying u ⊂ ũ and every gu ∈ Lp(u), the function

(6.10) fu(t) :=


φ(k)(U−1

αk
gu)(t) if t ∈ αk(u), k ∈ Q,

0 if t ∈ R+ \
( ∪

k∈Q

αk(u)

)
,

satisfies the relations

(6.11) ∥fu∥Lp(R+) = ∥gu∥Lp(u), ∥Afu∥Lp(R+) ≤ ε∥gu∥Lp(u).

(b) If |A∗
τ |+ = 0, then for every ε > 0 there exists a function φ∗ ∈

ℓq(Z) with finite support Q ⊂ Z and a symmetric open neighborhood

ũ of τ such that ∥φ∗∥ℓq(Z) = 1, for all k ∈ Q̃ := Q ∪ (Q + 1) the

closures α−k(ũ) are pairwise disjoint and, for every symmetric open
neighborhood u of τ satisfying u ⊂ ũ and every g∗u ∈ Lq(u), the function

f∗u(t) :=


φ∗(−k)(Uαk

g∗u)(t) if t ∈ α−k(u), k ∈ Q,

0 if t ∈ R+ \
( ∪

k∈Q

α−k(u)

)
,

satisfies the relations

∥f∗u∥Lq(R+) = ∥g∗u∥Lq(u), ∥A∗f∗u∥Lq(R+) ≤ ε∥g∗u∥Lq(u).

Proof.

(a) Fix τ ∈ R+. Since the set of functions of finite support is dense
in ℓp(Z), it follows from the definition of the lower norm |Aτ |+ that, for
every ε > 0, there exists a function φ ∈ ℓp(Z) of finite support Q ⊂ Z
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such that

(6.12) ∥φ∥ℓp(Z) = 1, ∥Aτφ∥ℓp(Z) <
ε

2
.

For τ ∈ R+, there is a point τ̃ ∈ R+ such that τ lies in the open
interval ℓ with the endpoints τ̃ and α(τ̃). Then, αi(ℓ) ∩ αj(ℓ) = ∅
for every i, j ∈ Z satisfying i ̸= j. In view of the continuity of the
coefficients a, b of the operator A = aI − bUα on R+, there exists an
open symmetric neighborhood ũ ⊂ ℓ of the point τ ∈ R+ such that,

for all k ∈ Q̃, the closures αk(ũ) are pairwise disjoint and, in view of
(6.12), for any t ∈ ũ,

(6.13) ∥Atφ∥ℓp(Z) ≤ ∥Aτφ∥ℓp(Z) +
ε

2
< ε.

Applying (6.10) and the first equality in (6.12), we obtain

∥fu∥pLp(R+) =
∑
k∈Q

∫
αk(u)

|φ(k)|p
∣∣(U−1

αk
gu)(t)

∣∣pdt
=

∑
k∈Q

|φ(k)|p
∫
αk(u)

∣∣gu[α−k(t)]
∣∣p|α′

−k(t)| dt

=

(∑
k∈Q

|φ(k)|p
)∫

u

|gu(t)|pdt

= ∥φ∥pℓp(Z)∥gu∥
p
Lp(u)

= ∥gu∥pLp(u),

which implies the first equality in (6.11).

It is easy to see that, for t ∈ αk(u) with k ∈ Q− 1, we have

(Uαfu)(t) = φ(k + 1)[Uα(U
−1
αk+1

gu)](t) = (V φ)(k)(U−1
αk
gu)(t),

and

(Uαfu)(t) = 0 for t ∈ R+ \
( ∪

k∈Q−1

αk(u)

)
.

Hence, for t ∈ αk(u) with k ∈ Q̃, we obtain

(6.14) (Afu)(t) = [a(t)φ(k)− b(t)(V φ)(k)](U−1
αk
gu)(t),
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and

(6.15) (Afu)(t) = 0 for t ∈ R+ \
( ∪

k∈Q̃

αk(u)

)
.

Applying equalities (6.8), (6.9), (6.14), (6.15), and inequality (6.13),
we get

∥Afu∥pLp(R+) =
∑
k∈Q̃

∫
αk(u)

∣∣a(t)φ(k)− b(t)(V φ)(k)
∣∣p|(U−1

αk
gu)(t)|pdt

=
∑
k∈Q̃

∫
u

∣∣a[αk(t)]φ(k)− b[αk(t)](V φ)(k)
∣∣p|gu(t)|pdt

=
∑
k∈Q̃

∫
u

∣∣(Atφ)(k)
∣∣p|gu(t)|pdt

=

∫
u

(∑
k∈Q̃

∣∣(Atφ)(k)
∣∣p)|gu(t)|pdt

=

∫
u

∥∥Atφ
∥∥p
ℓp(Z)|gu(t)|

pdt

≤ (ε∥gu∥Lp(u))
p,

which implies the second inequality in (6.11) and completes the proof
of part (a).

The proof of part (b) is analogous and based on the facts that
A∗ = aI−U−1

α bI ∈ B(Lq(R+)) and A
∗
τ = aτI−V −1bτI ∈ B(ℓq(Z)). �

6.4. Application of Pilidi’s lemma. Pilidi’s lemma plays a crucial
role in the proof of the following important part of the necessity of
condition (i) in Theorem 1.2 in our proof.

Lemma 6.4. Let {un}∞n=1 be a sequence of open neighborhoods of a
point τ ∈ R+, which are uniformly separated from 0 and ∞. For every
n ∈ N, there exist two functions gn, hn ∈ Lp(un) such that

χunP
+
0 χungn = gn + hn, respectively, χunP

−
0 χungn = gn + hn,

and

∥gn∥Lp(un) = 1, ∥hn∥Lp(un) = O(1/n) as n→ ∞.
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Proof. Since the neighborhoods un of τ are uniformly separated from
0 and ∞, there exists a Jordan Lyapunov curve Γ such that un ⊂ Γ for
all n ∈ N. We prove the version for the “+” sign. The proof for the
“−” sign is completely analogous.

Fix n ∈ N. By Lemma 2.4, there exists a Φ+
n ∈ C+(Γ) such that

∥Φ+
n ∥Lp(Γ) = 1 and

∥(1− χun)Φ
+
n ∥Lp(Γ) <

1

(2n)p
.

It is clear that ∥χunΦ
+
n ∥Lp(Γ) ̸= 0. Set

Ψ+
n :=

Φ+
n

∥χunΦ
+
n ∥Lp(Γ)

, gn := χunΨ
+
n .

Then, ∥gn∥Lp(un) = 1 and
(6.16)

∥χΓ\un
Ψ+

n ∥Lp(Γ\un) ≤
∥(1− χun)Φ

+
n ∥Lp(Γ)

1− ∥(1− χun)Φ
+
n ∥Lp(Γ)

<
1/(2n)p

1− 1/(2n)p
<

1

n
.

Let SΓ be the Cauchy singular integral given on Lp(Γ) by

(SΓg)(w) :=
1

πi

∫
Γ

g(z)

z − w
dz,

where the integral is understood in the principal value sense. It is
well known that SΓ ∈ B(Lp(Γ)), see e.g., [8, Chapter 1, Theorem 2.1].
Consider the operator P+

Γ := (IΓ + SΓ)/2. It is easy to see that

χunP
+
0 χunI = χunP

+
Γ χunI.

Hence, taking into account that P+
Γ Ψ+

n = Ψ+
n , we obtain

χunP
+
0 χungn = χunP

+
Γ Ψ+

n − χunP
+
Γ χΓ\un

Ψ+
n = gn + hn,

where
hn := −χunP

+
Γ χΓ\un

Ψ+
n .

We see from (6.16) that

∥hn∥Lp(un) ≤ ∥P+
Γ χΓ\un

Ψ+
n ∥Lp(Γ)

≤ ∥P+
Γ ∥B(Lp(Γ))∥χΓ\un

Ψ+
n ∥Lp(Γ) <

∥P+
Γ ∥B(Lp(Γ))

n
. �
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6.5. Proof of the necessity of Theorem 1.2 (i). Let E ⊂ R+ be
a measurable subset. As usual, |E| denotes the measure of E ⊂ R+.
For the Lebesgue space Lp(E) and a positive integer m ≥ 2, let Lp

m(E)
denote the vector-valued Lebesgue space of columns with entries in
Lp(E) equipped with the norm

∥(f1, . . . , fm)⊤∥Lp
m(E) =

( m∑
j=1

∥fj∥pLp(E)

)1/p

.

Theorem 6.5. Let γ ∈ C satisfy (1.1). Suppose that a, b, c, d ∈
SO(R+) and α, β ∈ SOS(R+). If the operator N given by (1.3) is
Fredholm on the space Lp(R), then the functional operators A+ :=
aI − bUα and A− := cI − dUβ are invertible on the space Lp(R+).

Proof. By Lemmas 4.2–4.3, the operator N is represented in each of
the forms

(6.17)
N = A+P

+
0 +A−P

−
0 − 1

2
sinh(πiγ)(A+ −A−)RγR0

= A+P
+
0 + C−P

−
0 = C+P

+
0 +A−P

−
0 ,

where

C+ := A+ + 2 sinh(πiγ)eπiγ(A+ −A−)P
−
γ ,

C− := A− + 2 sinh(πiγ)e−πiγ(A+ −A−)P
+
γ .

We deduce from Lemma 4.5 and Theorem 4.1 that the commutators
DP±

0 − P±
0 D are compact for D ∈ {A+, A−, C+, C−}. It follows

from this observation, representations (6.17) and Theorem 6.1 that,
in order to obtain the invertibility of operators A+ and A− from the
Fredholmness of operatorN , it remains to show that the pairs (A+, P

+
0 )

and (A−, P
−
0 ) satisfy condition (A). This will be done following the

scheme of the proof of [23, Theorem 5.2].

Now, we show that the pair (A+, P
+
0 ) satisfies condition (A). If the

operator A+ is not invertible, then, from Theorem 6.2, it follows that
a point τ ∈ R+ exists such that the discrete operator Aτ given by
(6.8), (6.9) is not invertible on the space ℓp(Z). We then deduce from
Theorem 2.1 and Lemma 2.2 that one of the lower norms |Aτ |+ or
|A∗

τ |+ is equal to 0.
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Assume for definiteness that |Aτ |+ = 0. Then, by Lemma 6.3 (a), for
every n ∈ N, there exist a function φn ∈ ℓp(Z) of finite support Qn ⊂ Z
and a sequence {u(n)i }∞i=1 of nested symmetric open neighborhoods of
τ contained in the open interval l with endpoints τ̃ and α(τ̃) such that

∥φn∥ℓp(Z) = 1, for all k ∈ Q̃n := Qn ∪ (Qn − 1) the closures αk(u
(n)
i )

are pairwise disjoint, |u(n)i | → 0 as i → ∞ and, for every i ∈ N and

every function g
(n)
i ∈ Lp(u

(n)
i ), the function

(6.18)

f
(n)
i (t) :=


φn(k)

(
U−1
αk
g
(n)
i

)
(t) if t ∈ αk

(
u
(n)
i

)
, k ∈ Qn,

0 if t ∈ R+ \
( ∪

k∈Qn

αk

(
u
(n)
i

))
,

satisfies the relations∥∥f (n)i

∥∥
Lp(R+)

=
∥∥g(n)i

∥∥
Lp
(
u
(n)
i

),(6.19) ∥∥A+f
(n)
i

∥∥
Lp(R+)

≤ 1

n

∥∥g(n)i

∥∥
Lp
(
u
(n)
i

).(6.20)

Let
Ln :=

∪
k∈Qn

αk(l).

For every i ∈ N, set

Γ
(n)
i :=

∪
k∈Qn

αk

(
u
(n)
i

)
.

Since u
(n)
i+1 ⊂ u

(n)
i for every i ∈ N, we see that Γ

(n)
i+1 ⊂ Γ

(n)
i .

Taking into account the fact that Qn is finite, there exists a closed

interval Jn such that Γ
(n)
i ⊂ Jn for all i ∈ N. It follows from Lemma 4.6

that the operator P+
0 P

−
0 χJnI is compact on Lp(R+).

Letmn be the cardinality of the finite set Qn. Consider the isometric
isomorphism

Σn : Lp(Ln) → Lp
mn

(l),

(Σnf)(t) = {(Uk
αf)(t)}k∈Qn , t ∈ l.

Let diagmn
{T} denote the diagonal operator mn × mn-matrix, all of

whose entries on the main diagonal are equal to T . It follows from
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Lemma 4.5 that the operators P+
0 − (Uk

α)
−1P+

0 U
k
α are compact on

Lp(R+) for all k ∈ Qn. Therefore, the operator

χαk(l)P
+
0 χαk(l)I − χαk(l)(U

k
α)

−1P+
0 U

k
αχαk(l)I

= χαk(l)P
+
0 χαk(l)I − χαk(l)(U

k
α)

−1χlP
+
0 χlU

k
αχαk(l)I

is compact on the space Lp(αk(l)) for all k ∈ Qn. Hence, the operator

(6.21) Kn := χLnP
+
0 χLnI − Σ−1

n diagmn
{χlP

+
0 χlI}Σn

is compact on the space Lp(Ln).

Since the set Qn is finite and α preserves the orientation on R+ and

|u(n)i | → 0 as i→ ∞ for any fixed n ∈ N, we see that

|Γ(n)
i | =

∑
k∈Qn

|αk(u
(n)
i )| −→ 0 as i→ ∞.

Hence,
(χ

Γ
(n)
i

I)∗ = χ
Γ
(n)
i

I −→ 0

strongly on Lq(R+) as i→ ∞, where q = p/(p− 1). Thus, taking into

account the facts that P+
0 P

−
0 χJn

I and Kn are compact and Γ
(n)
i ⊂ Jn

for all i ∈ N, we deduce from Lemma 2.3 that there exists a number
in ∈ N such that ∣∣∣Γ(n)

in

∣∣∣ < 1

2n
,∥∥∥P+

0 P
−
0 χΓ

(n)
in

I
∥∥∥
B(Lp(R+))

<
1

n
,∥∥∥KnχΓ

(n)
in

I
∥∥∥
B(Lp(R+))

<
1

n
.

For all n ∈ N, set un := u
(n)
in

and Γn := Γ
(n)
in

. Thus,∥∥P+
0 P

−
0 χΓnI

∥∥
B(Lp(R+))

<
1

n
,(6.22)

∥χΓnKnχΓnI∥B(Lp(R+)) ≤ ∥KnχΓnI∥B(Lp(R+)) <
1

n
.(6.23)

Since |un| ≤ |Γn| < 1/2n, we see that the neighborhoods un are
uniformly separated from 0 and ∞. We then deduce from Lemma 6.4
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that there exist sequences gn, hn ∈ Lp(un) such that

(6.24) ∥gn∥Lp(un) = 1, ∥hn∥Lp(un) = O(1/n) as n→ ∞,

and

(6.25) χunP
+
0 χungn = gn + hn for all n ∈ N.

Let fn be the function defined by (6.18) with g
(n)
in

= gn. It follows
then from (6.18)–(6.20) and the first equality in (6.24) that

(6.26) ∥fn∥Lp(R+) = 1, lim
n→∞

A+fn = 0.

By the construction of fn, we have χΓnfn = fn. Therefore, applying
inequality (6.22) and the first equality in (6.26), we obtain

∥P+
0 P

−
0 fn∥Lp(R+) = ∥P+

0 P
−
0 χΓnfn∥Lp(R+)

≤ ∥P+
0 P

−
0 χΓnI∥B(Lp(R+))∥fn∥Lp(R+) <

1

n
,

which implies that
lim

n→∞
P+
0 P

−
0 fn = 0.

It remains to prove that the sequence {P+
0 fn}∞n=1 does not contain

convergent subsequences. Consider the isometric isomorphism

σn : Lp(Γn) → Lp
mn

(un), (σnf)(t) = {(Uk
αf)(t)}k∈Qn , t ∈ un.

It is clear that χunχl = χun , χΓnχLn = χΓn and

ΣnχΓnI = χunΣn, χΓnΣ
−1
n = Σ−1

n χunI,

σn = χunΣnχΓnI, σ−1
n = χΓnΣ

−1
n χunI.

From these identities and (6.21), we obtain
(6.27)
χΓnP

+
0 χΓnI = χΓnΣ

−1
n diagmn

{χlP
+
0 χlI}ΣnχΓnI + χΓnKnχΓnI

= χΓnσ
−1
n diagmn

{χunP
+
0 χunI}σnχΓn + χΓnKnχΓnI.

Assume the contrary, that is, that the sequence {P+
0 fn}∞n=1 contains

a convergent subsequence. Without loss of generality, we may assume
that {P+

0 fn}∞n=1 converges. Then, in view of the equality fn = χΓnfn,
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we deduce that the sequence {χΓnP
+
0 χΓnfn}∞n=1 converges. Hence,

taking into account (6.23) and (6.27), we deduce that the sequence

(6.28) {σ−1
n diagmn

{χunP
+
0 χunI}σnfn}∞n=1

converges as well.

Taking into account the definitions of fn and σn, it is easy to see
that, for all n ∈ N,

σnfn = {φn(k)gn}k∈Qn
.

Hence, from (6.25), we deduce that

σ−1
n diagmn

{χunP
+
0 χunI}σnfn(6.29)

= σ−1
n

(
{φn(k)χunP

+
0 χungn}k∈Qn

)
= σ−1

n ({φn(k)(gn + hn)}k∈Qn)

= fn + σ−1
n ({φn(k)hn}k∈Qn) .

Since σ−1
n : Lp

mn
(un) → Lp(Γn) is an isometry and ∥φn∥ℓp(Z) = 1, from

the second relation in (6.24), we get

∥σ−1
n ({φn(k)hn}k∈Qn) ∥Lp(Γn) =

( ∑
k∈Qn

∥φn(k)hn∥pLp(un)

)1/p

(6.30)

= ∥φn∥ℓp(Z)∥hn∥Lp(un)

= O(1/n) as n→ ∞.

We then deduce from the convergence of the sequence (6.28), equality
(6.29) and relation (6.30) that the sequence {fn}∞n=1 converges in the
space Lp(R+).

Set
f∞ := lim

n→∞
fn ∈ Lp(R+).

By this definition and the first equality in (6.26), we obtain

(6.31) ∥f∞∥Lp(R+) = 1.

It follows from the estimate |Γk| < 1/2k that∣∣∣∣ ∞∪
k=n

Γk

∣∣∣∣ ≤ ∞∑
k=n

|Γk| ≤
∞∑

k=n

1

2k
=

1

2n−1
.
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Let χn be the characteristic function of the set

∞∪
k=n

Γk.

Hence, we deduce from the above estimate that 1−χn → 1 everywhere
on R+ as n→ ∞. By the Lebesgue dominated convergence theorem,

∥f∞∥Lp(R+) = lim
n→∞

∥(1− χn)f∞∥Lp(R+).

Since fn(t) = 0 for t /∈ Γn, we see that (1−χn(t))fn(t) = 0 for t ∈ R+,
whence

∥f∞∥Lp(R+) = lim
n→∞

∥(1− χn)f∞ − (1− χn)fn∥Lp(R+)

≤ lim
n→∞

2∥fn − f∞∥Lp(R+) = 0,

which contradicts (6.31). Therefore, the sequence {P+
0 fn}∞n=1 does not

contain convergent subsequences.

Thus, we have constructed a sequence {fn}∞n=1 of functions in
Lp(R+) such that ∥fn∥Lp(R+) = 1 for all n ∈ N. The sequences

{A+fn}∞n=1 and {P+
0 P

−
0 fn}∞n=1 converge in Lp(R+); however, the

sequence {P+
0 fn}∞n=1 does not contain subsequences convergent in

Lp(R+). This means that condition (A-i) is fulfilled if the operator
A+ is not invertible and |Aτ |+ = 0 for some τ ∈ R+.

It can be shown analogously that condition (A-ii) is fulfilled if the
operator A+ is not invertible and |A∗

τ |+ = 0 for some τ ∈ R+. This
completes the proof of the assertion that the pair (A+, P

+
0 ) satisfies

condition (A). In the same way, it can be proved that the pair (A−, P
−
0 )

also satisfies condition (A). �

Finally, Theorems 5.7 and 6.5 imply Theorem 1.2.

Added in proof. In our subsequent paper [16, Theorem 1.3], we
proved that conditions (i)–(ii) of Theorem 1.2 are also sufficient for
the Fredholmness of the operator N . A formula for the index of the
operator N is obtained in [16, Theorem 1.4].

Acknowledgments. We would like to thank the anonymous referee
for the careful reading of the paper.
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32. S. Roch, P.A. Santos and B. Silbermann, Non-commutative Gelfand theories,
A tool-kit for operator theorists and numerical analysts, Universitext, Springer-
Verlag, London, 2011.

33. D. Sarason, Toeplitz operators with piecewise quasicontinuous symbols, In-
diana Univ. Math. J. 26 (1977), 817–838.

34. I.B. Simonenko and Chin Ngok Minh, Local approach to the theory of

one-dimensional singular integral equations with piecewise continuous coefficients,
Noethericity, Rostov University Press, Rostov-on-Don, 1986 (in Russian).

Universidade Nova de Lisboa, Centro de Matemática e Aplicações, Depar-
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