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ABSTRACT. In the paper, we prove the existence,
uniqueness and differentiable dependence of solutions for
some nonlinear Urysohn integral equations on parameters.
Some sufficient conditions for the nonlinear integral opera-
tor of the Urysohn type to be a diffeomorphism are stated.
Global invertibility of the Urysohn operator in a certain
Sobolev space is ascertained. Consequently, global solvability
of Urysohn equations is claimed. Similar results are obtained
for some nonlinear Urysohn integral equations with controls
by the use of the global implicit function theorem published
in the recent paper by Idczak. The proofs of global diffeo-
morphisms and global implicit functions theorems, the main
tools used in the paper, rely in an essential way on the
mountain pass theorem. Applications of results to some spe-
cific nonlinear Urysohn integral equations are also presented.

1. Introduction. We consider the following nonlinear Urysohn in-
tegral equations of the form

(1.1) λx (t) +

∫ β

α

f (t, τ, x (τ)) dτ = z (t)

(1.2) λx (t) +

∫ β

α

g (t, τ, x (τ) , u (τ)) dτ = z (t) ,
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where t ∈ [α, β], λ ∈ R, f : P×Rn → Rn, g : P×Rn×Rm → Rn, n ≥ 1,

m ≥ 1, P = [α, β]× [α, β], x, z ∈ H̃1
0 and u ∈ L2 := L2([α, β],Rm). By

H̃1
0 , we shall denote the space H̃1

0 ([α, β],Rn) of absolutely continuous
functions defined on [α, β] with a square integrable derivative satisfying

the condition x(α) = 0 with the norm ∥x∥2
H̃1

0

=
∫ β

α
|x′(t)|2 dt.

We obtain the existence of a unique solution to the nonlinear

Urysohn system of equations (1.1) in the space H̃1
0 that depends contin-

uously and even differentiably on the right hand side from H̃1
0 , provided

f grows linearly with respect to x and the growth is controlled by pa-
rameter |λ|. The results rely on the global diffeomorphisms theorem
from the paper [13] by Idczak, et al., combining a variational approach
with the topological one. Similar results can be obtained by the version
of global implicit function theorem published recently in [12] applied
to (1.2) the nonlinear Urysohn equations with control u.

Integral equations can be derived from models that appear in various
fields of science, for references, see for example, books by Corduneanu
[6] or by Gripenberg, et al., [11]. Several kinds of integral operators
considered therein include those of Fredholm, Volterra, Hammerstein,
Urysohn and the Wiener-Hopf type. For references on Hammerstein
equations, being the special case of Urysohn equation, see, for example,
among others, [4, 5, 7, 8, 9, 10, 21]. Interest in the Hammerstein
equation stems mainly from the fact that several problems that arise in
differential equations, for instance, elliptic boundary value problems,
whose linear parts possess the Green function, can, as a rule, be
transformed into an equation involving Hammerstein integral operator.
Among these, we mention the paper [17] or the BVPs on real line of
Hammerstein and Wiener-Hopf type, see, e.g., [2, 21].

In the paper, we consider the nonlinear integral operators of Urysohn
type, with the nonautonomous kernel, i.e., depending not only on the
unknown function variable but also on time and the integrable variable,
some parameters and even on the right hand side. Integral operators
of Urysohn type which are examined in the paper have the following
forms

(1.3) F (x) (t) = λx (t) +

β∫
α

f (t, τ, x (τ)) dτ
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(1.4) G (x, u, z) (t) = λx (t) +

β∫
α

g (t, τ, x (τ) , u (τ)) dτ − z (t) ,

where λ ∈ R, t ∈ [α, β] and x, z ∈ H̃1
0 , u ∈ L2.

Without going into details, under some suitable assumptions im-
posed on the function f , it is possible to prove that the operator

F : H̃1
0 → H̃1

0 is a diffeomorphism, that is, F (H̃1
0 ) = H̃1

0 and that
there exists an inverse operator F−1 while both F , F−1 are Fréchet

differentiable at every point from H̃1
0 . In other words, F is Fréchet dif-

ferentiable at every point x ∈ H̃1
0 and, for every z ∈ H̃1

0 , there exists a

unique solution xz ∈ H̃1
0 to the operator equation F (x) = z depending

continuously on z and the operator H̃1
0 � z → xz ∈ H̃1

0 is continuously
Fréchet differentiable. To obtain the announced results we apply the
theorem on global diffeomorphisms in a Hilbert space, published in the
paper by Idczak, et al., see [13, Theorem 3.1].

As far as solvability and differentiable dependence on data (u, z) of
(1.2) are concerned, analogous results to those obtained for (1.1) can
be stated. In this case, instead of the global diffeomorphisms theorem
applied to F given by (1.3), the global implicit function theorem
involving the operator G given by (1.4) is employed. In the paper, the
version of global implicit function theorem published in the recent paper
by Idczak, see [12, Theorem 4.1] is recalled. In this case, assumptions
imposed on g with respect to t, τ, x variables are analogous to those
required for f with some extra regularity and growth conditions with
respect to the variable u.

The rest of this paper is structured as follows. In Section 2, we
present theorems on the global diffeomorphisms and on the global im-
plicit function employed in the paper. Section 3 contains some regu-
larity, growth and quantitative assumptions as well as some auxiliary
lemmas. In Section 4, we focus our attention on some sufficient condi-
tion for the derivative of F to be bijective whereas in Section 5 some
sufficient condition for the functional involving the Urysohn operator
to satisfy the Palais-Smale condition is addressed. The main results on
solvability and differentiable dependence on data are gathered in Sec-
tion 6. In this section, the examples of some nonlinear Urysohn integral
operators illustrating the presented results are included. Section 7 is
devoted to the nonlinear Urysohn integral equations with controls. Fi-
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nally, in the last section concluding remarks are stated.

2. Global diffeomorphisms and global implicit function the-
orems. We begin with the theorem that provides sufficient conditions
for some general operator to be a diffeomorphism, see [13, Theorem
3.1], namely, we have the following theorem on a global diffeomorphism.

Theorem 2.1. Let H be a real Hilbert space. If F : H → H is a
C1-mapping such that

(a) for any x ∈ H the derivative F ′(x) : H → H is bijective,
(b) for any y ∈ H the functional

Ψy : H ∋ x 7−→ 1

2
∥Fx− y∥2H ∈ R

satisfies the Palais-Smale condition,

then F is a diffeomorphism.

Let ψ : H → R be of C1 class. A sequence {xk}k∈N is referred to
as a Palais-Smale sequence for functional ψ if, for some M > 0, any
k ∈ N, |ψ(xk)| ≤M and ψ′(xk) → 0 as k → ∞. Moreover, we say that
the functional ψ satisfies the Palais-Smale condition if any Palais-Smale
sequence admits a convergent subsequence.

Furthermore, by the assumption (a) and the bounded inverse theo-
rem, we infer that, for any x ∈ H, there is a constant αx > 0 satisfying,
for any h ∈ H,

(2.1) ∥F ′ (x)h∥H ≥ αx ∥h∥H .

Therefore, Theorem 2.1 is equivalent to [13, Theorem 3.1].

In the proof of Theorem 2.1 the renowned variational mountain pass
theorem is applied. For more details, we refer the reader to the vast
literature on the subject, for example, see [1, 14, 18]. In the statement
of the mountain pass theorem the following notation is used. Let e ̸= 0
be a point of H and We the set of the form

We =
{
U ⊂ H : U is open, 0 ∈ U and e /∈ U

}
,
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where Bρ denotes the following ball:

Bρ = {x ∈ H : ∥x∥H < ρ} .

Theorem 2.2 (Mountain pass theorem). Let H be a real Banach space,
ψ : H → R a C1-mapping satisfying the Palais-Smale condition and
ψ(0) = 0. If

(i) there are some constants ρ > 0 and α > 0 such that ψ|∂Bρ ≥ α,

(ii) there is a point e ∈ H\Bρ such that ψ(e) ≤ 0,

then c = supU∈We
infx∈∂U ψ(x) is the critical value of ψ and c ≥ α.

Sketch of the proof of Theorem 2.1. We sketch, for the sake of com-
pleteness, the proof, following the lines of the proof of [13, Theorem
3.1]. Fix y ∈ H. Since the functional Ψy ∈ C1 is bounded from below
and satisfies the Palais-Smale condition, by [22, Corollary 2.5], it at-
tains a minimum x∗, and thus its derivative at x∗ is zero, i.e., for any
h ∈ H

0 = Ψ′
y (x

∗)h = ⟨F (x∗)− y,F ′ (x∗)h⟩ .

Consequently, since ImF ′(x∗) = H, one obtains F(x∗) = y. Thus,
we have proved that F has to be surjective. Now suppose, on the
contrary, that F is not injective, so there exists x1 ̸= x2 such that
F(x1) = F(x2). Define

ψ (x) =
1

2
∥F (x+ x1)−F (x2)∥2H .

Observe that ψ is a C1-mapping that enjoys the Palais-Smale property
and satisfies the assumptions of the mountain pass theorem with
e = x2 − x1 and α = (1/8)α2

x1
ρ2, where ρ < ∥x2 − x1∥H . Indeed,

a simple calculation shows

ψ (e) = ψ (x2 − x1) = 0 = ψ (0) .

Moreover, for sufficiently small ∥x∥H = ρ, by a direct application of
(2.1) at the point x1 and the Taylor formula, one gets

ψ (x) =
1

2
∥F (x+ x1)−F (x1)∥2H

≥ 1

2

(
∥F ′ (x1)x∥H − 1

2
αx1 ∥x∥H

)2
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≥ 1

2

((
1− 1

2

)
αx1 ∥x∥H

)2

.

Consequently, there exists a critical point x∗ ∈ H for ψ such that
ψ(x∗) > 0 = ψ(0) and, for any h ∈ H, the equality 0 = ψ′(x∗)h =
⟨F(x∗+x1)−F(x2),F ′(x∗+x1)h⟩ holds. Therefore, due to ImF ′(x∗+
x1) = H, we get F(x∗ + x1) − F(x2) = 0, which contradicts ψ(x∗) >
0. �

We end this section by stating, without proof, a version of the
theorem on a global implicit function published in [12], see Theorem
4.1. The proof of this theorem is analogous to the proof of Theorem 2.1
and can be found in [12].

Theorem 2.3. Let Y and H be two real Hilbert spaces. If F : H×Y →
H is of the C1 class and

(i) differential Fx(x, y) : H → H is bijective for any (x, y) ∈ H × Y ,
(ii) the functional Ψy(x) = (1/2)∥F(x, y)∥2H satisfies the Palais-

Smale condition for any y ∈ Y ,

then there exists a unique function Λ : Y → H of the C1 class such
that equations F(x, y) = 0 and Λ(y) = x are equivalent in H × Y and,
for any y ∈ Y ,

Λ′ (y) = − [Fx(Λ (y) , y)]
−1 ◦ Fx(Λ (y) , y).

Remark 2.4. It should be noted that originally in Idczak’s papers
[12, 13] the domain of the diffeomorphism F is a Banach space. In
a personal communication from Idczak it was pointed out that, if the
parallelogram law is obeyed in the Banach space, then the isomorphism
F ′(x) between the Banach and the Hilbert spaces implies that in
fact the Banach space is a Hilbert space. On the other hand, if the
parallelogram law is not true as, for example, in R2 with | · |p norm
for p > 2, then the isomorphism does not guarantee the Banach space
to be a Hilbert one. This is the case if one takes the identity operator
acting in R2 with two different but equivalent norms: | · |2 and | · |p
with p > 2. Moreover, an infinite-dimensional counterexample can
also be constructed in a separable Hilbert space by introducing a new,
equivalent norm not obeying the parallelogram law. However, the
very existence of the isomorphism F ′(x) allows us to introduce the
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scalar product with the induced norm equivalent to the original one.
Therefore, as was pointed out by the anonymous referees, the existence
of an isomorphism thus implicitly implies the underlying Banach space
to be, in fact, a Hilbert one, with an equivalent norm. In our case,
apart from the above argument, also from the applicable point of view,
the use of the Hilbert space is sufficient, although we do not explicitly
make use of the scalar product in the domain of the operator F .

3. Assumptions. In what follows, we shall impose on the function
f in (1.3) the following assumptions:

A1(a) the function f(·, τ, ·) is continuous on the set Q := [α, β]× Rn

for almost every τ ∈ [α, β],
A1(b) there exists ft(·, τ, ·) and it is continuous on Q for almost every

τ ∈ [α, β],
A1(c) there exists fx(·, τ, ·), and it is continuous on set Q for almost

every τ ∈ [α, β],
A1(d) there exists ftx(·, τ, ·), and it is continuous on set Q for almost

every τ ∈ [α, β];
A2(a) the function f(t, τ, x) is measurable with respect to τ for

(t, x) ∈ Q and locally bounded with respect to x for (t, τ) ∈ P ,
i.e., for every ρ > 0 there exists lρ > 0 such that, for (t, τ) ∈ P

and x ∈ Bρ = {x ∈ Rn; |x| ≤ ρ}, we have |f(t, τ, x)| ≤ lρ,
A2(b) the function ft(t, τ, x) satisfies A2(a) with ft instead of f ,
A2(c) the function fx(t, τ, x) satisfies A2(a) with fx instead of f ,
A2(d) the function ftx(t, τ, x) satisfies A2(a) with ftx instead of f ;

A3 f(α, τ, x) = 0 and fx(α, τ, x) = 0 for any x ∈ Rn and almost
every τ ∈ [α, β];

A4 |fxt(t, τ, x)| < |λ|/(β − α) for any x ∈ Rn and (t, τ) ∈ P ;
A5(a) |ft(t, τ, x)| ≤ a(t, τ)|x| + b(t, τ) where (t, τ) ∈ P , a, b ∈

L2(P,R),
A5(b) ∥a∥L2(P,R) < (

√
2|λ|)/(2(β − α)).

To prove that F : H̃1
0 → H̃1

0 defined by (1.3) is a diffeomorphism, we
need, besides regularity A1, A2 and technical A3 assumptions imposed
on function f , some growth and quantitative assumptions which are
formulated in A4 and A5.

One can prove in a similar manner as in [2, 3] the following lemmas.
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Lemma 3.1. If the function f satisfies A1(a), A1(b), A2(a), A2(b)

and A3, then the operator F : H̃1
0 → H̃1

0 is well defined by (1.3).

Lemma 3.2. Suppose that the function f satisfies A1(a), A1(c),
A2(a), A2(c) and A3. Then the operator F , defined by (1.3), is

continuously Fréchet differentiable at any point x0 ∈ H̃1
0 while, for

any h ∈ H̃1
0 and t ∈ [α, β],

F ′ (x0)h (t) = λh (t) +

β∫
α

fx (t, τ, x0 (τ))h (τ) dτ.

4. Bijectivity of the Urysohn operator’s derivative. Let x0 ∈
H̃1

0 be a fixed but arbitrary function and T : H̃1
0 → H̃1

0 a linear operator

defined, for any w ∈ H̃1
0 and t ∈ [α, β], by

(4.1) (Tw) (t) =

∫ β

α

fx (t, τ, x0 (τ))w (τ) dτ

where the function f defines the operator F given in (1.3). Then, for

any k ∈ N, t ∈ [α, β] and w ∈ H̃1
0 , let us estimate the following sequence

of iterations:
(4.2)(

T k+1w
)
(t) =

(
T
(
T kw

))
(t) =

∫ β

α

fx (t, τ, x0 (τ))
(
T kw

)
(τ) dτ,

with

(4.3)
(
T 0w

)
(t) = w (t) .

First, let M be a constant such that

M = ∥w∥∞ := sup
t∈[α,β]

|w (t)| ,

and, for every ρ > 0, let lρ be defined as

lρ := sup
(t,τ)∈P
|x|<ρ

|fx (t, τ, x)| .

We shall prove the following lemma.
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Lemma 4.1. If A1(c), A2(c) and A3 are satisfied, then

(4.4)
∣∣(T kw

)
(t)

∣∣ ≤ (β − α)
k
lkρM, for k ∈ N0 and t ∈ [α, β] .

Proof. Similarly to [2, Lemma 8], from (4.1)-(4.3) and, by the
assumptions of the lemma, we get the following estimates∣∣(T 1w

)
(t)

∣∣ ≤ (β − α) lρM,∣∣(T 2w
)
(t)

∣∣ ≤ ∫ β

α

|fx (t, τ, x0 (τ))|
∣∣(T 1w

)
(τ)

∣∣ dτ ≤ (β − α)
2
l2ρM,

∣∣(T 3w
)
(t)

∣∣ ≤ ∫ β

α

|fx (t, τ, x0 (τ))|
∣∣(T 2w

)
(τ)

∣∣ dτ ≤ (β − α)
3
l3ρM.

To finish the proof, we proceed by induction to get estimate (4.4). �

Next, we shall formulate and prove the existence and uniqueness
results for the linear integral equation of the form

(4.5) λh (t) +

∫ β

α

fx (t, τ, x0 (τ))h (τ) dτ = w (t) , for t ∈ [α, β]

where x0 ∈ H̃1
0 and w ∈ H̃1

0 are arbitrarily fixed. Equivalently, we shall
demonstrate that the linear integral operator defined by the left hand

side of equation (4.5) is a bijection from H̃1
0 onto H̃1

0 .

Before the proof of the announced results, for the sake of complete-
ness, we recall a theorem on spectral radius known as the standard
fact from functional analysis. If T denotes a bounded and continuous
operator in a Banach space X. Then we can decompose C into the
resolvent of T defined as

ρ (T ) = {λ ∈ C : T − λI is a bijection on X} ,

and the spectrum of T defined as

σ (T ) = C\ρ (T ) = {λ ∈ C : T − λI is a bijection on X} .

For any bounded and continuous operator T , we can define the spectral
radius of T by the formula

r (T ) = lim sup
k→∞

∥∥T k
∥∥1/k
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which is finite due to the estimate

r (T ) ≤ ∥T ∥ .

Moreover, we have, following, for example [19, Theorem VI.6] and [23,
Theorem VIII.2.3], the theorem on the spectral radius.

Theorem 4.2. For any |λ| > r(T ), λ ∈ ρ(T ).

Remark 4.3. The spectrum of T is contained in the closed ball of
radius r(T ), i.e., σ(T ) ⊂ Br(T ) = {λ ∈ C : |λ| ≤ r(T )}.

We are now in a position to state and prove the lemma on solvability
of the linear integral equation (4.5). In other words, the mapping

H̃1
0 ∋ h → F ′(x)h ∈ H̃1

0 is bijective for any x ∈ H̃1
0 , which is

assumption (a) from Theorem 2.1.

Lemma 4.4. Let us assume that the function f satisfies conditions
A1, A2, A3 and

|λ| > lρ (β − α) ,

where lρ = sup(t,τ)∈P,|x|<ρ |fxt(t, τ, x)|. Then, for any x0 ∈ H̃1
0 , ρ > 0

such that ∥x0∥∞ ≤ ρ and any w ∈ H̃1
0 , equation (4.5) possesses a

unique solution in H̃1
0 .

Proof. From (4.1)–(4.4), for any k ∈ N, t ∈ [α, β] and w ∈ H̃1
0 , we

have (
T k+1w

)
(t) =

∫ β

α

fx (t, τ, x0 (τ))
(
T kw

)
(τ) dτ

with (
T 0w

)
(t) = w (t) .

By A1, A2, A3 and estimate (4.4), similarly as in [2] one can deduce

that (T kw) ∈ H̃1
0 for any w ∈ H̃1

0 and k ∈ N and, moreover, one has∥∥(T kw
)∥∥2

H̃1
0
=

∫ β

α

∣∣∣∣ ddt
[ ∫ β

α

fx (t, τ, x0 (τ))
(
T k−1w

)
(τ) dτ

]∣∣∣∣2dt
=

∫ β

α

∣∣∣∣ ∫ β

α

fxt (t, τ, x0 (τ))
(
T k−1w

)
(τ) dτ

∣∣∣∣2dt
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≤
∫ β

α

[
(β − α) lρ (β − α)

k−1
lk−1
ρ M

]2
dt

= (β − α)
2k+1

l2kρ M2 ≤ (β − α)
2k+2

l2kρ ∥w∥2H̃1
0
,

where M = ∥w∥∞ and, hence, by an arbitrary choice of w ∈ H̃1
0 , one

gets ∥∥T k
∥∥1/k ≤ (β − α)

1+1/k
lρ,

and consequently,

(4.6) r (T ) = lim sup
k→∞

∥∥T k
∥∥1/k ≤ lρ (β − α) .

Theorem 4.2 leads to the inclusion σ(T ) ⊂ Br(T ) with r(T ) defined in
(4.6) and then, for all λ ∈ R such that |λ| > r(T ), we have λ ∈ ρ(T ).
Therefore, one can conclude that, for all λ ∈ R and |λ| > lρ(β−α), the
operator T −λI is bijective on H̃1

0 . To sum up, for any real λ such that

|λ| > lρ(β − α), any x0 ∈ H̃1
0 such that ∥x0∥∞ ≤ ρ and any w ∈ H̃1

0 ,

there exists a unique function h ∈ H̃1
0 such that

(T + λI)h = w,

that is our linear equation,

λh (t) +

∫ β

α

fx (t, τ, x0 (τ))h (τ) dτ = w (t) ,

which ends the proof. �

Remark 4.5. It should be emphasized that global assumption A4
can be equivalently expressed as |λ| > l∞(β − α) where l∞ =
sup(t,τ)∈P,x∈Rn |fxt(t, τ, x)|. This is a stronger assumption than the
local solvability assumption from Lemma 4.4. This stronger assump-
tion is, however, required for the solvability of the original nonlinear
integral Urysohn equation, i.e., F (x) = z. In fact, for the solvability of
the original equation, the choice of λ must be independent of ρ, lρ and
x0, i.e., ‘local variables’ existing only in the proof of Lemma 4.4 on the
solvability of the linearized integral equation but not in the statement
of the main theorem for the nonlinear Urysohn integral equation; see,
Theorem 6.1 and Corollary 6.2.
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Remark 4.6. One can think of the rescaled operator F ′(x0)/λ at any
point x0 for F defined by (1.3) as the perturbation of the identity. If
we rescale the equation (1.1) by the λ factor

0 = (z − F (x))/λ,

then, indeed, the operator I − F ′(x0)/λ has a norm smaller than
one, since, due to assumptions A1(c), A2(c) and A3, we have (4.4)
which, combined with the inequality from Lemma 4.4, guarantees the
claim. Thus, the operator F/λ is at any point some perturbation of the
identity by the contraction and, therefore, a homeomorphism. But it
is worth underlining that our main goal is to establish F to be a global
diffeomorphism not a local homeomorphism. In fact, the local, but not
global, existence, uniqueness and continuous dependence of solutions
to our equation follows from the direct application of the Banach fixed
point theorem to the operator (−F+z)/λ+l for any fixed z. Indeed, this
operator maps any ball Bρ(x0) into itself provided that ρ is sufficiently
large (ρ > (∥F (x0)− λx0 − z∥)/((1− L)λ)) and, additionally, satisfies
the contraction condition with the constant L = (β − λ)lρ/|λ| < 1, as
was noted before. The contraction constant L depends on ρ.

5. The Palais-Smale condition for the functional related to
the Urysohn operator. In this section, we demonstrate that assump-
tion (b) of Theorem 2.1 is valid. Let us consider as in Theorem 2.1 the

functional Ψy : H̃1
0 → R of the form

Ψy (x) =
1

2
∥Fx− y∥2H̃1

0
(5.1)

=
1

2

∫ β

α

∣∣∣∣λx′(t) + ∫ β

α

ft (t, τ, x (τ)) dτ − y′ (t)

∣∣∣∣2dt
where y ∈ H̃1

0 is an arbitrary function. Assumptions imposed on
function f guarantee that the functional (5.1) satisfies the Palais-Smale
condition. Indeed, we have the following lemma.

Lemma 5.1. Under assumptions A1, A2, A3 and A5 on f , for any

y ∈ H̃1
0 , the functional Ψy satisfies the Palais-Smale condition.
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Proof. We first demonstrate that, for any y ∈ H̃1
0 , the functional Ψy

is coercive, i.e., for any y ∈ H̃1
0 , Ψy(x) → ∞ provided that ∥x∥H̃1

0
→ ∞.

Since the functional Ψy is coercive for any y ∈ H̃1
0 if and only if the

functional Ψy is coercive for y = 0, we first show that the functional Ψ0

is bounded from below. By the Schwarz inequality and the assumptions
of this lemma, we get

Ψ0 (x) =
1

2

∫ β

α

∣∣∣∣λx′ (t) + ∫ β

α

ft (t, τ, x (τ)) dτ

∣∣∣∣2dt
≥
λ2 −

√
2 (β − α) |λ| ∥a∥L2

2
∥x∥2H̃1

0

−
√
β − α |λ| ∥b∥L2 ∥x∥H̃1

0
.

From A5(b) and the above estimate it follows that Ψ0(x) → ∞ if

∥x∥H̃1
0
→ ∞. Consequently, for any y ∈ H̃1

0 , we have that Ψy(x) → ∞
as ∥x∥H̃1

0
→ ∞. Now, fix y ∈ H̃1

0 . It easy to see that the functional Ψy

has the form

Ψy (x) =
1

2

∫ β

α

λ2 |x′ (t)|2 + 2

⟨
λx′ (t) ,

β∫
α

ft (t, τ, x (τ)) dτ

⟩

+

∣∣∣∣ ∫ β

α

ft (t, τ, x (τ)) dτ

∣∣∣∣2 − 2 ⟨λx′ (t) , y′ (t)⟩

−2

⟨∫ β

α

ft (t, τ, x (τ)) dτ, y
′ (t)

⟩
+ |y′ (t)|2

)
dt.

Moreover, the functional Ψy being a superposition of two C1 class
mappings is also of the same C1 regularity class and its differential

Ψ′
y(x) at x ∈ H̃1

0 is given, for h ∈ H̃1
0 , by the formula

Ψ′
y (x)h =

∫ β

α

[
λ2 ⟨x′ (t) , h′ (t)⟩+

⟨
λh′ (t) ,

∫ β

α

ft (t, τ, x (τ)) dτ

⟩(5.2)

+

⟨
λx′ (t) ,

∫ β

α

ftx (t, τ, x (τ))h (τ) dτ

⟩
+

⟨∫ β

α

ft (t, τ, x (τ)) dτ,

∫ β

α

ftx (t, τ, x (τ))h (τ) dτ

⟩
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− ⟨λh′ (t) , y′ (t)⟩ −
⟨∫ β

α

ftx (t, τ, x (τ))h (τ) dτ, y
′ (t)

⟩]
dt.

Let {xk} ⊂ H̃1
0 be a Palais-Smale sequence. We have proved that Ψy is

coercive, and hence the sequence {xk} is weakly compact as a bounded
sequence in a reflexive space. Passing, if necessary, to a subsequence,

one can assume that xk ⇀ x0 weakly in H̃1
0 where x0 ∈ H̃1

0 . Moreover,

the weak convergence of the sequence {xk} in the space H̃1
0 implies the

uniform convergence in C, i.e., xk(t) ⇒ x0(t) uniformly for t ∈ [α, β] as
well as the weak convergence of its derivatives in L2, i.e., x′k ⇀ x′0 in
L2. Furthermore, a weakly convergent sequence {x′k} in L2 is bounded.

It remains to prove that the sequence {xk} converges to x0 in H̃1
0 . By

formula (5.2), a direct calculation leads to

(5.3)
⟨
Ψ′

y (xk)−Ψ′
y (x0) , xk − x0

⟩
= λ2 ∥xk − x0∥2H̃1

0
+

6∑
i=1

Gi (xk) ,

where

G1 (xk) =

∫ β

α

⟨
λ (x′k (t)− x′0 (t)) ,∫ β

α

[ft (t, τ, xk (τ))− ft (t, τ, x0 (τ))] dτ

⟩
dt,

G2 (xk) =

∫ β

α

⟨
λx′k (t) ,∫ β

α

ftx (t, τ, xk (τ)) (xk (τ)− x0 (τ)) dτ

⟩
dt,

G3 (xk) =

∫ β

α

⟨∫ β

α

ft (t, τ, xk (τ)) dτ,∫ β

α

ftx (t, τ, xk (τ)) (xk (τ)− x0 (τ)) dτ

⟩
dt,

G4 (xk) = −
∫ β

α

⟨∫ β

α

(ftx (t, τ, xk (τ))

− ftx (t, τ, x0 (τ))) (xk (τ)− x0 (τ)) dτ, y
′ (t)

⟩
dt,
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G5 (xk) = −
∫ β

α

⟨
λx′0 (t) ,

∫ β

α

ftx (t, τ, x0 (τ)) (xk (τ)− x0 (τ)) dτ

⟩
dt,

G6 (xk) = −
∫ β

α

⟨∫ β

α

ft (t, τ, x0 (τ)) dτ,∫ β

α

ftx (t, τ, x0 (τ)) (xk (τ)− x0 (τ)) dτ

⟩
dt.

Since Ψ′
y(zk) → 0 and xk ⇀ x0 weakly in H̃1

0 , limk→∞⟨Ψ′
y(xk) −

Ψ′
y(x0), xk − x0⟩ = 0. We shall prove that, for i = 1, 2, . . . , 6,

limk→∞Gi(xk) = 0. By the Schwarz inequality, we obtain

|G1 (xk)|2 ≤ λ2
∫ β

α

|x′k (t)− x′0 (t)|
2
dt

×
∫ β

α

[ ∫ β

α

|ft (t, τ, xk (τ))− ft (t, τ, x0 (τ))| dτ
]2
dt.

In the above inequality, the first integral is bounded, whereas the second
one, by the Lebesgue theorem, is convergent to zero as k → ∞, and
therefore G1(xk) → 0. Similar reasoning applies to other terms, i.e.,
by the Schwarz inequality, the uniform convergence of {xk} to x0 in
C and the boundedness of {x′k} in L2, we can prove that Gi(xk) → 0
as k → ∞ for i = 2, 3, 4, 5, 6. Consequently, from (5.3), it follows that

xk → x0 in H̃1
0 , which completes the proof. �

6. Main results for nonlinear Urysohn integral equations.
Applying Lemma 4.4 from Section 4, Lemma 5.1 from Section 5 and
Theorem 2.1 presented in Section 2 we prove the existence, uniqueness
and differentiable dependence on data results involving the following
nonlinear Urysohn integral equations of the form:

(6.1) λx (t) +

∫ β

α

f (t, τ, x (τ)) dτ = z (t) ,

where t ∈ [α, β], λ ∈ R, f : P × Rn → Rn, n ≥ 1 and x, z ∈ H̃1
0 . The

theorem to be proved is the following.

Theorem 6.1. If the function f satisfies conditions A1–A5, then the
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operator F : H̃1
0 → H̃1

0 of the form

(6.2) F (x) (t) = λx (t) +

∫ β

α

f (t, τ, x (τ)) dτ, t ∈ [α, β]

is a diffeomorphism.

Proof. Setting H = H̃1
0 and F = F , from Lemma 4.4 and Re-

mark 4.5, we infer that the operator F satisfies assumption (a) of The-

orem 2.1. Lemma 5.1 assures us that, for any y ∈ H̃1
0 , the functional

Ψy(x) = (1/2)∥F (x) − y∥2
H̃1

0

satisfies the Palais-Smale condition and

consequently assumption (b) of Theorem 2.1 is fulfilled. Therefore, the

operator F : H̃1
0 → H̃1

0 defined by (6.2) is a diffeomorphism. �

Theorem 6.1 can be formulated in the equivalent form focusing on
solvability, uniqueness and continuous dependence issues for the related
nonlinear Urysohn integral equations. Here is a more explicit statement
of what the theorem asserts for this type of equation.

Corollary 6.2. If the function f satisfies conditions A1–A5, then for

any z ∈ H̃1
0 the nonlinear Urysohn integral system (6.1) possesses a

unique solution x = xz ∈ H̃1
0 , and the operator H̃1

0 ∋ z → xz ∈ H̃1
0 is

continuously Fréchet differentiable.

Let us now present the application of Theorem 6.1 to some spe-
cific nonlinear integral Urysohn operator and to the related nonlinear
Urysohn integral equations.

Example 6.3. Let us consider the following operator

F (x) (t) = λx (t) +

∫ β

α

A (t, τ) ln
(
1 +B (t, τ)x2 (τ)

)
dτ, t ∈ [α, β] ,

with functions A,B ∈ C1(P,R) such that A(α, τ) = 0 for τ ∈ [α, β] and
B(t, τ) > 0 on P = [α, β]× [α, β]. Hence, the function f : P × R → R
has the form

f (t, τ, x) = A (t, τ) ln
(
1 +B (t, τ)x2

)
.
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Let us notice that

ft (t, τ, x) = At (t, τ) ln
(
1 +B (t, τ)x2

)
+A (t, τ)

Bt (t, τ)x
2

1 +B (t, τ)x2
.

Since ln(1 + z2) ≤ |z| and 1/(1 + w2) ≤ 1/w2, we have

|ft (t, τ, x)| ≤ |At (t, τ)|
√
B (t, τ) |x|+ |A (t, τ)| |Bt (t, τ)|

B (t, τ)
.

Let us define

a(t, τ) = |At(t, τ)|
√
B(t, τ)

and

b(t, τ) = (|A(t, τ)||Bt(t, τ)|)/(B(t, τ)).

Then a, b ∈ L2(P,R+), and condition A5(a) is fulfilled. Assuming

∥a∥L2(P,R+) =
∥∥∥|At (t, τ)|

√
B (t, τ)

∥∥∥
L2(P,R+)

<

√
2 |λ|

2 (β − α)
,

we can guarantee that assumption A5(b) is also satisfied. Furthermore,

fx (t, τ, x) = A (t, τ)
2B (t, τ)x

1 +B (t, τ)x2
,

fxt (t, τ, x) = At (t, τ)
2B (t, τ)x

1 +B (t, τ)x2
+A (t, τ)Bt (t, τ)

2x

(1 +B (t, τ)x2)
2

and

|fxt (t, τ, x)| ≤ |At (t, τ)|
√
B (t, τ) + |A (t, τ)| |Bt (t, τ)|

B (t, τ)
.

Consequently, if we assume that

|At (t, τ)|
√
B (t, τ) + |A (t, τ)| |Bt (t, τ)|

B (t, τ)
<

|λ|
β − α

,

then condition A4 holds. Thus, function f satisfies assumptions A1–A5

and Theorem 6.1 implies that, for any z ∈ H̃1
0 , the equation

λx (t) +

∫ β

α

A (t, τ) ln
(
1 +B (t, τ)x2 (τ)

)
dτ = z (t) , t ∈ [α, β]
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possesses a unique solution x = xz ∈ H̃1
0 and the operator H̃1

0 ∋ z →
xz ∈ H̃1

0 is continuously Fréchet differentiable.

Remark 6.4. In Example 6.3, one can take

A (t, τ) = a0t
γτη (t− τ)

κ

and

B (t, τ) = b0t
ντµ (t− τ)

χ
+ b1

for suitably large positive γ, η, κ, ν, µ, χ, sufficiently small positive a0,
b0, b1 and [α, β] ⊂ R+.

7. Nonlinear Urysohn integral equations with controls. Now,
let us focus our attention on a nonlinear control system of Urysohn type

(7.1) λx (t) +

∫ β

α

g (t, τ, x (τ) , u (τ)) dτ = z (t) ,

where t ∈ [α, β], λ ∈ R, g : P×Rn×Rm → Rn, n ≥ 1, m ≥ 1, x, z ∈ H̃1
0

and u ∈ L2.

To obtain solvability, uniqueness and continuous dependence results
for control system (7.1), it is enough to demonstrate that the operator

G : H̃1
0 × L2 × H̃1

0 −→ H̃1
0

of the form:
(7.2)

G (x, u, z) (t) = λx (t) +

∫ β

α

g (t, τ, x (τ) , u (τ)) dτ − z (t) , t ∈ [α, β]

satisfies the assumptions of Theorem 2.3 with H = H̃1
0 and Y =

L2 × H̃1
0 .

In that case, on the function g we impose analogous conditions
similar to those appearing in Section 3:

B1(a) the function g(·, τ, ·, ·) is continuous on the set Q′ := [α, β] ×
Rn × Rm for almost every τ ∈ [α, β],

B1(b) there exists gt(·, τ, ·, ·), and it is continuous on Q′ for almost
every τ ∈ [α, β],
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B1(c) there exists gx(·, τ, ·, ·), and it is continuous on set Q′ for almost
every τ ∈ [α, β],

B1(d) there exists gtx(·, τ, ·, ·), and it is continuous on setQ′ for almost
every τ ∈ [α, β],

B1(e) there exists gu(·, τ, ·, ·), and it is continuous on set Q′ for almost
every τ ∈ [α, β],

B2(a) the function g(t, τ, x, u) is measurable with respect to τ for
(t, x, u) ∈ Q′ and locally bounded with respect to x for (t, τ) ∈
P and u ∈ Rm, i.e., for every ρ > 0, there exists lρ > 0
such that, for (t, τ) ∈ P and x ∈ {p ∈ Rn; |p| ≤ ρ} and
u ∈ {p ∈ Rm; |p| ≤ ρ} we have |g(t, τ, x, u)| ≤ lρ,

B2(b) the function gt(t, τ, x, u) satisfies B2(a) with gt instead of g,
B2(c) the function gx(t, τ, x, u) satisfies B2(a) with gx instead of g,
B2(d) the function gtx(t, τ, x, u) satisfies B2(a) with gtx instead of g;
B2(e) the function gu(t, τ, x, u) satisfies B2(a) with gu instead of g;

B3 g(α, τ, x, u) = 0, gx(α, τ, x, u) = 0 and gu(α, τ, x, u) = 0 for any
x ∈ Rn, u ∈ Rm and almost every τ ∈ [α, β];

B4 |gxt(t, τ, x, u)| < |λ|/(β − α) for any x ∈ Rn, u ∈ Rm and
(t, τ) ∈ P ;

B5(a) |gt(t, τ, x, u)| ≤ a(t, τ)|x| + b(t, τ) where (t, τ) ∈ P , a, b ∈
L2(P,R), for any x ∈ Rn, u ∈ Rm and (t, τ) ∈ P ;

B5(b) ∥a∥L2(P,R) < (
√
2|λ|)/(2(β − α)).

Under assumptions B1(a), B1(b), B1(c), B2(a), B2(b), B2(c) and B3
one can verify thatG is well defined and is of the C1 class. Furthermore,

for any h ∈ H̃1
0 and (k, l) ∈ L2 × H̃1

0 ,

Gx (x, u, z)h (t) = λh (t) +

β∫
α

gx (t, τ, x (τ) , u (τ))h (τ) dτ

G(u,z) (x, u, z) (k, l) (t) =

β∫
α

gu (t, τ, x (τ) , u (τ)) k (τ) dτ − l (t)

are the differentials of G with respect to x and (u, z), respectively.

Let us fix a function (u, z) ∈ L2 × H̃1
0 . It is easy to check that, if

the function g satisfies B1–B5, then the mapping g̃ : P × Rn → Rn of
the form

g̃ (t, τ, x) = g (t, τ, x, u (τ))
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meets conditions A1–A5. Since

λh′ (t) +

∫ β

α

gx (t, τ, x (τ) , u (τ))h (τ) dτ

= λh′ (t) +

∫ β

α

g̃x (t, τ, x (τ))h (τ) dτ

for t ∈ [α, β]; therefore, just as in Lemma 4.4, one can demonstrate

that the mapping Gx(x, u, z) is bijective for any x ∈ H̃1
0 . Furthermore,

similarly as in the proof of Lemma 5.1, one can deduce that, for any

(u, z) ∈ L2 × H̃1
0 , the functional

Ψ(u,z) (x) =
1

2
∥G(x, u, z)∥2H̃1

0

=
1

2

∫ β

α

∣∣∣∣λx′(t) +
β∫

α

gt (t, τ, x (τ) , u (τ)) dτ − z′ (t)

∣∣∣∣2dt
satisfies the Palais-Smale condition. Thus, for the operator G(x, y) in
(7.2) with y = (u, z), it is enough to apply Theorem 2.3 in the spaces

H = H̃1
0 and Y = L2 × H̃1

0 to obtain the following theorem.

Theorem 7.1. If the function g satisfies B1–B5, then the nonlinear
Urysohn integral equations with control (7.1) possesses a unique solu-

tion x = x(u,z) ∈ H̃1
0 , and the operator L2 × H̃1

0 ∋ (u, z) → x(u,z) ∈ H̃1
0

is continuously Fréchet differentiable on L2 × H̃1
0 .

Let us give the following application of the above theorem.

Example 7.2. Let us consider the following equation:
(7.3)

λx (t) +

∫ 1

0

(
1

18
t6
√
τ sinx (τ) +

2

3

√
t3τ3 sin2 x (τ) sinu (τ)

)
dτ = z (t)

for t ∈ [0, 1] where |λ| > 4/3 and the function g : P ×R×R → R with
P = [0, 1]× [0, 1] has the form

g (t, τ, x, u) =
1

18
t6
√
τ sinx+

2

3

√
t3τ3 sin2 x sinu,
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and moreover,

gx (t, τ, x, u) =
1

18
t6
√
τ cosx+

2

3

√
t3τ3 sin 2x sinu

gu (t, τ, x, u) =
2

3

√
t3τ3 sin2 x cosu,

that is, the function g satisfies B1–B3. Furthermore,

|gxt (t, τ, x, u)| =
∣∣∣∣13 t5√τ cosx+

√
tτ3 sin 2x sinu

∣∣∣∣
≤

√
tτ3

(
1

3
t2 + 1

)
< |λ| ;

thus, condition B4 holds. Because of the estimate

|gt (t, τ, x, u)| =
∣∣∣∣13 t5√τ sinx+

√
tτ3 sin2 x sinu

∣∣∣∣
≤

∣∣∣∣13 t5√τ sinx
∣∣∣∣+ ∣∣∣√tτ3 sin2 x sinu∣∣∣

≤
√
tτ3

(
1

3
t2 + 1

)
,

it is easy to observe that condition B5 is satisfied as |λ| > 4/3. Thus,

from Theorem 2.3, it follows that, for any (u, z) ∈ L2 × H̃1
0 , there

exists a unique solution x(u,z) of the equation (7.2) and the mapping

Λ : L2 × H̃1
0 ∋ (u, z) → x(u,z) ∈ H̃1

0 is of the C1 class with the

differential Λ′(u, z) at a point (u, z) ∈ L2 × H̃1
0 of the form

L2 × H̃1
0 ∋ (k, l) −→ w(k,l) ∈ H̃1

0

where w(k,l) is such that

λw(k,l) (t)

+

∫ 1

0

(
1

18
t6
√
τ cosx(u,z) (τ)

+
2

3

√
t3τ3 sin 2x(u,z) (τ) sinu (τ)

)
w(k,l) (τ) dτ

= −
∫ 1

0

2

3

√
t3τ3 sin2 x(u,z) (τ) cosu (τ) k (τ) dτ + l (t)
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for t ∈ [0, 1].

8. Concluding remarks. We have obtained existence and unique-
ness results for the system of the nonlinear Urysohn equations as well as
differentiable dependence of solutions on parameters, see Theorem 6.1,
Corollary 6.2 and Theorem 7.1. Thus, in other words, our problem
is well posed and robust, cf., [20]. The main tool in the proof of the
main result of the paper is the application of the mountain pass theorem
presented in Section 2.

Integral operators and integral equations are most commonly ex-
amined in the space of square-integrable functions. Under suitable
conditions, one usually proves the existence and uniqueness theorems.
However, in this paper, the integral Urysohn operator F is defined on

the space H̃1
0 . In the proof of Lemma 5.1 we have used the compact-

ness of the embedding of the space H̃1
0 into the space C. This compact

embedding implies that any weakly convergent sequence in H̃1
0 is uni-

formly convergent in C in the sup-norm. Apparently, in the case of
the L2 space such an implication does not hold. Therefore, one can-
not prove, at least with the method applied herein, that the operator
F : L2 → L2 is a diffeomorphism but one could argue that it is a
homeomorphism.

In Sections 3–6, we have shown, step by step, that assumptions A1–

A5 imply some sufficient conditions for the operator F : H̃1
0 → H̃1

0

defined by (1.3) to be a diffeomorphism, as stated in Theorem 6.1.
From Corollary 6.2, the equation F (x) = z possesses a unique solution
that depends continuously differentiable on parameter z. Moreover,
we have demonstrated in Section 7 that conditions B1–B5 imply that
the assumptions of the global implicit function theorem involving the
nonlinear Urysohn integral operator G defined in (1.4) are satisfied, and
therefore the equation G(x, u, z) = 0 possesses a unique solution that
depends in a continuous differentiable manner on parameters (u, z).

Differences between the results for Urysohn and Hammerstein equa-
tions considered in [2] should be underlined. It should be emphasized
that they are incomparable. In the Hammerstein case [2], the function
f has a more specific form with separated variables. However, the re-
sults obtained for the Hammerstein equations allow the singular kernels
and thus do not follow from the results presented herein. The approach,
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however, is pretty similar. The results for equations involving Volterra
operators also being the special case of the Urysohn operators can be
deduced from this paper, so this is an extension of the results from [3].

It would also be interesting to consider, instead of investigating the
linear operator F ′(x0) directly, the nonlinear operator F by means of
nonlinear spectral theory, where F is defined by (1.3). For example, one
could try to apply the Kachurovskij spectrum, cf., [15], for Lipschitz
continuous operators, or the Neuburger spectrum, cf., [16], for C1

operators. This might be an interesting direction for a subsequent
paper.

Acknowledgments. The author would like to thank the anonymous
referees for valuable remarks which improved the quality of the paper.
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