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FREE BOUNDARY MINIMAL ANNULI IN CONVEX
THREE-MANIFOLDS
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Abstract

We prove the existence of free boundary minimal annuli inside
suitably convex subsets of three-dimensional Riemannian mani-
folds of nonnegative Ricci curvature. This includes strictly convex
domains in R3, thereby solving an open problem [14] of Jost.

1. Introduction

1.1. Definitions and results. Let M be a compact three-dimensional
manifold with smooth boundary and ¢g a Riemannian metric over M.
We say that a smooth compact surface > in M with 9% C OM is free
boundary minimal with respect to the metric ¢ whenever it has zero
mean curvature, and 7> is orthogonal to TOM at every point of 0X.

Free boundary minimal surfaces are precisely the critical points of the
area functional for surfaces in M with boundary in M. These surfaces
were already studied in the nineteenth century, notably with Schwarz’s
work on Gergonne’s problem (cf., for example, [6]), and have since at-
tracted the interest of numerous mathematicians, including Courant [4],
Lewy [16], Mecks and Yau [18], Smyth [22], Nitsche [19], Ros [20], and
Fraser and Schoen [8, 9], to name but a few.

The problem of existence of free boundary minimal disks in domains
of R3 diffeomorphic to the three-ball was studied in the mid-eighties
by Struwe [23], using the a-pertubed method of Sacks—Uhlenbeck for
parametric surfaces, and by Griiter and Jost [12], using several ingre-
dients from geometric measure theory, including the min—-max theory
of Almgren—Pitts. In particular, Griiter and Jost showed the existence
of properly embedded free boundary minimal disks inside strictly con-
vex subsets of R3. In both cases, the techniques used leave open the
problem of existence of free boundary minimal surfaces of non-trivial
prescribed topology. We prove existence for the case of annuli, which,
in particular, solves the open problem [14] of Jost:

Theorem 1.1. If K C R? is a compact, strictly convex subset of
R3 with smooth boundary, then there exists a properly embedded free
boundary minimal annulus X in K.
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REMARK 1.2. In fact, the techniques of this paper also recover the
result [12] of Griiter and Jost (cf. Remark 6.20).

We actually prove a more general existence result for free boundary
minimal annuli inside suitably convex subsets of three-manifolds with
nonnegative Ricci curvature, of which Theorem 1.1 is an immediate
consequence. Existence results for free boundary minimal surfaces in
general Riemannian manifolds have appeared in the literature before.
Recently, in [17], using Almgren—Pitts’ min—max theory, Li proved a
general existence result for properly embedded free boundary minimal
surfaces in arbitrary three-manifolds with boundary. This result as-
sumes no curvature conditions on the boundary and, in addition, using
recent ideas from [5] of De Lellis and Pellandini, provides genus bounds
for the resulting surfaces. In particular, whenever the ambient manifold
is diffeomorphic to the three-ball, Li’s result implies the existence of an
oriented free boundary minimal surface of genus zero, but it gives no
information on the number of connected components of the boundary.
We refer the interested reader to the introduction of [17] for a discus-
sion on other existence results for free boundary minimal surfaces. Our
general result can be stated as follows:

Theorem 1.3. If (M,g) is a smooth, compact, functionally strictly
convexr Riemannian three-manifold of nonnegative Ricci curvature, then
there exists a properly embedded annulus > C M which is free boundary
minimal with respect to g.

We clarify the notion of convexity used here. (M, g) is said to be
functionally strictly convex whenever there exists a smooth function
f M — [0,1] which is strictly convex with respect to the metric g and
whose restriction to M is constant and equal to 1 (recall that f is said
to be strictly conver with respect to a given metric whenever its Hessian
is everywhere positive definite). In particular, if M is an open subset of
R3 with smooth boundary, and if 6 is the Euclidean metric over R?, then
(M, 0) is functionally strictly convex if and only if it is strictly convex in
the usual sense. Theorem 1.1 is, therefore, an immediate consequence
of Theorem 1.3.

In more general manifolds, functional strict convexity trivially im-
plies strict convexity in the usual sense although the converse does not
in general hold. We use this concept because the space of functionally
strictly convex manifolds is connected (cf. Proposition 2.1, below) and
this is a necessary prerequisite for the degree theoretic techniques of
this paper to be applied. Although other connected spaces of mani-
folds with locally strictly convex boundary can be constructed (using,
for example, [11]), we feel the condition of functional strict convexity
is the simplest (though cf. the comment added in proof, Section 1.4,
below).
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1.2. Idea of the proof. Theorem 1.3 is proven using a differential
topological technique inspired by the work [26] of White. We reason as
follows. Let X be a compact oriented surface with boundary. Let £ be
the space of equivalence classes [e] of embeddings e : ¥ — M modulo
reparametrisation. Let (g, )zcx be a smooth family of Riemannian met-
rics with positive Ricci curvature parametrised by a compact, connected,
finite-dimensional manifold X (possibly with non-trivial boundary). Let
Z(X) C X x & be the set of all pairs (z, [e]) such that e is free boundary
minimal with respect to g, and let II : Z(X) — X be the projection
onto the first factor. II is trivially continuous, and, by the compactness
result of [7], IT is proper.

If Z(X) were a finite-dimensional differential manifold with the same
dimension as X and if, moreover, IT were to map 0Z(X) into X, then it
would follow from classical differential topology (cf. [13]) that IT would
have a well-defined Zs-valued mapping degree. If, in addition, both
X and Z(X) were shown to be orientable, then this degree could be
taken to be integer-valued. Furthermore, this mapping degree would be
independent of X, and since knowing II71(Y) for any subset Y of X
amounts to knowing the space of free boundary minimal embeddings
for any given metric, our existence result would then follow. We show
that, although Z(X) might not necessarily have the aforementioned
properties, X may be embedded into a higher dimensional manifold
X for which these properties do indeed hold. The proof of Theorem
1.3 for metrics with positive Ricci curvature follows by showing this
degree to be non-zero when ¥ is topologically an annulus. The result for
non-negative Ricci curvature then follows by a straightforward limiting
argument.

1.3. Overview of the paper. The reader familiar with the work [26]
of White will notice both similarities and differences to his approach.
The key observation in the current setting is that the Jacobi operator
J = (Jh,J‘g), which measures the perturbations of the mean curva-
ture and of the boundary angle resulting from a normal perturbation
of the embedding, actually defines a Fredholm map of Fredholm index
zero (Proposition 2.15). This brings free boundary problems within the
scope of White’s analysis with minimal technical modifications. We
have nonetheless chosen to further adapt White’s ideas in two respects,
which, although not strictly necessary in the current context, will be of
use, we believe, for future applications. First, we have chosen a non-
variational approach, treating free boundary minimal surfaces as zeroes
vector fields over infinite-dimensional manifolds rather than as critical
points of functionals. This allows one to study not only free boundary
minimal surfaces (which are variational), but also other, non-variational,
notions of curvature such as, for example, extrinsic curvature. Second,
whereas White studies the problem by constructing infinite dimensional
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Banach manifolds of solutions, we focus instead on finite dimensional
sections of the solution space. This allows one to treat a larger class
of functionals over the solution space (such as, for example, the weakly
smooth functionals introduced by the third author in [21]). Finally,
the explicit calculation of the degree carried out in Section 6 requires
considerable modifications of White’s argument in order to adapt it to
the very different geometrical setting studied here.

The paper is structured as follows. We underline that we have pre-
ferred to sacrifice brevity in the interests of clarity and of obtaining a
relatively self-contained text.

1.3.1. Section 2. We construct the framework to be used throughout
the paper. We introduce the space £ of reparametrisation equivalence
classes of embeddings, e, of a given surface, X, into M such that e(9%) C
OM. For any finite dimensional family, X := (g;)zecx, of metrics, we
define the solution space Z(X) as outlined above, and we define II :
Z(X) — X to be the projection onto the first factor. At this stage, we
are only interested in £ and Z(X) as topological spaces with the obvious
topologies: more sophisticated structures will be introduced in Section
3. It follows that II is continuous and, by recent work of Fraser and Li
[7], II is also proper. The formal construction of a Z-valued mapping
degree of II and its explicit calculation in certain cases constitute the
main aims of this paper.

The remainder of Section 2 is devoted to studying the infinitesimal
theory of extremal embeddings. In Section 2.2, we calculate the Jacobi
operator J := (Jh,JG) of an embedding, where J” is the usual Jacobi
operator of mean curvature, and J measures the perturbation of the
boundary angle arising from a normal perturbation of the embedding.
In Section 2.3, we calculate the perturbation operator P := (Ph,Pe)
of an embedding, which measures the perturbations of mean curvature
and of the boundary angle arising from perturbations of the ambient
metric. In Section 2.4 we review the general theory of elliptic operators,
and in Section 2.5 we show that J defines a Fredholm map of Fredholm
index zero. As indicated above, this key observation allows us to extend
the degree theory of [26] to the current context with minimal technical
difficulty.

1.3.2. Section 3. We introduce the local theory of extremal embed-
dings. In Section 3.1 we introduce “graph charts” which map open
subsets of £ homeomorphically onto open subsets of C*°(X). Viewing
these charts as coordinate charts, we treat £ formally as an infinite di-
mensional manifold. Within a given graph chart, we define the mean
curvature and boundary angle functionals, H and O, respectively. The
zero-set of the pair (H,©) coincides over each chart with the solution
space Z(X), making Z(X) amenable to standard functional analytic
techniques. In Section 3.2, we review the theories of Holder spaces and
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of smooth maps over Banach spaces. In Section 3.3, we study the re-
lationship between the functionals H and © and the perturbation and
Jacobi operators introduced in Sections 2.2 and 2.3.

It is important to note the care required in carrying out this con-
struction as, in contrast to the usual theory of differential manifolds,
the transition maps between graph charts are not smooth. Fortunately,
this does not present a serious problem in the current context, since it
follows from elliptic regularity, as we shall see in Section 4, that the re-
strictions of the transition maps to the solution space are indeed smooth,
justifying the differential manifold formalism used.

1.3.3. Section 4. We show how to extend X so that Z(X) carries
the structure of a smooth compact oriented finite-dimensional differen-
tial manifold, possibly with boundary. In Section 4.1, we extend X so
that the functional (H,©) defined over each chart in Section 3.1 has
surjective derivative at every point of Z(X). In Section 4.2, we use
ellipticity together with the standard theory of smooth functionals over
Banach spaces to show that Z(X) then restricts to a smooth, finite-
dimensional submanifold of every graph chart and that the transition
maps are smooth, thus furnishing Z(X) with the structure of a finite
dimensional differential manifold. Finally, in Section 4.3, we recall gen-
eral results of functional analysis which allow us to furnish Z(X) with
a canonical orientation form, from which it immediately follows that II
has a well-defined, integer-valued mapping degree, as desired.

1.3.4. Section 5. In order to calculate the mapping degree of II, we
should count algebraically the number of extremal embeddings for some
generic, admissible metric g. The problem is that generic metrics are
hard to find explicitly. In particular, in the case at hand, the natural
candidate, being the Euclidean metric in a closed ball, is clearly not
generic. Indeed, generic metrics are characterised by having finitely
many extremal embeddings all of which are non-degenerate, but in the
Euclidean case, the action of the rotation group yields a non-trivial
continuum of extremal embeddings out of every extremal embedding.
In this section, we study the technique used to calculate the degree
in the case where the metric ¢ admits non-degenerate families of free
boundary minimal embeddings. These are smooth families with the
property that the Jacobi operator of each element of the family has ker-
nel of dimension equal to that of the family itself. In Section 5.1, we
show that if [e] lies in a non-degenerate family, then for any infinitesimal
perturbation dg of the metric, there exists a (more or less) unique infin-
itesimal perturbation de of e such that the mean curvature of e + de lies
in a fixed, finite-dimensional space which we identify with the cotangent
space of the family at [e]. In Section 5.2, by perturbing the whole family
we, therefore, obtain a smooth section of the cotangent bundle of this
family whose zeroes correspond to free boundary minimal embeddings
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for the perturbed metric. In Sections 5.3 and 5.4, we show, moreover,
how to choose the metric perturbation in such a manner that this section
has non-degenerate zeroes, which in turn correspond to free boundary
minimal embeddings with non-degenerate Jacobi operators. In short,
upon perturbing the metric, we transform a non-degenerate family into
a finite set of non-degenerate free boundary minimal embeddings cor-
responding to the zeroes of a generic section of the cotangent space of
this family thus allowing us to determine its contribution to the degree.

1.3.5. Section 6. We apply the degree theory to the current setting in
order to prove Theorem 1.3. Since, for topological reasons, the theory is
developed for metrics of positive Ricci curvature, in Section 6.1 we use
perturbation techniques to study rotationally symmetric free boundary
minimal surfaces inside closed, strictly convex, geodesic balls in the
three-dimensional sphere S3(¢). In Sections 6.2 and 6.3, by determining
the dimensions of the kernels of the Jacobi operators of rotationally
symmetric surfaces, we show that they define non-degenerate families
of free boundary minimal embeddings, so that the results of Section 5
may be applied in order to calculate their contribution to the mapping
degree. In Section 6.4, we adapt White’s symmetry argument (cf. [26])
to the current context, showing that even though there may exist other
extremal embeddings, their contribution to the mapping degree is zero.
Finally, combining these results yields the mapping degree and the proof
Theorem 1.3.

1.4. Comment added in proof. While this paper was under review,
A. Ache, H. Wu and the second author proved in [1] that the space
of smooth Riemannian manifolds with non-negative Ricci curvature
and strictly convex boundary is path connected. Since the property
of functional strict convexity was introduced precisely to ensure path-
connectivity, it is no longer necessary in the statement of Theorem 1.3.
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2. The global and infinitesimal theories

2.1. The solution space. Let M be a compact three-manifold with
boundary and let 3 be a compact surface with boundary. Throughout
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the sequel, we will assume that all manifolds are smooth and oriented.
We denote by & the space of all proper embeddings e : ¥ — M with
the properties that e(93) C OM and e(0%) = e(X) N OM. We furnish
this space with the topology of C°° convergence. We say that two
embeddings e, ¢’ € & are equivalent whenever there exists an orientation-
preserving diffeomorphism « : ¥ — ¥ such that ¢/ = e o a. We denote
by € the space of equivalence classes [e] of elements e of & furnished
with the quotient topology.

A metric g over M is said to be admissible whenever it has positive
Ricci curvature and there exists a smooth function f : M — [0,1]
which is strictly convex with respect to g and whose restriction to OM
is constant and equal to 1. We introduce this concept for the following
reason:

Proposition 2.1. The space of admissible metrics over M is con-
nected.

Proof. First suppose that M is a geodesic ball of small radius about
some point pg. Let d be the distance in M to p. Upon composing
with the exponential map, we may consider M as a ball about the
origin in R3. For ¢ € (0, 1], define the metric g;(z) := t~2M;g where
Mx = tz, and let gy be the Euclidean metric. For all (s,t) € [0, 1]?,
denote g; s = e_QSdzgt and let Rcb® be its Ricci curvature. Observe

that:
9 Rch® = (n — 2)Hess(d?) + (Ad?)g;.
0s|,_g
When M has sufficiently small radius, d? is strictly convex with re-
spect to g; for all ¢, and there, therefore, exists ¢ > 0 such that for all
(t,s) € ([0,1] x [0,€]) \ {(0,0)}, g¢,s has positive Ricci curvature. In
particular, (M, g) lies in the same connected component as (5,.(0), go,s)
for all sufficiently small (7, s) # (0,0), and the result follows in this case.
Now let g be any admissible metric over M. Observe that since OM is
locally strictly convex, the shortest curve in M joining any two interior
points is a geodesic which does not touch the boundary. It follows by
strict convexity that f has a unique global minimum, p, say, in M and
no other critical point. Without loss of generality, we may assume that
f(p) = 0. For all t, denote M; := f~1([0,]). By uniqueness of p, there
exists a smooth family of diffecomorphisms ¢1; : M — M;. Now let
r > 0 be such that the closure of B,(p) is contained in the interior of
M and d? is strictly convex over this ball. For all s € [0, 1], we define
fs = (1 — 8)f + sd?, and for all ¢, we denote M, s := f;'([0,#]). For
sufficiently small €, there exists a smooth family of diffeomorphisms ;g :
M¢ — M, ;. In particular, (M, g) lies in the same connected component
as (Mc1,g), and the result now follows by the preceding discussion.
q.e.d.
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Let X be a compact, finite-dimensional manifold possibly with non-
trivial boundary, and let g : X x M — Sym™ T'M be a smooth function
with the property that g, := g(z, ) is an admissible metric for all z € X.
We henceforth refer to the pair (X, g) simply by X. We define Z(X) C
X x & to be the set of all pairs (x,[e]) such that e is a free boundary
minimal embedding with respect to the metric g,. We describe Z(X)
as the zero set of a functional. Indeed, for (z,[e]) € X x & we denote
by N : ¥ — T'M the unit normal vector field over e with respect to g,
which is compatible with the orientation and we denote by A : ¥ —
End(T¥) and H : ¥ — R the corresponding shape operator and mean
curvature, respectively. That is, at each point p € X:

H=1trA.

We denote by v the outward-pointing unit normal vector field over OM
with respect to g,, and we denote by © : 93 — R the boundary angle
that e(X) makes with M with respect to this metric. That is, at each
pE OX:

©=g(,N).

REMARK 2.2. The geometric quantities we have just defined depend
on (z,e). To avoid confusion, we make this dependence explicit in our
notation by writing Ny ¢, Hy ¢, O ¢, etc.

We define the solution space Z(X) C X x & by:
Z(X) ={(z,[e]) e X X & [ Hze =0, Oy =0},

and we define II : Z(X) — X to be the projection onto the first factor.
Since both H . and ©, . are equivariant under reparametrisation, this
definition is consistent.

The main objective of this paper is to construct a Z-valued mapping
degree for the projection II. A key element of this construction is the
following compactness result:

Theorem 2.3 (Fraser-Li [7]). Let (¢m)men be a sequence of metrics
over M of nonnegative Ricci curvature. Let (€m)men @ 2 — M be
a sequence of embeddings such that, for all m, e, is a free boundary
minimal embedding with respect to the metric g,,. If there exists a metric
Joo 0ver M towards which (gm)men converges in the C™ sense, and if
OM is strictly convex with respect to goo, then there exists an embedding
€x @ X — M and a sequence (y)men @ X — X of diffeomorphisms of
Y such that (em, © am)meN Subconverges towards e in the C* sense.
In particular, e is a free boundary minimal embedding with respect to
the metric goo-

In our current framework, this is restated (in slightly weaker form)
as follows:
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Proposition 2.4. Let Il : X x &€ — X be the projection onto the
first factor. Then the restriction of 11 to Z(X) is proper.

If Z(X) were a finite-dimensional differential manifold with boundary
of dimension equal to that of X and if, moreover, II were to map 0Z(X)
into 0X, then it would follow from classical differential topology that II
has a well-defined Zso-valued mapping degree. Furthermore, this degree
would be independent of X, and if, in addition, both X and Z(X)
were orientable, then it could be taken to be integer-valued. The main
objective of Sections 3 and 4 below is to show that although Z(X) does
not necessarily have the aforementioned properties, X may be embedded
into a higher dimensional manifold X for which these properties actually
hold. This is summarised in Theorem 4.11 of Section 4. The existence
result of Theorem 1.3 then follows upon showing this degree to be non-
zero in the case treated there. To this end, we require in particular
Theorem 5.12, which determines how smooth, non-degenerate families
of solutions contribute to the degree. Theorems 4.11 and 5.12 together
constitute the main results of Sections 3, 4 and 5, and the first-time
reader may skim the rest, passing directly to Section 6 after completing
Section 2 without losing much understanding.

We devote the remainder of this section to studying the infinitesi-
mal theory of minimal embeddings with free boundary. Our goal is to
prove that the Jacobi operator J := (J h g 9), which measures the pertur-
bation of mean curvature as well as the perturbation of the boundary
angle resulting from a normal perturbation of the embedding, defines a
Fredholm map of Fredholm index zero.

2.2. Jacobi operators. Given (z,[e]) € Z(X), we denote by J" :
C®(X) — C®(X) and by J : C®(Z) — C™(9%), respectively, the
Jacobi operator of mean curvature of e and the Jacobi operator of the
boundary angle of e with respect to g,. That is, J* and J? are defined
such that if f : (—4,0) x ¥ — M is a smooth map with the properties
that e = f(0,-), e; :== f(¢,-) is an embedding for all ¢, and %{ =N
for some ¢ € C*°(X), then
0

0
_H:c67 dJO :_91‘6'
Ot —o™ o T =0

We denote by Ric the Ricci curvature of g, and by A the Laplacian
operator of e*g, over 3. We recall the second variation formula for the
area:

Lemma 2.5. Given (z,[e]) € Z(X), for all p € C*(X):
Jo = =D — (Ric(N, N) + [ A]*) .

=0

Jh<p:

Let I1 denote the shape operator of OM with respect to g, and the
outward pointing normal v. Since (z,[e]) € Z(X), along the boundary
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of ¥, the vector N lies in the tangent space of dM, and we define
k: 0¥ — R by:
k=1II(N,N).

Moreover, the vector field v o e coincides with the conormal to e(9X)
inside e(X) with respect to g,, and we, therefore, define the operator
Oy 1 C®(X) — C*°(9X) to be the derivative in the direction of the
vector field v o e. That is, for all f € C*(X) and at each p € 9%,
0y f = (e*v,df). The following result is proven in [2]:

Proposition 2.6. Given (z,le]) € Z(X), for all p € C®(X):
I =rkpoe—0dyp,
where € : 0% — ¥ is the canonical embedding.

Again, the geometric quantities we have just defined clearly depend
on (z,le]). To avoid confusion, we denote J, . := (Jge,Jg’e). We refer

to J; e as the Jacobi operator of [e] with respect to the metric gs.

2.3. Perturbation operators. For all (z,[e]) € Z(X), we denote by
P;L’e T, X — C*(¥) and by Pfc’e : Ty X — C°(0%), respectively,
the perturbation operator of mean curvature of e and the perturbation
operator of the boundary angle of e with respect to changes in the metric.
That is, if £ € T, X, if x : (—0,0) — X is a smooth curve such that
2(0) = x and #(0) = &, then we define:

0 0
Pt 6= Z|H,, ., and P? o= |0,
’ Ot |,—o' ’ Ot],—o'
For all (z,[e]) € Z(X), we denote P, . := (PZE,P%@), and we refer to

P, as the perturbation operator of e with respect to changes in the
metric.

It turns out only to be necessary to consider conformal perturbations
of the ambient metric. Let g : (=d,0) x M — Sym™ (T’ M) be a smooth
family of metrics. Denote g, := ¢(t,-) for all ¢ and g(0) = g. Let
e : X — M be an embedding and let N : ¥ — T'M be the normal vector
field over e with respect to g which is compatible with the orientation.
Since conformal perturbations leave angles invariant, we immediately
have:

Proposition 2.7. If §(0) = g for ¢ € C*°(M), then:

0

E @9t75 - 0

t=0

Direct calculation yields:

Proposition 2.8. If §(0) = g for ¢ € C>*°(M), then:

0 1
a fgt,e - d‘:D(N) - §¢Hg(0),e'
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This yields the following surjectivity result:

Proposition 2.9. For all f € C>(X), there exists p € C°(M) such
that if g(0) = ¢g, then:

0
YIH, .=t
ot|,_3v /
Moreover, for any neighbourhood U of e(supp(f)) in M, ¢ may be cho-
sen such that supp(¢) C U.

Proof. Indeed, let ¢ be such that, near e(X), ¢ = xd(f o 7), where
d is the distance to e(X) in M, 7 : M — e(X) is the closest-point
projection and y is a smooth function equal to 1 near e(X). Since e(X)
is embedded, we may assume that ¢ is smooth, and the result now
follows by Proposition 2.8 with a suitable choice of x. q.e.d.

Proposition 2.9 is already sufficient for the proof of Theorem 4.2 of
Section 4. However, the following refinement will prove useful:

Proposition 2.10. Let fi,..., fm € C®(X) be a basis for Ker(Jg.).
For p € ¥ and U a neighbourhood of e(p) in M, there exist functions
D1y ey o € C(M), all supported in U, such that, for all 1 < 4,5 < m,
if g(t) is a path of metrics with §(0) = p;g, where g(0) = g, then:

0
<§ Hy, ., fj> = 0ij,

t=0
where (-,-) is the L? inner product with respect to e*g over X.

REMARK 2.11. We will see below that Ker(J, ) is finite dimensional.

Proof. We identify ¥ with its image e(X) C M. Let r : C*°(¥) —
C>®(XNU) be the restriction map. For any vector p := (p1,...,pm) of
points in ¥ N U, we define the map L, : C*(XNU) — R™ by:

Lp(f) = (f(p1), - fpn))-

Since J;e(fk) = 0 for all 1 < k& < m, and bearing in mind that J;e
is a second-order elliptic linear partial-differential operator, it follows
from Aronszajn’s unique continuation theorem (cf. [3]) that r restricts
to a linear isomorphism from Ker(J,.) to an m-dimensional subspace
of C>*(XNU). There, therefore, exists a vector p such that L, defines
a linear isomorphism from Ker(J,.) to R™.

Observe that, for all 1 < k < m:

Lp(f)k = <f7 5pk> )

where 9,, is the Dirac-delta distribution supported at k. For any vector
Y = (Y1, ..., ¥, ) of smooth functions in C§°(XNU), we define the map
Ly : C®*(XNU) = R™ such that for all 1 <k < m:

Ly(f)e = (f,¢n) -
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Observe that, as ¢ converges to (p,, ..., dp,, ) in the distributional sense,
L, converges to L,. There, therefore, exists a vector 1 such that L
is invertible. We may suppose, moreover, that for all 1 < k& < m, ¥
is supported in X NU. In addition, upon replacing each of 1, ...,9,
by a suitable linear combination of these functions if necessary, we may
suppose that:
(Wi, f) = dij,
for each 1 < i,j < m. By Proposition 2.9, there exist functions
D1y ooy om € C°(M) such that for all 1 < k < m, supp(yr) C U,
and if §(0) = ¢rg, then %‘t:O Hy, o = y. Thus, for all 1 <i,5 <m, if
(9eg)o = wigo, then: 5
< E fgt,ey f]> = 5ij7

as desired. q.e.d.

2.4. General elliptic theory. For A € [0,00] \ N, that is, A = k + «
where k£ € NU{oco} and a € (0,1), and for any compact manifold €2,
we denote by C*() the space of A\-times Hélder differentiable functions
over Q. For A < oo, we denote by || - ||, the C*-Hélder norm of C*(Q)
and we denote by C**(Q) the closure of C*(2) in C*(9).

For ¢ € C°°(01), we define the Robin operator R, : C***1(Q) —
C*N09Q) such that, for all f € C*M1(Q):

Ry(f) =e(foe)+0uf,

where € : 92 —  is the canonical embedding and J, f is the derivative
of f in the outward pointing conormal direction. For all A € [0,00] \ N,

we define C:(;gH(Q) to be the kernel of R, in C***1((Q).

Now let A be the Laplacian operator of 2. The relevant elliptic theory
is encapsulated in the following result:

Proposition 2.12. For all A € [0,00[\N, (Id — A, R,) defines an
invertible, linear map from C**T2(Q) into C*MQ) x C* 1 (99Q).

Proof. We first prove injectivity. For all k& € N, let H*(Q) be the
Sobolev space of k-times L?-differentiable functions over 2. For all
k, by the Sobolev trace theorem, R, defines a continuous linear map
from H*+2(Q) into H*1/2(0Q), so that H¥1?(Q) := Ker(R,,) is a well-
defined subspace of H¥*2(Q). For all k, by Exercise 3 of Section 5.7
of [24], Id — A defines an invertible linear map from H¥I?(Q) into
H¥(Q). In particular, if f € C***2(Q) and if ((Id — A)f, R,f) = 0,
then f € Hf;f(ﬁ) and (Id — A)f = 0, so that f = 0, and injectivity
follows.

Now choose (u,v) € C*®(§2) x C*°(02). Choose g € C*°(2) such that
R,(g9) = v, and denote w := u — (Id — A)g. For all k, since w € H*(12),

there exists f, € H*t2(Q) such that (Id — A) f; = w. By uniqueness, for

rob
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all k # 1, fr = fi =: f,sothat f € N> Hrkob(Q) =C () and (u,v) =

rob

(Id = A,R,)(f + g) is in the image of (Id — A, R,). However, by the
global Schauder estimates for the oblique derivative problem (Theorem
6.30 of [10]), there exists C' > 0 such that, for all f € C***2(Q):

[flIxr2 < Ol fllzee + [1(0d = A) fllx + [ R (F)lla+1),

and it follows in the usual manner (cf. [24]) that the image of C***+2(Q)
under (Id — A, R,) is closed in C*A§2) x C**1(99Q). Surjectivity now
follows by the density of C™°(2) x C*(9Q) in C*NQ) x C**1(9Q),
and invertibility follows by the closed graph theorem. q.e.d.

2.5. The elliptic theory of Jacobi operators. Fix (z,[¢]) € X X

E. To simplify notation, we will drop the (z,[e]) dependence of the

geometric quantities and operators for the remainder of this section.
We define L : C***2(X) — C**(X) such that, for all p € C**2(%):

Ly = —¢ — (Ric(N, N) + | Al*)¢,
so that, by Lemma 2.5:
Jh=(1d - A)+L.
Proposition 2.13. For all £, € C**2(X) such that J°¢ = Jn = 0:

/ nIhedv — / et v,
> >

where dV is the volume form of the metric e*g.

Proof. Indeed, for all £, € C2"(Q), the function 78,& — £9,n
vanishes along 9Q2. The result follows by Stokes’” Theorem. q.e.d.

Proposition 2.14. For all (z,[e]) € X x &, and for all A € [0, 00[\N,
if p € C*M2(E) and Jp € C®() x C®(0%), then ¢ € C(X).

Proof. Observe that:
((Id ~ A, J%) = Jp — (Lp,0) € (R x ¢ 3(0).
Thus, by Proposition 2.12, there exists ¢’ € C*’)‘+4(2) such that:
((Id —A)y, Je(p') = <(Id — Ao, Jagp) .

By uniqueness, ¢ = ¢, and so ¢ € C**4(X), and it follows by induc-
tion that ¢ € C*°(X), as desired. q.e.d.

Proposition 2.15. For all (x,[e]) € X x &, the operator J defines
a Fredholm map from C*2(X) to C*NE) x C* ML) of Fredholm
index zero. Moreover:

1) if we denote by Ker*2(J) and Ker(J) the kernels of J in C**2(X)
and C* (X)), respectively, then:

Ker*2(J) = Ker(J); and
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2) if we denote by Im**2(J) the image of J in C*(X) x C* 1(HX),
then:

w2 = {(f, foe) | f € Ker(J)},

where the orthogonal complement is taken with respect to the L?
inner-product of e*g.

Proof. By Proposition 2.12, (Id — A, Jy) defines an invertible map
from C**2(2) into C*A(X) x C**1(9X). In particular, it is Fredholm
of index 0. However, (L,0) := J — (Id — A, Jy) maps C***2(X) into
CHA2(E) x C*M3(9X). Tt, therefore, defines a compact map from
C*AM2(E) into C*A () x C**1(9X), and so J is also Fredholm of index
0. Moreover, by Proposition 2.14, Ker**2(J) C Ker(J), and since the
reverse inclusion is trivial, these two spaces, therefore, coincide. This
proves (1).

Denote by (-,-) the L? inner-product of e*g. Bearing in mind Stokes’
Theorem, for all ¢ € C***2(%) and for all v € Ker(J):

(T, () 0 €)) = /E wloav + [ wipav

:/@th/)dv+/ P IO dV
) o0x
— 0.

It follows that {(f, foe) | f € Ker(J)} € Im*2(J)*. However, since J
is Fredholm of index zero, the dimension of the orthogonal complement
of Im*?2(J) equals that of Ker(J), and (2) follows. This completes the
proof. q.e.d.

3. The local theory

3.1. Local charts I: The smooth case. Let Y be a compact neigh-
bourhood in X. Let e : Y x % — M be a smooth function such that,
for all y € Y, e, := e(y,-) is an element of £ with the property that
ey(X) meets OM orthogonally along 0% with respect to g,. We refer
to the triplet (Y, g,e) simply by Y. The following result is useful for
constructing local charts of the space of embeddings with boundary in
oM

Theorem 3.1. There exists a neighbourhood U of the zero section in
TM, and a smooth map E : U — M with the following properties:

(1) If X, is a vertical vector over the point 0, € T M, then:
DE(0p)(Xp) = Xp;
(2) If X, e UNT,0M, then:
E(X,) € OM.
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Proof. Let M be the manifold obtained by doubling M along OM.
The exponential map of any smooth metric over M which is symmetric
with respect to this doubling has the desired properties. q.e.d.

Let N : Y x ¥ — M be such that, for all y € Y, Ny := N(y,-) is the
unit, normal vector-field over e, with respect to g, which is compatible

with the orientation. Define ®y : Y x C®(X) — C°°(X, M) such that,
for all y € Y, for all f € C*(X) and for all p € X:

Oy (y, £)(p) = E(f(p)Ny(p))-

Proposition 3.2. There exists v > 0 such that for all y € Y, if
| fllzee <7, then ®y(y, f) is an element of &.

Proof. Consider the map F' : Y x ¥ x R — M given by F(y,p,t) =
E(tNy(p)). For all y, we denote F, := F(y,-,-). Observe that, for all
y € Y, and for all p € 9%, Ny(p) is tangent to M, so that, by definition
of E, F(y,p,t) € OM for all t. Furthermore, for all y € Y and for all
p € X, DF, is bijective at (p,0), and since every e, is an embedding,
there, therefore, exists » > 0 such that, for all y € Y, the restriction
of Fy, to ¥ x (—r,r) is also an embedding. Now, for f € C®(X), we
define f € C*(X,X x R) by f(p) = (p, f(p))- If [|f][zee < r, then
f trivially defines an embedding of ¥ into ¥ x (—7,r), and so, for all
yey, i)y(y, f)=Fyo f defines an embedding of ¥ into M. The result
follows. q.e.d.

We define Uy C Y x C°(X) by:
Uy ={(y, f) | Il <7},

where r is as in Proposition 3.2. We define ®y : Uy — £ and ¥y :
Uy — Y x &€ such that for all (y, f) € Uy:

Dy (y, f) = [y (y, f)], and Uy (y, f) = (y. [y (y, F)]).

Proposition 3.3. Uy is injective.

Proof. Let (y, f), (v, f) € Uy be such that Uy (y, f) = Uy (v, f).
In particular, y = ¢ and ®y (y, f) = @y (v, f’). There, therefore, exists

an orientation-preserving diffeomorphism « of ¥ such that <i>y(y, M=
Oy (y, f) o a. Let r be as in Proposition 3.2 and define f, f' : ¥ —

£ % (=) by f(p) = (p,f(p)) and f'(p) = (p, f'(p)). Define F, :
Y X (=r,r) = M by F,(p,t) = E(tNy(p)). By definition of ®y:
Fyofoa:@y(y,f)oa:@y(y,f') :Fyof'.
Since F), is an embedding, this yields, for all p € X:
(a(p), (f e a)(p)) = (fea)(p) = f'(p) = (p, I'(P)).

It follows that a coincides with the identity and f’ coincides with f,
and Wy is, therefore, injective as desired q.e.d.
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Proposition 3.4. ¥y is an open map.

Proof. Choose (y, f) € Uy and let £ be a neighbourhood of (y, f)
in Uy. Denote (y,[e]) = Yy (y, f) and let (Ym, [em])meny € Y X &€ be a
sequence converging to (y, [e]). In particular, (¢, )men converges to y.
Let 7 be as in Proposition 3.2. We define f : & — ¥ x (—r,7), by f(p) =
(. f(p)), and F': Y X X X (=r,7) = M, by F(y,p,t) := E(tNy(p)). By
definition, [e] = [F}, o f]. Since ([em])men converges to [e], there exists a
sequence (ay,)men of orientation-preserving diffeomorphisms of ¥ such
that (e, 00, )men converges to F o f. Bearing in mind that, in addition,
(Ym)men converges to y, there exists K € N such that for all m > K,
(em 0y ) takes values in Fy, (3 x (—r,7)) and that (Fy_m1 0 € O Oy ) m>K
converges to f .

Let m : ¥ xR — ¥ and w5 : ¥ X R — R be the canonical projections
onto the first and second factors, respectively. For all m > K, we
denote:

Bm ::7T10Fy_mloemoozm, and f, ::7T20Fy_mloz'moozm.

Observe that (5,,)m>k converges to the identity map. Thus, upon
increasing K if necessary, we may assume that [, is a diffeomorphism
for all m and that (ﬂm);é ) also converges to the identity map. For all
m > K, we denote:

Jm = JE m © 677_11 .
Since (fin)msar converges to f, so t00 does (fy)men. In particular, upon
increasing K further if necessary, we may assume that (y,, f,) € Q for
all m. However, for all m, e, 0 oy, 0 B = @y (Y, fim). In other words:

(ym7 [em]) = (yﬂ"w @(Y)(ymyfm)) = ‘P(Y)(ymyfm)’

It follows that (Y, [em]) € Ty (Q) for all m > K, and we conclude that
Uy is an open map as desired. q.e.d.

We denote the image Uy (Uy ) in Y x & by Vy. By Proposition 3.4, Vy
is an open subset of Y x £. By Proposition 3.3, Uy defines a bijective
map from Uy into Vy, and by Proposition 3.4 again, this map is a
homeomorphism. We thus refer to the triplet (¥y,Uy, Vy ) as the graph
chart of X x &€ over Y. When only e := e(z¢) is a-priori given, we refer
to the triplet (Uy,Uy,Vy) as a graph chart of X x & about (xg, ep).

We define the mean curvature function Hy : Uy — C*°(X) and the
boundary angle function Oy : Uy — C*°(0X) such that, for all (y, f) €
Uy :

HY(yv f) = Hy,&)y(y,f)’ and @Y(yv f) = ®y,ci>y(y,f)'

We define Zy ), € Uy by:
ZY,loc = {(y7 f) | HY(y7 f) =0, ®Y(yaf) = 0}7
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and we call Zyjoc the local solution space in the graph chart. Observe
in particular that:
Zyioc = U Z(Y) N Vy).

In later sections, where no ambiguity arises, we will often suppress Y
and simply write ®, &, ¥ and so on, respectively, for &y, &y and ¥y
and so on.

3.2. Local charts II: The Hélder case. We consider families of
Holder spaces parametrised by A € [0,00) \ N (cf. Section 2.4). Let
r > 0 be as in Proposition 3.2 and define Z/{fﬁ'1 CY x C* (T by:

Ut = {(y, ) | 1fllze <7}

We define H}>}+2 : Z/[))}+2 — C*MX) as in Section 3.1. Since it may be
written in terms of a finite combination of addition, multiplication, dif-
ferentiation and post-composition by smooth functions, Hf}*’2 defines
a smooth function between Banach spaces. For each k, we denote by
Dkaﬁ'2 its partial derivative with respect to the k’th component in

L{}’Vz CY x C**2(X). In particular, by definition of the Jacobi oper-
ator of mean curvature:

(3.1) DyHy P (2,0) = Ik .

We also define the boundary angle function @§‘,+1 : Uéﬂ — C*AY)
as in Section 3.1. @§‘,+1 likewise defines a smooth function between
Banach spaces. For each k, we denote by DkG?,H its partial derivative
with respect to the £'th component in Z/{QH CY x CMY(Y). In
particular, that by definition of the Jacobi operator of the boundary
angle:

(3.2) Dy03 (2,0) = 0.

Finally, we define Z}’\,Jffc C Z/{ffr2 by:

2P0 = {(y,f) | Hy™(y, f) =0, 032 (y, f) = 0}.

We recall the following classical result concerning the regularity of
embeddings of prescribed mean curvature:

Theorem 3.5. Let g be a smooth metric over M, let h: M — R be
a smooth function, and let ¥ C M be an embedded compact submanifold
of M of class C™2 such that 0% C OM and 0% = X NOM. If ¥ meets
OM orthogonally along 0% with respect to the metric g and if the mean
curvature of 3 is at every point p € ¥ equal to h(p), then 3 is smooth.

Proof. This follows by applying, for example, Schauder estimates [10].
q.e.d.

Expressed in terms of graph charts, this immediately yields:
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Proposition 3.6. If (y, f) € Z/{{>Jr2 is such that H}’\,”(y, f) e C> (%),
then f € C*°(X). In particular, for all X € [0, 00[\N, Zf}j’fc = Zy loc-

3.3. Conjugations. We finish this section by describing the relation-
ship between functionals H and © and the perturbation and Jacobi op-
erators introduced in Sections 2.2 and 2.3. Thus choose (y, f) € Zy loc

and denote ¢/ = ®y (y, f). We define the vector field Vy.5 over € by:

Vi 7(p) = 0: 0y (y, f + )(p) =0
We define the function A, ¢ : 3 — R by:

Ayf = gy(Nyer, Vi r)-
Observe that both Vj r and A, ; are smooth. Furthermore, since V,, ¢
is at no point tangent to €’(X), the function A, y never vanishes. The
next proposition follows immediately from the definition of P:

Proposition 3.7. For all (y, f) € Zyioc = Z}’\,jozc, and all & € T,)Y :
DlH})}+2(y7 f)(fy) - PZ,@’(i@/)? and Dl@?;’_l(y? f)(fy) = PZ,@’(gy)'

For the partial derivatives with respect to the second component, we
have:

Proposition 3.8. For all (y,f) € Zyioc = Z)’\,jrfc, and all p €
C*,)\+2(2):
DaHY 2 (y, £)(9) = Ty o (Mg r0)-

Proof. Denote ¢ = <i>y(y, f). Let Y/ be a compact neighbourhood of
y in Y and let (¥y/, Uy, Vyr) be a graph chart of X x & about (y,e€’)
over Y. Choose ¢ € C*®°(X). There exists 6 > 0 and smooth mappings
a:(—=0,0) x X — X and ¢ : (—94,d) x ¥ — R such that «(0, ) coincides
with the identity map, 19 = 0, and, for all t € (=6,0), a; := a(t,-) is a
smooth diffeomorphism of ¥ and ®y(y, ;) o ay = By (y, f +ty), where
g :=1)(t,-). Bearing in mind the definition of V} ;, differentiating with
respect to ¢ yields Dgi)y(y, () = ¢V, r. Likewise:

Da®y(y,0)((Or1h)o) = (9410 Ny,er-
By the chain rule, this yields ¢V, ; = (9;¢)oNy e + W, where W is
tangent to e(X), and so (1) = @gy(Nyers Vyr) = Ayse. Now let
Hy be the mean curvature function in the chart (¥y/,Uy+, Vy+). Since
(y,f) € 2(Y), Hy'(y,0) = Hy(y, f) = 0. Furthermore, Hy(y,:) o
o = Hy(x, f + tp), for all ¢, and differentiating at ¢ = 0, therefore,
yields:

DyHy (2, f)(¢) = DaHy:(y,0)((9:¢)o)
DaHy1(y,0)(Ay,5¢)
= JZ,e’()‘y,f(p)'
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The result follows by continuity and density of C°°(X) in C**2(%).
q.e.d.

Proposition 3.9. For all (y, f) € Zyioc = Z}/\,Tolc, and for all ¢ €
C*,)\—I—l(z):
D20y (y, )(0) = Iy (Mg 0)-

Proof. Choose ¢ € C*°(X). We use the same construction as in the
proof of Proposition 3.8. Let ©Oy: be the boundary angle function in
the chart generated by Y’. As before, Oy/(y,0) = Oy (y, f) = 0 and
Oy (y, ) o apy = Oy (x, f + typ) for all ¢, so that:

DyOy (z, f)(¢) = D20y (y,0)((9))o)
= DOy (y,0)(Ay )
= Jz,e’(/\%f‘:p)-

The result follows by continuity and density of C>(X) in C* ().
q.e.d.

4. The differential structure of the solution space

4.1. Extensions and surjectivity. Let X be another smooth, com-
pact, finite-dimensional manifold. Let § : X x M — Sym™(T'M) be
a smooth function such that for all 2 € X, the metric g, := g(z,-) is
admissible. We say that X is an extension of X whenever X C X and
the restriction of g to X coincides with g. In this section, we show the
smoothness of the solution space Z(X ) for a suitable extension X of
X. Upon furnishing X with a canonical orientation, we then define a
canonical orientation of Z ()N( ). In particular, this yields a canonical Z-
valued mapping degree of II : Z ()N( ) = X which we denote by Deg(II).
We will see in Sections 5.1 and 6.4 that it is also useful to define a local
degree. We, therefore, denote for any open subset 2 C &:

Z(X|Q) == Z(X)N(X x Q), and 9,Z(X|Q) = Z(X)N(X x 9Q).

Since Z(X|(2) is an open subset of Z(X), Z Z(X|Q) is also smooth for
a suitable extension X of X. If, in addition, 8,Z(X|Q) = 0, then we
may suppose also that 0, Z(X |Q) = 0, and, upon furnishing X with
an orientation form, we obtain as before a Z-valued mapping degree
of II : Z(X|Q) — )Z', which we denote by Deg(II|Q2). We recall from
Section 3.3 that P, . + J; . is conjugate to the derivative of (H,©) in
any graph chart about (z,e).

Proposition 4.1. If P, .+ J, . is surjective at (z,[e]) € Z(X), then
there exists a neighbourhood W . of (x,le]) in Z(X) such that Py o +
Jur e is surjective for all (z',[e']) € W.
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Proof. Suppose the contrary. There exists (z,[e]) € Z(X) such that
Pye + Jze is surjective and a sequence (Zy, [em])men € Z(X) which
converges to (z, [e]) such that Py, . +Jz, .. is not surjective. Choose
A € [0,00[\N. By Proposition 2.15, P, .+ J, . defines a surjective, Fred-
holm map from T,X x C**2%(X) into C*MNX) x C**1(9%). Since
(Paynems Jzm.em )men converges to P, . + J; . in the operator norm,
and since the property of being a surjective, Fredholm map is open,
there exists M € N such that for each m > M, P, .. +J
also defines a surjective map from 7, X x C* ’\+2( ) into C*A (%) x
C**1(9%). By Propositions 2.14 and 2.15, it follows that for all
m>=M,Py e +Jz, ¢, defines a surjective map from T, X x C>(X)
into C*°(X)NC*(0%), and this completes the proof. q.e.d.

Tm,Em

Theorem 4.2. For every open set Q@ C € such that 9,Z(X[2) =0,
there exists an extension X of X such that 0, Z(X|Q) =0 and, for all
(z,[e]) € Z(X|Q), the operator Py o+ J, . defines a surjective map from
T, X x C®(%) into C°(X) x C®(I%).

Proof. We define the map g : (M) x X x M — Sym™ (T'M) such
that, for all f € C°°(M) and for all x € X:

gf,x: (fv 7)_egw

Let E be a finite-dimensional, linear subspace of C°°(M) and for r > 0,
let E, be the closed ball of radius r» about 0 in £ with respect to some
metric. Observe that for sufficiently small r, and for all (f,z) € E, x X,
the metric gy, is also admissible. We denote X = E,. x X, and we will

show that X has the desired properties for suitable choices of F and r.

Choose (z,[e]) € Z(X|Q2). We claim that there exists a finite dimen-
sional subspace E,. C C®(M) with the property that if E contains
E, ¢, then:

(%) x CX(0%) = In(P(g 1)) + I 0.0).):

Indeed, let f1, ..., fm be a basis of Ker(J (g 4).). Let U be an open subset
of M intersecting e(X) non-trivially, let ¢1, ..., ¢, be as in Proposition
2.10, and let E, . € C°(M) be their linear span. For 1 < k < m,
we think of ¢y, as a tangent vector to F, . at 0 and we denote 1), =
P?OJ)’G((,%). For all 1 < k < m, by Proposition 2.7, P((’Ox)@(gok) =0 and
50 Pg0),e(r) = (¥, 0). Let F . be the linear span of (¢1,0), ..., (¥m, 0)
in C>®(X) x C*(9%). We claim that:

C®(X) x C®(0%) C Fye +Im(J(g.4).c)-

Indeed, let 7 be the orthogonal projection from C'*°(X) x C*°(0X) onto
Im(J(g,2),e) with respect to the L? inner-product of e*g, and denote

1 = Id—7. By Proposition 2.15, Im(71) is spanned by (f;, f;0€)1<q<m,
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where € : 0¥ — X is the canonical embedding. However, denoting the
volume form of e*g, by dV, ., for all 1 < p,q < m, we have:

(- (2 0), (s fa 0 €)) = (e, 0), (i fy 0 €)) = /2 Gpfa AViee = G

The restriction of 71 to F, ., therefore, defines a linear isomorphism
onto Im(7+), and so:

F:c,e N Im(J(Q,x)@) = Fm,e N Ker(ﬂ'l) = {0} .

Since the dimension of F . is equal to the codimension of Im(J g 4) ) in
C>(X) x C*(9%), it follows that Fj, . and Im(Jg4).) are complemen-
tary subspaces so that:

COO(E) X Coo(az) - Fm,e @ Im(J(O,x),e)7

as asserted, and so, if E' contains Ey ¢, then J(g ;) . +P(0.2),c 1S surjective.
We conclude using compactness. By Proposition 4.1, there is a neigh-
bourhood W, of (z,[e]) in Z(X|Q) such that if £ contains E, ., then,
for all (z/,[¢']) € Wae, Poaryer + J(0a),e defines a surjective map
from Tig o (Er x X) x C*°(X) into C*°(X) x C>°(9%). However, since
0,Z2(X|Q) =0, Z(X]|Q) is a closed subset of Z(X), and, by Proposi-
tion 2.4, it is, therefore, compact. There, therefore, exist finitely many
points (zg, [ex])1<k<m such that:
Z(X|0) € U Wape,-
We define E = Ey ¢, + ... + Ey,, ¢,, and we see that for all (z,[e]) €
Z(X[9Q), Pz, +J(0,2),e defines a surjective map from T{g ) (E x X) x
C®(X) into C*°(X) x C*°(0%). Finally, by compactness again, for suf-
ficiently small r we have 0,Z(X|Q) = Z(E, x X)N(E, x X x 09) =
0, and P, . + J; . defines a surjective map from T, X x C>(X) into
C®(%) x C>(d%) for all (z,[e]) € Z(X|Q). This completes the proof.
q.e.d.

4.2. Surjectivity and smoothness.

Proposition 4.3. Let Q@ C & be such that ,Z2(X|Q) = 0. If
Py e+ Jae is surjective for all (z,[e]) € Z(X|Q), then for every compact
neighbourhood Y of X with smooth boundary and for every graph chart
(U, U, V) of X x E over Y, Zioe NTHX x Q) = ZX2NT~1(X x Q) is
a smooth, embedded submanifold of U2 with smooth boundary and of

finite dimension equal to Dim(X). Moreover:
1) the differential structure induced over Zj,. "W 1 (X x Q) by the
canonical embedding into U2 is independent of \; and
2) II defines a smooth map from Zi,c NV (X x Q) into Y with the
property that 11(0Z,.) C JY.
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Proof. Choose (z,[e]) € Z(X|Q) and choose A € [0, 00[\N. By Propo-
sition 2.15, P, . + J; . defines a Fredholm map of index Dim(X') from
T.X x C*2(%) into C*MNX) x C**L(9%). Tt also follows by the
hypotheses and Proposition 2.15 again that this map is surjective.

Now let Y be a compact neighbourhood of x in X with smooth bound-
ary, let (U, U, V) be a graph chart of X x& over Y and let H**2 and ©**!
be, respectively, the mean curvature function and the boundary angle
function in this chart (cf. Section 3.1). By Propositions 3.7, 3.8 and
3.9, for all (y, f) € 222N T~ 1(X xQ), the map D(H 2,0 2)(y, f) is

loc
conjugate to Py . + J, ., where e = CiJ(y, f). It, therefore, defines a sur-
jective, Fredholm map of index equal to Dim(X) from T, X x C**2(%)
into C*A(3) x C***1(9%), and it follows from the submersion theorem
for Banach manifolds that Z{}jgz N¥~1(X x Q) is a smooth, embedded
submanifold of 4**? of finite dimension equal to Dim(X) and, moreover,
that II(0Z}1?) C 0Y.

It remains to show independence. However, by the preceding dis-
cussion, for all p > A, ZI?NT~1(X x Q) and Z)2NT1(X x Q)
are smooth, embedded, submanifolds of U/**2 and U2, respectively,
both of finite dimension equal to Dim(X). Let i, , : Y x C*#T2(X) —
Y x C**2(%) be the canonical embeddings. The map iy, is smooth and
injective with injective derivative at every point, and, therefore, restricts
to a diffeomorphism from Z{éia NT1(X x Q) to Zl’(\JJCr2 NT 11X x Q).
The differential structure induced over Zj,. N \I/_l(X x ) by the canon-
ical embedding into 12 is, therefore, independent of A, and this com-
pletes the proof. q.e.d.

We recall the following technical result:

Proposition 4.4. Let Ny, Ny be smooth, finite-dimensional mani-
folds and suppose that No is compact. Let ® be a map from Ny into
C>°(Ns), and define the function ¢ : N1 x Ny — R such that for all
(p,q) € N1 x Na:

o(p,q) = @(p)(q).

® defines a smooth map from Ny into C*NNy) for all X € [0,00[\N if
and only if v is smooth.

Proof. For k € {1,2}, denote by Dy, the partial derivative with respect
to the k£'th component. Choose m € N and A > m. If ® defines a smooth
map from Nj into C**(Na), then DY D¢ exists and is continuous for
all p,qg € Nx {0,...,m}. It follows that if ® defines a smooth map from
Ny into C**Ny) for all A € [0,00[\N, then ¢ is smooth. The reverse
implication is trivial, and this completes the proof. q.e.d.

Theorem 4.5. Let Q C & be such that 0,Z(X|Q) = 0. If Py, +
Jue is surjective for all (x,[e]) € Z(X|Q), then Z(X|Q) carries the



FREE BOUNDARY MINIMAL ANNULI IN CONVEX THREE-MANIFOLDS 161

canonical structure of a smooth, compact manifold with boundary of
finite dimension equal to Dim(X). Moreover, I defines a smooth map
from Z(X|Q) to X such that:

MOZ(X[9) C OX,
where 0Z(X|Y) here denotes the manifold boundary of Z(X|).

Proof. Since 0,Z(X|Q) = 0, Z(X|Q) is a closed subset of Z(X).
Since Z(X) is compact, by Proposition 2.4, so too is Z(X|2). In ad-
dition, Proposition 4.3 yields an atlas of smooth charts of Z(X|Q),
and it thus remains to prove that the transition maps are also smooth.
Choose (z, [e]) € Z(X|Q2). Let Y be a compact neighbourhood of z in
X and let € : Y x ¥ — M be such that eé(xz) = e and, for all y € Y,
€y = €(y,-) is an embedding such that é,(X) meets dM orthogonally
along 0% with respect to g,. Let NV : Y x ¥ — T'M be such that, for
all y € Y, N,y := N(y,-) is the unit, normal vector field over e, with
respect to g, which is compatible with the orientation. We define the
map F : Y x X xR — M by:

F(y,p,t) = E(tNy(p)),

where E is the modified exponential map. Let Y/ be another compact
neighbourhood of x in X and define ¢/, N’ and F’ in the same manner.
For all y, we denote F, := F(y,-,-) and F, := F'(y,-, ).

Let (¥,U,V) and (¥',U’,V") be the graph charts of X x £ generated
by (Y,€) and (Y',€), respectively. Denote Zy = Zy 1o NV 1(X x Q)
and let B := (1, ¢) : Zp — Y xC*°(X) be the canonical embedding. By
definition (1, ¢) defines a smooth map from Zy into Y x C***2(%) for
all \. It follows that n is smooth and, by Proposition 4.4, the function
@ Zyx X — R given by ¢(z,p) := ¢(z)(p) is smooth. Observe that,
for all (z,p) € Zy x X

(@0 B)(2)(p) = Fyz)(p, 6(2,p))-

Let mp : X xR — S and 75 : ¥ X R — R be the projections onto the
first and second factors, respectively. We define o : Zp x ¥ — S and
P Zy x X — R by:

a(z,p) = (771 o (Fé(z))_l o Fn(z))(p7 @(Z,p)),
U(z,p) = (m1 0 (Fy)) " o Fyy)(p, &(2,p))-

Observe that both a and v are smooth mappings. Moreover, for all z
sufficiently close to zp := (x,0), a, := a(z,-) is a diffeomorphism. We,
therefore, define 8 : Zy x ¥ — X such that for all z € Zj, 5, := 8(z,-) =
az!l, and we see that 3 is also a smooth map. However, for all z € Z:

(¥) o Wo B)(2) = (n(2), vz 0 Bz).
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Since the map (z,p) — (¥, o 5,)(p) is smooth, it follows from Propo-
sition 4.4 again that ((U')~! o W o B) is also a smooth map, and the
transition maps are, therefore, smooth as desired. q.e.d.

4.3. Surjectivity and orientation. We first review some basic spec-
tral theory. Let F and F be Hilbert spaces. Let i : £ — F be a compact,
injective map with dense image. Let A : E — F be a Fredholm map
of index 0. We say that A is self-adjoint whenever it has the property
that for all u,v € E:

(Au),i(v)) = (i(u), A(v)).
We henceforth identify E with its image i(E). Let K C E C F be
the kernel of A, let Ry C I be its orthogonal complement and denote
R, := RyNE. Observe that R. and R are closed subspaces of £/ and
F', respectively. Moreover:

E=K®R., and F = K ® R;.

By the closed graph theorem, A restricts to an invertible, linear map
from R, to Ry. We define B : Ry — R. to be the inverse of this
restriction, and we extend B to an operator from F into I by composing
with the orthogonal projection of F' onto Ry, so that B then defines a
self-adjoint, compact operator from F’ to itself. By the Sturm—Liouville
Theorem, the (non-zero) spectrum of B, which we denote by Spec(B) is
a discrete subset of R\ {0} and every eigenvalue has finite multiplicity.
We recall that the spectrum of A, which we denote by Spec(A), is defined
to be the set of all A € R such that A — X is not invertible, and we see
that:
Spec(A) \ {0} = {A e R\ {0} | 2e Spec(B)},

from which it follows, in particular, that Spec(A) is a discrete subset of
R, and every eigenvalue has finite multiplicity.

We define the nullity of A, denoted by Null(A), to be the dimension
of its kernel. Since A is Fredholm, Null(A) is finite. We define the index
of A, denoted by Ind(A) (and not to be confused with its Fredholm
index), to be the sum of the multiplicities of its negative eigenvalues.
That is:

Ind(A) = > Mult(\).
AeSpec(A) N(—o0,0)
When Ind(A) is finite, we define the signature of A by:
Sig(A) = (—1)™4A).

We define FT(E, F) to be the set of all self-adjoint, Fredholm maps

A: E — F such that, for all non-zero v € E:
(Av,v)
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for some B € R, where (-,-) is the inner-product of F'. Observe that
FT(E,F) is convex and that, for all A € F*(E,F), Ind(A) < oo, so
that Sig(A) is well defined. We recall (cf. [26]):

Proposition 4.6. Let C C FT(E,F) be connected. If Null is con-
stant over C', then so too is Ind.

Proof. By classical spectral theory (cf. [15]), Ind defines a lower
semi-continuous function over F*(E, F'), whilst (Ind 4+ Null) defines an
upper-semicontinuous function over this set. Consequently, if Null is
continuous (i.e., locally constant), then so too is Ind, and the result
follows. q.e.d.

Let X be a finite-dimensional vector space with orientation form 7.
Let M := M(X, E, F) be the space of all pairs (M, A) such that:

1) M : X — Fis a linear map;
2) A: E — F is an element of F1(E, F); and
3) M + A is surjective.

Observe, in particular, that Ker(M + A) has constant dimension equal
to Dim(X).

Proposition 4.7. If 7 : X x E — X 1is the projection onto the first
component, then T restricts to a linear isomorphism from Ker(M + A)
into X if and only if A is invertible.

Proof. Since Dim(Ker(M + A)) = Dim(X), this restriction is bijec-
tive if and only if it is injective, and the result follows since Ker(M +
A)NKer(r) = {0} x Ker(A). q.e.d.

When A is invertible, we, therefore, define the orientation form o(M, A)
over Ker(M + A) by:

o(M,A) = Sig(A)(7*T).

Identifying orientation forms that differ only by a positive factor, we
obtain (cf. Proposition 4 of [25]):

Proposition 4.8. o(M, A) extends continuously to define an orien-
tation form over Ker(M + A) for all (M, A) € M.

Proof. Consider first the simpler case where F = F'is finite-dimensional
and A vanishes. For convenience, we furnish X with a positive-definite
inner-product. Since M is now surjective, we identify Ker(M)+ with F'
and suppose that the restriction of M to this subspace is the identity.
Let dVk and dVp be the volume forms of Ker(M) and F', respectively.
Identifying dVx and dVg with their pull-backs through orthogonal pro-
jection, we have:

7 =dVig NdVE.
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Now choose (M, A) near (M,0). Let nx and 7p be the canonical pro-
jections of X' x F' onto the first and second factors, respectively. For
veEKer(M+A), (Mormx)(v) = —(Aomp)(v), so that, over Ker(M + A):
T M*dVp = mi(—A)*dVp = (=1)P™F)Det (A)nkhdVe.

However, if M; denotes the restriction of M to Ker(M)*, then:

dVi A M*dVp = dVi A MjdVie = Det(M;)dVk A dVp = Det(M;)T,
so that, taking the exterior product with 7% dVi yields:

Det(M)mi 7 = (=1)P™UI)Det(A)ms dVi A mhdVi.

Since the restriction of 7% dVi A75dVE to Ker(M + A) is non-zero, and
since Sig(A) = Sign(Det(A)), the result follows in this case.

For the general case, let U be a neighbourhood of (M, A) in M and let
(M, A) be a point of U. Upon conjugating with suitable smooth families

of unitary operators (cf. [15]), we may suppose that A preserves both K
and R. In particular, upon reducing U further if necessary, we obtain:

Sig(A) =Sig(A|x)+Sig(A|r) = Sig(A| )+ Sig(A|r) = Sig(A| )+ Sig(A).
Now let p : F' — K be the orthogonal projection. Since the projection
(z, f) = (x,p(f)) maps Ker(M+ A) isomorphically onto Ker(poM)® K,

we may suppose that FF = F = K is finite dimensional and that A = 0.
The result now follows by the preceding discussion. q.e.d.

Proposition 4.9. Let Q C & be such that 0,Z(X|Q) = 0. If Py +
Jae is surjective for all (z,le]) € Z(X|Q) then (z,[e]) € Z(X|Q) is a
regular point of the restriction of II to Z(X|Q) if and only if Jz e is
wnvertible.

Proof. Choose (z,[e]) € Z(X|). Let Y be a compact neighbourhood
of x in X and let (U,U,V) be a graph chart of X x & about (z, [e]) over
Y. Let H and © be the mean curvature function and the boundary
angle function in this chart. Let II' : Y x C°°(X) — Y be the projection
onto the first factor. The point (z,[e]) is a regular point of II if and
only if it is a regular point of II'. However:

T(x,O)Zloc N KeI‘(D(LO)H/) = Ker(D(x70) (H, @)) ﬂ({O} X COO(E))
- Ker(mee + Jm,e) ﬂ({O} X COO(E))
= Ker(Jze).
We conclude that (z,[e]) is a regular value of II if and only if J, . is
invertible, as desired. q.e.d.

Combining these results yields:

Theorem 4.10. Let Q C & be such that 0,Z(X|Q) = 0. If X is
orientable with orientation form 7, and if Py + Jy o is surjective for
all (z,[e]) € Z(X|Q), then Z(X|Q) carries a canonical orientation o.
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Moreover, (x,[e]) is a reqular point of the restriction of I to Z(X|Q) if
and only if J, . is non-degenerate, and in this case:

o(z, e]) ~ Sig(Jg )T,

where Sig(Jy.c) is defined to be the signature of the restriction of Jge to
the kernel of sze.

Proof. By Theorem 4.5, Z(X|Q) is a smooth manifold of finite di-
mension equal to Dim(X). Choose (z,[e]) € Z(X]|Q). Observe that
Ty o) Z(X|Q) identifies canonically with Ker(Pye+Jy.c). Let H*(X) be
the Sobolev space of twice L2-differentiable functions over ¥. As in the
proof of Proposition 2.12, let H2, (X) be the kernel of ch’e in this space.
Observe that the canonical embedding of H2, (¥) into L*(¥) is com-
pact with dense image, and by Proposition 2.13, the restriction of J 275 to
Hrzob(E) is self-adjoint. The preceding discussion, therefore, applies, and
we define the orientation form o over T(, ) Z(X|Q) = Ker(Pye + Jz¢)
as in Proposition 4.8 using the restriction of J 276 to H2, (X). We thereby
obtain a continuous family of orientation forms over Z(X|2). Finally,
by Proposition 4.9, (z, [e]) € Z(X|2) is a regular point of II if and only
if J; ¢ is invertible, and, by definition, o(z, [e]) ~ Sig(Jg,)II*7. This
completes the proof. q.e.d.

The results of this section may be summarised as follows:

Theorem 4.11. Let Q C & be such that 0,Z(X|Q) = 0. There ex-
ists an extension X of X, which we may take to be orientable, such
that 0,Z(X|Q) = 0, Z(X|Q) carries canonically the structure of a
smooth orientable manifold of finite dimension equal to that of X, and
I(0Z(X|Q)) C 0X. In particular, the restriction of I to Z(X|Q) has
a well-defined Z-valued degree. Moreover, a point x € X is a regu-

lar value of this restriction if and only if J, . is non-degenerate for all
(z,[e]) € Z({x}|Q), and in this case:

Deg(11|2) = Z Sig(Jae),
(z,[e])eZ({}[Q2)

where Sig(J,.c) is defined to be the signature of the restriction of J;L,e to
the kernel of ch’e.

Proof. Tt follows from Theorem 4.2 that there exists an extension X
of X with OWZ(X]Q) = () such that the operator P, + J, . defines
a surjective map from T, X x C®(X) into C®(X) x C®(d%) for all
(z,[e]) € Z(X|Q). Upon extending X further if necessary, we may as-
sume that it is orientable with orientation form, 7, say. By Theorems 4.5

and 4.10, Z(X|Q) carries the structure of a smooth, compact manifold



166 D. MAXIMO, I. NUNES & G. SMITH

with boundary, of finite dimension equal to that of X and with orienta-
tion form o. Furthermore, II(9Z(X|Q)) C 0X. By Proposition 2.4, II
defines a proper map from Z (X |2) into X, and so, by classical differ-
ential topology (cf. [13]), its restriction to Z(X|Q) has a well-defined
Z-valued degree. By Theorem 4.10 again, = € X is a regular value of II
if and only if J, . is non-degenerate for all (z, [e]) € Z({z}|?), and, in
this case:

Deg(M|Q) = > Sig(ae),
(z,[e])€eZ({x}|Q)

as desired. q.e.d.

5. Non-degenerate families

5.1. Non-degenerate families. Let Z be a closed, finite-dimensional
manifold. Let F : Z — & be a continuous map. We say that F is smooth
whenever it has the property that for all z € Z, there exists a compact
neighbourhood Zj of z in Z and a smooth function e : Zyx ¥ — M such
that for all w € Zy, e, = e(w,-) is an element of & and F(w) = [ey].
We refer to the pair (Zy, e) as a local parametrisation of (Z, F) about z.
We say that F is an immersion whenever it has the property that for
all z € Z, for every local parametrisation (Zy,e) of (Z, F) about z, for
all w € Zy and for all non-zero &, € T,,Zy, the vector field (Dye), (&)
is not tangent to e, (X) at at least one point, where Dje is the partial
derivative of e with respect to the first component in Zy x 3. We say
that F is an embedding whenever it is, in addition, injective.

Proposition 5.1. Let gg be an admissible metric over M and let
F : Z — & be a smooth embedding. If F(z) is free boundary minimal
with respect to gg for all z € Z, then for all z € Z:

Null(J g, 7(z)) = Dim(Ker(J g, 7(.))) = Dim(Z).

Proof. Let n be the dimension of Z. Choose z € Z. Observe that F
defines an n-dimensional family of non-trivial, free boundary minimal
perturbations of F(z), from which it follows that the derivative of F
defines an injective map from 7, Z into Ker(J 4, 7(.)). More formally, this
injection is explicitly described in the proof of Proposition 5.4 (below).
In particular, Null(J 90, ]:(Z)) > n, and the result follows. q.e.d.

Proposition 5.1 motivates the following definition: if gy is an admissible
metric over M, and if F(z) is free boundary minimal with respect to gg
for all z € Z, then (Z, F) is said to be a non-degenerate family whenever
it has in addition the property that for all z € Z:

Null(J g, 7(z)) = Dim(Ker(J g, 7(.))) = Dim(Z).
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We recall from Proposition 4.6 that if Null(J, 7(.)) is constant, then so
too is Ind(Jy, 7(»)), and we, therefore, define the indez of the family Z,
which we denote by Ind(Z) to be equal to Ind(J #(,)) for all z € Z.

Let (Zy,e) be a local parametrisation of (Z, F). Let X be another
smooth, compact, finite-dimensional manifold. Let xy be an element of
X and let g : X x M — Sym™(T'M) be a smooth function such that
gz = g(x,-) is admissible for all x € X and g(zg, ) = go. We extend e
and ¢ to functions defined over X X Zy by setting e to be constant in
the X direction and by setting ¢ to be constant in the Zj direction. Let
(U,U,V) be the graph chart of X x Zy x £ generated by (X x Zy,e)
and let H and O be, respectively, the mean curvature function and the
boundary angle function in this chart. We define K C X x Zy x C*°(%)
by:

K= {(l‘,Z, f) | S Ker(‘]gmez)}v

and for all (z,2) € X x Zj, we denote the fibre over (z,z) by K, ..
Observe that K is a Dim(Z)-dimensional vector bundle over X x Zj.
We shall see presently that K is smooth, and is, in fact, canonically
isomorphic to TZy. We also define K+ C X x Zy x C°°(X) such that
for all (z,z) € X x Zj the fibre ICj’ . is the orthogonal complement of

Kz in C°°(X) with respect to the L?-inner-product of eXgo.

Proposition 5.2. There exists a connected, compact neighbourhood
Y of zy in X and a unique continuous function F :'Y x Zy — C®(X%)
such that F(0,z) =0 for all z and, for all (z,z) € Y x Zy:

1) F,.:=F(z,2) is an element of K3 _;

2) O(z,2,F,.) =0; and

3) H(x,z, Fy ) is an element of K ..

Moreover, the function f 'Y x Zg x S — R given by f(x,z,p) =
F(x,z)(p) is smooth.

Proof. Choose A € [0,00[\N. Observe that (H*,©*) is a smooth,
Fredholm map of index equal to Dim(Z) = Dim(K). Furthermore, for
all z € Zy, D(H», 0 (20, 2,0) = Jgo,e., and so, by Proposition 2.15:

Ker(D(H*,0")) = Ker(Jgye.) = Kug.o-

In particular, it follows from that the Fredholm property that, upon re-
ducing X if necessary, (H*,©%) is a submersion and, by the submersion
theorem for Banach manifolds, IC defines a smooth Dim(Z)-dimensional
Banach sub-bundle of X x Zy x C*(%).

Let KM C X x Zy x C*(X) be the Banach sub-bundle whose fibre
over any point (z,z) € X x Zj is the orthogonal complement of K, .
in C*A(X) with respect to the L? inner-product of efgy. We define
I : X x Zg x C*MNE) — KM such that for all (z,2) € X x Zo,
H;)Z := II*(, z, ) is the projection along the fibre K, ,. Observe that
II" is a smooth Banach bundle map.
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We now define 772 : (M2 — ML by:

42
H "“(z,z,f) = ng o H)‘+2)(:1:,z,f).

Let D;),F/\Jr2 be the partial derivative of ﬁ)\ﬂ with respect to the third
component in X x Zg x C**2%(X). We claim that, for all z € Zj,

the restriction of D3(ﬁ)\+2,@)‘+2)(3)‘0,2,0) = (I}, o J I ) to

T,z 90,€z7 © go,€z
ICQSF E’L defines a linear isomorphism onto IC%()%Z X C’*7>‘+1(82). Indeed,
by definition, Jg, ., restricts to a linear isomorphism from IC;‘;C 24 to
Im*2(J g . ), and it thus suffices show that the restriction of (11, ., 1d)
to Tm**2(J,..) defines a linear isomorphism onto IC;}()%Z x C* (o).
However, since Jg, ., is Fredholm of index zero:

Dim(Ker (I, ,,1d)) = Dim(K) = Codim(Im*"2(J, ..)).

0,27

Consequently, if Ker(IT), _,Id) NIm*M2(J g e.) = {0}, then:

CAZ) x CM(9%) = Ker(IT), ,,1d) @ Im 2 (Jy, ..),

xo,2?

and the assertion would follow. It thus suffices to show that this intersec-
tion is trivial. However, if (1,0) € Ker(IT) ,,Id)NIm*"2(Jy, ..), then

0,27
there exists ¢ € C**2(X) such that JZMZ (¢) = ¢ and ngez(go) =0.
Moreover, since 1) € Ker(Jg, .. ), Jgo,ez (¢) = 0. Thus, denoting by dV

the volume form of e} gp, and bearing in mind Proposition 2.13, we have:

/21/’2 av’ = /E(JZO,eZsO)w dv = /Ecp(JZO,ezl/J) dv =0,

and the intersection is, therefore, trivial, as desired. Since Z is compact,
it now follows from the implicit function theorem for Banach manifolds
that there exists a compact neighbourhood Y of xy and a unique con-
tinuous (in fact, smooth) map F : Y x Zy — K 2+ such that, for all
z € Zy, F(xp,2z) =0 and for all (x,2) € Y x Zj:

@', 0M2) (2, 2, F(z, 2)) = (0,0).

It remains to prove that f : Y x Zg x ¥ — R is smooth. We first
show that F' defines a smooth map into Kt+2L for all 4 € [0, 00[\N.
Indeed, choose (z,2z) € Y x Z and choose p € [0,00[\N such that
1 > A. Since invertibility is an open property, upon reducing Y if neces-
sary, we may suppose that Dgﬁ)‘Jr2 (x,z, f(x, z)) maps ICi‘f;z’l invertibly
into Ki‘jzl x C*A1(9%). However, by Proposition 2.15, Ker(Jg,..) C
C>=(%), so that HM2(z, 2, F(z,2)) € C®(X), and, by Proposition 3.6,
F(z,2) € C®(X) C C*F*2(X). Furthermore, by Proposition 2.15 again,
D3F“+2(x, 2z, F(x,z)) maps KEt5" invertibly into Khz x C*#+1(9%).
Thus, by the implicit function theorem for Banach manifolds, there ex-
ists a neighbourhood, Q, of (z,2) € Y x Z and a smooth map F’: Q —
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ICrt2L € M2 such that FY(z,2) = F(x, 2) and for all (2/,2) € Q:
(H' 2,002 (2!, 2/ F' (2, 2")) = (0,0).

However, by uniqueness, F’ coincides with F', and so F' defines a smooth
map from €2 into C*#+2(X), as asserted. Since p is arbitrary, it follows
by Proposition 4.4 that the function f:Y x Z x ¥ — R given by:

[y, 2,p) = F(y,2)(p)

is smooth, and this completes the proof. q.e.d.

5.2. Global sections over non-degenerate families. Let ¥ C X
and F :'Y x Zyg — C°°(X) be as in Proposition 5.2. Recalling that
(P,U,V) is the graph chart of X x Zy x £ generated by (X x Zy, e), we
define €: Y x Zy x ¥ — M by:

€r =6z, z,) =V(x, 2, Fy ).

We define A:Y x Zyg — R by:
Az, ) = Vol(&,.) = / qv,..,
>

where dV; . is the volume form of €} . g, ., and, for all z € Y, we denote
Ay = A(z,-). As in Section 3.3, we define X : Y x TZy x & — R such

that for all (z,2) € Y x Zy and for all &, € T, Z:
X:c,z(&Z) = X(Z’, Z, gz; ) = az((D2ax,z(§z)a Nx,z)a

where Dye is the partial derivative of e with respect to the second com-
ponent in Y x Zy x X, and N, . is the unit, normal vector field over e .
with respect to g, . which is compatible with the orientation. Observe

that sz defines a linear map from 7,7y to C*°(X). Finally, we define
h:Y x Zy x ¥ — R such that for all (z,2) € Y x Z:

%w,z = 71(:17, z,-) =H(x,z,Fy ).
The first variation formula for area immediately yields:

Proposition 5.3. For all (x,z) € Y X Zy and for all {, € T, Z:

Proposition 5.4. Upon reducing Y if necessary, for all (z,z) € Y X
Zy, the pairing:

TZZO X Ker(Jgo,ez) — R; (62790) = / @Xx7z(§z)dvx7z
P

18 non-degenerate.
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Proof. Choose z € Zy. There exists a neighbourhood € of z in Zy and
smooth mappings a : 2 x X — ¥ and ¢ : Q x ¥ — R such that a(z,-)
coincides with the identity map, 1(z,-) = 0, and, for all w € Q, a, :=
a(w,-) is a smooth diffeomorphism of ¥ and W(xzg, 2, %y ) © ayy = €x¢ w0,
where 1, := ¥(w,-). In particular, for all w € Q, (H,©)(zq, z,1y) =
(0,0), and so, for all &, € T, Z:

(5'1) Jg,ez (D1¢)z(£z) = D3(H’ 6)(51707 Z, 0)(D1¢)z(£z) =0.

However, as in the proof of Proposition 3.8, (D1v).(§,) = XIO,Z(gz),
from which it follows that XIO,Z maps 1.7 into Ker(Jy . ). Moreover,
since F is an immersion, Xmo’z is injective for all z € Zj, and since F is
non-degenerate, Dim(TZ) = Dim(Ker(J 4, .)), so that A, . is a linear
isomorphism. The pairing (5.1) is, therefore, non-degenerate at this
point, and the result now follows by compactness of Zj. q.e.d.

Combining Propositions 5.3 and 5.4 immediately yields:

Proposition 5.5. For all (z,z) € Y X Zy, hy, = 0 if and only if
dA;(z) = 0.

Gluing together sections over different charts, we now obtain:

Proposition 5.6. There exists a compact neighbourhood Y of xo in
X, a smooth map F :' Y x Z — & and a smooth family of sections
0:Y X Z — T*Z such that:

1) the restriction of F to {zo} x Z coincides with F; and
2) for all (y,z) € Y x Z, (y,F(y, z)) is an element of Z(Y x Z) if
and only if o(y,z) = 0.

Proof. Since Z is compact, there exists a finite family (Z;, e;)1<i<m
of local parameterisations of (Z, F) which covers Z. Choose 1 < i < m.
Let YV; € X and F; : Y; x Z; — C°°(X) be as in Propositions 5.2
and 5.4. Define Fj;, ¢; and A; as above. Define .7?Z Y, x Z; = & by
]?Z-(x, 2) := [€,.) and define 0; : Y; X Z; — T*Z; by 0i(x, z) = dA; o(2).

Denote Y = Y1 N...NY,,. Choose z € Z;NZ;. Since le; .] = F(z) =
lej,z], there exists a smooth, orientation-preserving diffeomorphism « :
¥ — X such that e;, o @ = ¢;.. By uniqueness, for all z € Y,
Fip.oa=Fj,., sothat €,.0a=¢;, . and ]?Z(ac, z) = ]?](a;, z). We
thus define F : Y x Z — & to be equal to F; over Y x Z;, and since
every F; is smooth, so too is F. Finally, we define A : Y x Z — R
by A(z, z) := Vol(F(x, 2)). A is a smooth function and, by Proposition
5.5, F(x, z) is minimal with respect to g, if and only if o(z, z) = dA.(2)
vanishes. Since F (z,z) always meets OM orthogonally, it follows that
(z, F(x,z)) is an element of Z(Y x Z) if and only if o(x,2) = 0, and
this completes the proof. q.e.d.
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5.3. Non-degenerate sections. We briefly consider the following gen-
eral result for sections of bundles over finite-dimensional manifolds. Let
Ny and Ny be two Riemannian manifolds, let V' be a smooth vector
bundle over Ny and let o : N1 x Ny — V be a smooth family of
sections of V' parametrised by Ni. We say that ¢ is non-degenerate
whenever Djo(p,q) defines a surjective map from 7, N; onto V,Ny for
all (p,q) € o7 1({0}). Non-degenerate families of sections are of interest
due to the following result:

Proposition 5.7. If 0 : Ny x Ny — V is a non-degenerate family
of sections, then W := o~1({0}) is a smooth, embedded submanifold of
Ny x Ny of dimension equal to Dim(N7)+Dim(N2)—Dim(V'). Moreover,
if No is compact, then there exists an open, dense subset NY C Ny such
that for all p € Nlo, every zero of the section o, = o(p,-) is non-
degenerate.

Proof. The first assertion follows from the implicit function theorem.
Let w: N1 x No — N7 be the canonical projection onto the first factor.
Let N{) C Ni be the set of regular values of the restriction of = to W.
By Sard’s Theorem, N{ is a dense subset of Ny, and by compactness of
Ny it is open. Choose p € N{. Tt now follows by basic linear algebra
that every zero of the section ¢, is non-degenerate, and this completes
the proof. q.e.d.

In the present framework, we have the following result:

Proposition 5.8. There exists an extension X of X and a compact
neighbourhood Y of xg in X with the property that ifﬁ Y xZygxS —>R
is defined as in the preceding section, then h defines a non-degenerate
family of sections of K over Zy parametrised by Y .

Proof. We define the map g : C*°(M) x X x M — Sym™ (T'M) such
that, for all ¢ € C°°(M) and for all z € X:

Gz =99, 2,°) = €7 ga.

Let E be a finite-dimensional, linear subspace of C*°(M), and for r >
0, let E, be the closed ball of radius r about 0 in F with respect to
some metric. Since X is compact, for sufficiently small r, and for all
(p,x) € E, x X, the metric Jp,: is admissible. We denote X = E,. x X
and we will show that X has the desired properties for suitable choices
of E and r.

Choose z € Zy. Let {t1,...,¢¥nm} C Ker(Jy,,) be a basis. Let
D1y ey pm € C°°(M) be as in Proposition 2.9 with U = M and let
E, be the linear span of ¢1, ..., @, in C°(M).

Let Y, C E,, x X and f, : Y, x Zy x ¥ — R be, respectively, a
compact neighbourhood of (0,zy) and a smooth function as in Propo-
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sition 5.2. We define h, : Y, x Zy — C®°(%) by:
%z,(gp,:c,w) = 712(907 x, ’LU) = H(@) T, w, fz,(gp,:c,w))‘

Let Dlﬁz be the partial derivative of ﬁz with respect to the first
component in F,, x X X Zy. We claim that (D1h.)(z,,.) defines a
surjective map from E, onto K(g 4, ). First, since f, ¢ z,.) = 0, and
since f (p,20,2) € K for all p € E, ., it follows that (D1f2)(0,00,2)Pk €
K+ = Ker(Jge.)® for all 1 < k < m. On the other hand, (II
Jg‘o ez,JgO ez)(lez)(O,xo,z)SDk = 0, where I, : C®(X) — K is the
orthogonal projection with respect to the L?-inner-product of eZgo.
However, as in the proof of Proposition 5.2, the restriction of (II, o

go,ez,ngez) to ICZl is injective, and so (lez)(o’xw)gpk = 0 for all

1 < k < m. Applying the chain rule now yields:
(DlﬁZ)(O,xo,z)SDk = wlm

for all 1 < k < m, so that Im((DliNLz)(O@O,Z)) = Ker(Jgge.) = K(0,20),2
and (lel )(0,20,-) thus defines a surjective map from E. onto K g 4, -
as asserted. Now observe that if £ contains E, then, by uniqueness,
the restrictions of f and h to E, x X x Z x S coincide with f, and h.,
respectively. Since surjectivity of Fredholm maps is an open property,
there, therefore, exists a neighbourhood W, of z in Zj such that if £
contains E., then (D1h)(g4,,-) defines a surjective map from E onto
K(0,z0,w) for all w € W. By compactness of Zy, there exists a finite
collection z1, ..., z;, of points in Z; such that:

Zo= U W
O_k:I 2K

We denote F' = E, +...+E.,, so that (DliNL)me defines a surjective map

from T, on onto Ker(Jy, ..) for all z € Zj, and the result now follows
by compactness of Z; again. q.e.d.

Proposition 5.9. There exists an extension X of X and a compact
neighbourhood Y of xg in X such that if o : Y x Z — T*Z is defined as
in Proposition 5.6, then o defines a non-degenerate family of sections
of T*Z over Z parametrised by Y .

Proof. We use the notation of the proof of Proposition 5.6. We denote
Xo = X. For 1 < i < m, having defined X, 1, we extend it to X, so that
it satisfies the conclusion of Proposition 5.8 with Zy = Z;. We denote
X = )Afm. By compactness, for 1 < i < m, there exists a compact
neighbourhood Y; of z¢ in X such that X satisfies the conclusion of
Proposition 5.8 with Y =Y, and Zy = Z;. We denote Y =Y, N...NY,,.

Choose 1 < i < m. Choose (z, z) € Y x Z; such that o;(x, z) = 0. By
Proposition 5.5, Emz = 0. Now choose a € T*Z;. By Proposition 5.4,
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there exists ¢ € K; , » such that for all £, € T.Z;:

However, by construction, there exists 7, € T, X so that (D flmz)(nx) =
1, and so, for all £, € TZ;:

Dlai,x,z(nx)(fz) :/Dlﬁz,x,z(Tlx)f)v\z,x,z(gz)dvxz

/wm@ V..

= a(&).

It follows that Dio; . . is surjective, and o;, therefore, defines a non-
degenerate family of sections of T*Z; over Z; parametrised by Y. Since
1 is arbitrary, the result follows. q.e.d.

5.4. Determining the index. The following result is proven in [25]:

Lemma 5.10. Let A be an element of F*(E,F). Let K C E be the
kernel of A. There exists a neighbourhood U of A in FT(E,F) such
that if A’ € U and if A’ maps K’ into K for some K' C E of dimension
equal to that of K, then:

Null(A') = Null(A|zr),  Ind(A") = Ind(A) + Ind(A'| ),
where A'|gr denotes the restriction of the bilinear form (A~ ) to K.

Proposition 5.11. For all (z,z) € Y x Zy such that o(x,z) =0 and
forall, €T, Z:

(J?@z),gx,z © Xm,Z)(&Z) € Ker(Jgye. ),
and, for all &,,m, € T, Zy:

Doy (2)(&2n.) = /E(J?x,z),ac,z 0 Xw,Z)(§Z)Xm,Z(UZ) dVz 2,

where dVy . is the volume form of € g ..

Proof. Since o(x,z) = 0, by Proposition 5.5, %x,z = 0. Thus, for all
&, €T,7, as in the proof of Proposition 3.8:

(Dah)e2(6) = (T e © Aa)(62),
from which it follows that for all &,,n, € T, Zy:

Doy (2)(§2,m2) :/E(D2ﬁ)w,z(§z)xr,2(772)de,z

/E(J(gc 2),8x,z Xm,Z)(&Z)Xr,Z(UZ) dVz,z,
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and the second assertion follows. Moreover, since ﬁxz is an element of
Ker(Jgy,) for all (z,2) € Y x Z, when h, , = 0:

(J?:c,z),éx,z 0 Az,2)(€2) = (D2h)e 2 (&) € Ker(Jgge.).
This proves the first assertion, and completes the proof. q.e.d.
Combining the above results yields:

Theorem 5.12. If Z({xo}) contains a closed, non-degenerate family
Z, then there exists a meighbourhood Q) of Z in £ such that:

Moreover, for any such neighbourhood ), there exists a compact neigh-
bourhood Y of xg in X such that 0,Z(Y|Q) =0 and the local mapping
degree of the restriction of I to Z(Y'|Q) is given by:

Deg(L1]2) = (—1)"™1 %) x(Z0),

where Ind(Zy) and x(Zy) are, respectively, the index and Euler charac-
teristic of Zy.

Proof. Let F : Z — £ be the canonical embedding. In what follows,
X will be a suitable extension of X and Y C X will be a suitably small
compact neighbourhood of zy in X. By Theorems 4.2 and 4.5, Z(Y)
is a smooth, compact Dim(X)-dimensional manifold. By Proposition
4.4, F defines a smooth map from Zy into Z(Y), and since (Z,F) is
non-degenerate, this map is an embedding. Let F : ¥ x Z — &£ be
a smooth map extending F and let 0 : ¥ x Z — T*Z be a smooth
family of sections as in Proposition 5.6. By Proposition 5.9, we may
suppose that o is non-degenerate. We, therefore, define W C Y x Z
by W := o~1({0}), and, by Proposition 5.7, W is a smooth, Dim(X)-
dimensional embedded submanifold of ¥ x Z. We define G: W —
Y x € by G(y, 2) := (y, F(y, z)). Observe that G defines a smooth map
from W into Z(Y).

Since DG is a linear isomorphism at (zg,z) for all z € Z, we may
assume that it is also a linear isomorphism at every point of Y x Z. Since
F is a diffeomorphism and since Z is compact, we may, in fact, assume
that G is a diffeomorphism onto its image in Z(Y). In particular, Z =
G({zo} x Z) is an isolated subset of Z({xo}), and there, therefore, exists
a neighbourhood € of Z in € such that Z = Z({x¢})NQ. This proves
the first assertion. Furthermore, by elementary point-set-topological
arguments, we may also assume that G(W) = Z(Y|Q).

Now, for all y € V:

Z({w}2) = G{(y,2) | z € o, ' ({O1)}),
and, since o is a non-degenerate family, it follows from Proposition 5.7
that there exists y € Yj such that the zeroes of the section dA, =
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oy are non-degenerate. We claim that y is also a regular value of

the restriction of II to Z(Y|Q). Indeed, by Proposition 4.9 it suf-

fices to show that Ji, . s _ is invertible for all z € o, 1({0}). How-
(y7 )7 Y,z Yy

ever, choose z € 0,71({0}). By Lemma 5.10 and Proposition 5.11, we

may suppose that Null(J(, .yz, .) = Null(Jy, vz, .|g,.), where E, . =

{Xy,z(gz) | &, € TZZO}, and, by Proposition 5.11 again:

(5.2) Null(J3 gyyz|Eyyz) = Null(Doy(z)) = 0,

9y,z»

since o, is non-degenerate. The point y is thus a regular value of the

restriction of II to Z(Y|2), as asserted.
By Lemma 5.10 and Proposition 5.11 again:

Ind(J(,.)z,.) = nd(Jge.) + Ind(Jy 2 5, |5, )
= Ind(Zy) + Ind(doy(z)),

so that the mapping degree of the restriction of II to Z(Y|Q) is given
by:

Deg(I1|Q2) = > Sig(Jy.e)
(w.[e)EZ({y})
= ) Sigluae,.)
z€0y ' ({0})
= (—1)M) N Sig(Hess(Ay)(2))
z€a; " ({0})
= (—1))x(2y),

where the last equality follows from classical Morse theory. This com-
pletes the proof. q.e.d.

6. Free boundary minimal surfaces inside convex domains

6.1. Rotationally invariant free boundary minimal surfaces.
Let § be the Euclidean metric over R? and let B := B3 C R? be the unit
Euclidean three-ball. In order to apply degree theoretic techniques, it
is preferable to work with metrics of strictly positive curvature. Thus,
for —1 < t < 1, define the metric g, over B by:

t2
1—2[z]2”

where § is the standard Euclidean metric. Observe that gy = d and, for
all t # 0, g; is the metric of a spherical cap of radius 1/ [¢|. In particular,
for all t € (—1,1), ¢; has positive constant sectional curvature equal to
t2, and (B, g;) is functionally strictly convex.
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For every unit vector v in R? and for all # € R, we define R,y €
SO(3) to be the rotation about v by 6 radians in the positive direction
(with respect to the canonical orientation of R3). In this section, we
consider embedded surfaces in B mainly as subsets of B (rather than as
equivalence classes of embeddings). We recall that an embedded surface
> C B is said to be invariant by rotation about v whenever:

R,p(X) =%,

for all # € R. For f : R —]0,00[ a positive function, recall that the
surface of revolution of f about v is defined by:

me = {Rv’g(t’l) + f(t)w) ‘ 0,t € R},

where w € R? is any unit vector orthogonal to v. Solving ODEs, we
readily obtain:

Proposition 6.1. For every unit vector v € R3, the unique (unori-
ented) properly embedded free boundary minimal surfaces in (B,0) which
are invariant under rotation about v are:

(1) the disk obtained by intersecting B with the equatorial plane nor-

mal to v; and

(2) the annulus obtained by intersecting B with the catenoid ¥, 5,

where f(t) = ry'cosh(rot), ro = tocosh(ty) and tg > 0 is the
unique positive solution of tg = coth(tg).

REMARK 6.2. An elementary calculation shows that ro > tg > 1.

Proposition 6.3. For all t # 0 and for every vector v € R3, the
unique (unoriented) properly embedded free boundary minimal disk in
(B, g¢) which is invariant under rotation about v is the disk obtained by
intersecting with the equatorial Fuclidean plane normal to v.

Proof. Choose t # 0. Define the foliation {Cs}se(—1,1) of B\ {v, —v}
by Cs = {w € 9B : (v,w)s = s}, and define the foliation {D;}sc(—1,1)
of B\ {v,—v} so that for all s, Dy C B is the properly embedded disk
which is totally geodesic with respect to g; such that 9Ds; = Cs. Now
let 3 be an properly embedded free boundary minimal disk in (B, g;)
which is invariant under rotation about v. In particular, 9% is equal to
Cs for some s € (—1,1), so that, by the geometric maximum principal,
3 = Ds. Since ¥ meets OB orthogonally along 9%, s = 0 and ¥ = Dy.
The result follows. q.e.d.

Proposition 6.4. There exists 6 > 0 such that, for all t € (—6,0)
and for every vector v € R3, there exists a unique (unoriented) properly
embedded free boundary minimal surface in (B, g;) which is diffeomor-
phic to the annulus S* x [0, 1] and invariant under rotation about v.

Proof. We define F :]0,00[xR x R — R? by:
F(a,b,s) = (s,a 'cosh(as +b)).
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Observe that F' is a submersion into R?. Furthermore, for all (a,b),
the image of F'(a,b,-) is a catenoid whose surface of revolution is a
properly embedded minimal surface. Let S! be the unit circle in R? and
observe that X := F~1(S') is a smooth hypersurface. Furthermore, the
curve F(rg,0,-) meets S' orthogonally at the points (rg,0, £rotg). In
particular, X := F~1(S!) is transverse to the line {(r0,0,5) | s € R} at
these points. There, therefore, exists a neighbourhood € of (ry,0) in
10, co[xR and smooth functions G4 :  — R such that G4 (rg,0) = £rot
and the graph of G4 locally parametrises X.
Now define ©® : X — R by

@(CL, bv S) = <J0F(a7 bv S), ;,F(av b,?")|7«:s>,

where Jy is the standard complex structure over R?. The function
© essentially measures the angle that the curve F(a,b,-) makes with
St at the point F(a,b,s). Now define O+ : Q@ — R by O4(a,b) =
O©(a,b,Gx(a,b)). Observe that © (rp,0) = 0. Furthermore, 9,0_(ro, 0)
and 0,04 (rp,0) are both non-zero with the same sign, but 9,©_(ro,0)
and 0,04 (r9,0) are both non-zero with opposite signs. In particular,
VO.i(rg,0) # 0 and VO_(rg,0) # VO, (rg,0), so that, upon reducing
Q if necessary, ©7'({0}) define smooth embedded curves in © which
intersect transversally at the unique point (7, 0).

Now let F': (—6,0) x (0,00) xR xR — R? be such that F(0,-,-,-) = F
and, for all (¢,a,b), the surface of revolution of the curve F(t,a,b,-) is
minimal with respect to the metric g;. By transversality, upon reducing
Q and ¢ if necessary, we may suppose that, for all ¢ € (—¢,0), there ex-
ists a unique point (a(t),b(t)) € Q such that the curve F(t,a(t),b(t), )
intersects S' orthogonally with respect to the metric g;. In particu-
lar, the surface of revolution of the curve F(a(t),b(t),t,-) about v is a
properly embedded free boundary minimal annulus with respect to this
metric, thus proving existence. Uniqueness also follows by uniqueness of
the catenoid in the zero-curvature case together with a straightforward
compactness argument. This completes the proof. q.e.d.

We henceforth refer to the embeddings constructed in Propositions
6.3 and 6.4, respectively, as the critical disk and the critical catenoid of
the metric g; with axis v.

6.2. Non-degenerate families of disks. Let ey, €3, e3 be the canoni-
cal basis of R?. We parametrise the critical disk of the Euclidean metric
by:

edisk(xy y) = (LL’, Y, O)
Let Jaisr := (I, J%..) be the Jacobi operator of egig, With respect to
this metric. Lemma 2.5 and Proposition 2.6 immediately yield:
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Proposition 6.5. For all ¢ € C*(D):

Jgisk('p = —AC,D,
where A is the standard Laplacian of R?, and:

0
Jdisk(p =poe— al/@)
where € : 0D — D s the canonical embedding, and 0, is the partial
derivative in the outward-pointing, normal direction over 0D.

Proposition 6.6. Ker(Jgsk) is 2-dimensional.

Proof. Choose ¢ € Ker(JdiSkL. Since ¢ is harmonic, it is the real part
of a holomorphic function, ® : D — C. That is:

©(z) = Re(®(z)) = Re <Z anz"> .
n=0

Observe that ® is smooth over D, and applying the Robin condition
and the Cauchy—Riemann equations, therefore, yields:

Re (Z(l - n)aneme> =0,
n=0

so that a, = 0 for all n # 1, and ¢(z) = Re(a12) = azx + By, where
ap = «a —if. It follows that Ker(Jgsk) is 2-dimensional, as desired.
q.e.d.

Proposition 6.7. If X = D is the disk, then there exists 6 > 0 such
that for all t € (—0,0), the family of embeddings [e] € Z({g:}) which
are invariant under rotation about some unit vector in R® constitutes a
non-degenerate family diffeomorphic to S?.

Proof. We define Z; : S — Z({g;}) such that, for all v € S?, T;(v)
is the critical disk of the metric g; with axis v, oriented such that its
normal coincides with v. We see that Z; is a smooth embedding. By
Proposition 6.3, Z;(S?) accounts for all free boundary minimal embedded
disks in Z({g;}) which are invariant under rotation. By Proposition 6.6,
when t = 0, the nullity of the Jacobi operator of Z(v) with respect to
the metric gg is equal to 2 for all v € S?. By upper-semicontinuity, there
exists 0 > 0 such that for all [¢t| < § and for all v € S?, the nullity of the
Jacobi operator of Z;(v) with respect to the metric g; is at most 2, and
it follows by Proposition 5.1 that Z;(S?) is a non-degenerate family, as
desired. q.e.d.

6.3. Non-degenerate families of catenoids. Let ¢y be as in Propo-
sition 6.1. We parametrise the critical catenoid with axis e3 by the map
€cat : [—to,t0] X St — R3 given by:

€cat(t,0) = (ro_lcosh(t)cos(ﬁ), ro_lcosh(t)sin(ﬁ), ro_lt).
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6
Jcat

Let Jea = (J2

cat»
Euclidean metric.

) be the Jacobi operator of e.,s with respect to the

Proposition 6.8. For all ¢ € C™®([—tg,to] x St) and for all (t,0) €
R x St:

27‘8 2
cosh?(t) cosh2( t)
where A is the standard Laplacian of R x S', and, for all § € S':

(19,0)(&t0, 0) = (Eto,0) F to(Drp) (20, ).

Proof. Observe that the parametrisation e, is conformal and that,
for all (t,0) € R x S, (eX:90)(t,0) = 7y 2cosh?(t)(dt?> + do?). Thus if
Ayt denotes the Laplaman operator of the metric e, d, then:

(Jea0)(t,6) = — (t,0) — (Ap)(t,0),

7’0

Aca = T T 9,N
’ cosh?(t)

Let I be an interval, and let f : I —]0, 00[ be a smooth, positive func-
tion. We recall that the principle directions of the surface of revolution
of f are those parallel and normal to the direction of revolution. More-
over, the principle curvature in the direction of revolution (with respect
to the outward-pointing normal) is equal to 1/(f+/1+ (f’)?). When
this surface is minimal, the other principle curvature is then equal to
—1/(f+/1+ (f")?). Thus, if A denotes the shape operator of e, then:

2r2
1Al = ——,
cosh™(t)
and so, by Lemma 2.5:
27‘(2] 2
J t,0) = ————(t,0 Ap)(t, 6
(L)1) = — s 0(1:0) = s ()5 0),

as desired. Finally, by Proposition 2.6, bearing in mind that the shape
operator of the unit sphere in R3 coincides with Id:

(Jecp)(ﬂ:t(), 9) = (,D(:l:t(), 9) F to(at(p)(ﬂ:to, 9),
and this completes the proof. q.e.d.

For any function ¢ € C([—to,to] x S'), we consider the Fourier
transform of ¢ in the 6 direction. For all (¢,6) € R x S!, we write:

znG
=D #al
ne”L

where, for all n € Z, ¢, is the n’th Fourier mode of ¢. Since the Jacobi
equation is linear and homogeneous, we readily obtain:



180 D. MAXIMO, I. NUNES & G. SMITH

Proposition 6.9. A function ¢ € C®([—tg,to] x S!) is an element
of Ker(Jcat) if and only if, for all n € Z:
2
— 5~ —n)en = 0,
cosh?(t) )¢
(6.2) pn(£to) F toph(£to) = 0.

Proposition 6.10. In that case n = 0, there exists no non-trivial
solution pg € C([—to,to]) to (6.2).

©n + (

REMARK 6.11. The functions constructed in the proof of this result
are obtained by considering the normal perturbations of e., arising
from dilatations and from translations in the ez direction.

Proof. The solution space to any second-order, linear ODE (ignoring
boundary conditions) is 2-dimensional. By inspection, we verify that
the solution space to (6.2) with n = 0 is spanned by u(t) := 1 —ttanht
and v(t) := tanht, and we verify that no linear combination of these
solutions satisfies the boundary conditions. It follows that there exists
no non-trivial solution to (6.2) with n = 0, as desired. q.e.d.

Proposition 6.12. For each n € Z such that |n| > 2, there exists no
non-trivial solution ¢, € C*([—to,to]) to (6.2).

Proof. Choose |n| > 2 and define f, : [—tg,tg] — R by f,(t) =
—n? + 2/ cosh?t. Observe that, since |n| > 2, f,(t) < —2. We now
argue by contradiction. Suppose there exists a non-trivial solution, ¢,
to (6.2) with |n| > 2. Since (6.2) is linear, upon multiplying by —1
if necessary, we may assume that ¢, (0) > 0. Since (6.2) is even, upon
replacing ¢, (t) with ¢, (—t) if necessary, we may assume that ¢/ (0) > 0.
Since ¢, is non-trivial, ¢, (0) and ¢/, (0) cannot both be equal to 0. Also,
if ¢, > 0 over an interval I, then ¢! = —f @, = 2¢p, > 0 over I, and
SO ¢y, is strictly convex over I. We deduce that ¢, (t), ¢, (t) > 0 for all
t € (0,t0], and we, therefore, define = :]0,¢9] — R by:

P (t)
V(t) = on(t)’
For all t, 7/(t) = —f.(t) — v(t)?> = 2 — 4(t)2. Moreover, since (t) > 0
for all ¢+ > 0, LimInf;_,oy(¢) > 0. Since 3(t) := v/2tanh(y/2t) satisfies:
B(t) =2 - Bt
with initial condition 5(0) = 0, it follows that ~(¢) > B(t) for all ¢t €
[0,%p]. In particular, bearing in mind that ¢y > 1:

v(to) = B(to) = V2tanh(v/2tg) > v2tanh(v2) > 1 > t; .

Since the boundary condition implies that v(tg) = t; ! this is absurd,
and there, therefore, exists no solution to (6.2) with |n| > 2 as desired.
q.e.d.
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Proposition 6.13. The only non-trivial solutions to (6.2) with n =
+1 are given by:

psi(t) = a <smh<t> ¥ %) |

for some a € C.

REMARK 6.14. The functions constructed in the proof of this result
are obtained by considering the normal perturbations of ec, arising
from rotations about the axes e; and es and from translations in the e
and ey directions.

Proof. The solution space to any second-order ODE (ignoring bound-
ary conditions) is 2-dimensional. By inspection, we verify that the so-
lution space to (6.2) with n = +1 is spanned by u(t) := sinht+¢/ cosht
and v(t) := 1/ cosht and that au + bv satisfies the boundary condition
if and only if b = 0. This completes the proof. q.e.d.

Proposition 6.15. Ker(J) is 2-dimensional.

Proof. Choose ¢ € Ker(J" J%) and for n € Z, let ¢, be the n’th
Fourier mode of ¢. By Propositions 6.10 and 6.12, ¢, = 0 for n # +1,
and, by Proposition 6.13:

011 =a <sinh(t) + Costh(t)> ,

for some a € C. It follows that:

o= (sinh(t) + #h(t))

for some a,b € R. Since the space of all such functions is 2-dimensional,
this completes the proof. q.e.d.

(acos(0) + bsin(0)),

Proposition 6.16. If S = S' x [0, 1] is the annulus, then there exists
d > 0 such that for allt € (=9,9), the family of embeddings [e] € Z({g:})
which are invariant under rotation about some vector constitutes a non-
degenerate family diffeomorphic to two disjoint copies of RP2.

Proof. We define Z; + : S* — Z({g:}) such that, for all v € S?
Z; +(v) is the extremal catenoid of the metric g; with axis v, oriented
such that its normal points towards the axis of rotation. We define
i+ S* = Z({g:}) such that for all v € S T, _(v) = Z; +(v) with
the reverse orientation. We see that Z; + quotients down to a smooth
embedding of RP? into £. By Proposition 6.4, Z; +(RP?) accounts for
all free boundary minimal embeddings in Z({¢g;}) which are invariant
under rotation. By Proposition 6.15, when ¢ = 0, the nullity of the
Jacobi operator of Zj +(v) with respect to the metric gg is equal to 2 for
all v € RP%2. By upper-semicontinuity, there exists § > 0 such that for
all |t| < ¢ and for all v € S?, the nullity of the Jacobi operator of Z; + (v)



182 D. MAXIMO, I. NUNES & G. SMITH

with respect to the metric g; is at most 2, and it follows by Proposition
5.1 that Z; + (RP?) is a non-degenerate family, as desired. q.e.d.

6.4. Calculating the degree. Let 3 be a compact surface with bound-
ary. Let 0 be a positive real number chosen as in Proposition 6.7 if X is
diffeomorphic to the disk, D; as in Proposition 6.16 if ¥ is diffeomorphic
to the annulus, S! x [0, 1]; and equal to 1 otherwise. We have (cf. [26]):

Proposition 6.17. For allt € (—0,0), there exists N € N such that
if S C B is an embedded surface in B which is diffeomorphic to ¥ and
free boundary minimal with respect to g, then either:

(1) S is invariant by rotation about some unit vector v; or
(2) for all unit vectors v € S?, and for all k > N, Ry or/i(S) # S.

Proof. Suppose the contrary. There exists a sequence (kp,)men in N
converging to oo, a sequence (vn,)men of unit vectors in R3 and a se-
quence (Sy,)men of embedded surfaces in B diffeomorphic to ¥ such that
for all m, .Sy, is free boundary minimal with respect to ¢, is not invari-
ant under rotation about any vector, but satisfies R, or/k,, (Sm) = Sm-
Upon extracting a subsequence, we may suppose that (v, )men con-
verges to a unit vector v in R?, say. By Theorem 2.3, upon extracting
a further subsequence, we may suppose that (S;,)men converges to an
embedded submanifold S,, which is also diffeomorphic to ¥ and free
boundary minimal with respect to g;. We claim that S, is invariant un-
der rotation about v. Indeed, choose 6 € R. Since (ky,)men converges
to oo, there exists a sequence (l,)men € Z such that (27l /km)men
converges to #. However, for all m:

Rvm,27rlm/km(5m) = (Rvm,27r/km)lm(5m) - Sm?

and taking limits yields R, ¢(So) = Soo, s0 that S is invariant under
rotation about v, as asserted. If X is diffeomorphic to the disk, D,
then by Proposition 6.3, S is the critical disk of the metric g, with
axis v. However, by Proposition 6.7, the family of critical disks of
the metric g; is non-degenerate, and, by Theorem 5.12, is, therefore,
isolated in Z({g¢}). Thus, for sufficiently large m, S,, is also a critical
disk of g¢, and is, therefore, invariant under rotation about some vector,
which is absurd. If ¥ is diffeomorphic to the annulus, S! x [0,1], then
we likewise obtain a contradiction using Propositions 6.4 and 6.16 and
Theorem 5.12. Finally, if ¥ is neither diffeomorphic to the disk, nor to
the annulus, then, in particular, S, cannot be a surface of revolution.
This is absurd, and the result follows. q.e.d.

Theorem 6.18.
+2  if ¥ is diffeomorphic to D;
Deg(Il) = { 42 if ¥ is diffeomorphic to S' x [0,1]; and
0 otherwise.
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REMARK 6.19. We recall that the degree theory constructed in this
paper has been designed to count oriented surfaces. In the present case,
this means that every free boundary minimal surface will be counted
twice, once for each orientation, so that the degree will always be even.

Proof. Let Zy C Z({g:}) be the set of embeddings which are free
boundary minimal with respect to g; and invariant under rotation about
some vector. By Propositions 6.7 and 6.16, Zj constitutes a non-
degenerate family. By Theorem 5.12, there exists a neighbourhood €2 of
Zy in £ such that:

Z({g N0 = Z.
Upon reducing 2 if necessary, we may suppose, furthermore, that it is
invariant under the action of SO(3). Now let N be as in Proposition
6.17, let p > N be prime, let v be a unit vector in R3, and let G C SO(3)
be the subgroup generated by R, o, /,. We calculate the contribution to
the degree from embeddings in Q° by repeating the proof of Theorem 4.2
in a G-invariant manner. Thus, pick [¢] € Z({g;} |Q°). By definition,
Ry on/poe(X) # e(X), and, since p is prime, R, o1 /p0e(X) # e(X) for all
1 < k < p. Since e is minimal, there exists an open, dense subset V' of
¥ such that R, orpp 0 e(V)Ne(V) =0 for all 1 <k < p. Choose g € V
and let U be a neighbourhood of e(q) in B such that for all 1 < k < p:

Rv,27rk/p(U) NnU = @, and Rv,27rk/p(U) N 6(2) = (Z)

Now let X := {z(} be the manifold consisting of a single point, and de-
note gz, == g¢. Let f1,..., fm be a basis of Ker(Jg, .), and let @1, ..., ¢n,
be as in Proposition 2.10 with U as above. For 1 < k < m, define ¢,
by:

p
oK = Z 0k © By 271 /ps
=1

and observe that ¢y is G-invariant. Following the proof of Theorem 4.2
with @, instead of ¢y, we now obtain an extension X of X such that
D,2(X|Q) = 0,Z(X[Q°) = 0 and, for all z € X, g, is invariant under
the action of G, and P, . + J, . defines a surjective map from T, X x
C® (%) into C®(X) x C®(9%) for all [¢] € Z({z} |Q°). In particular, by
Theorem 4.5, Z(X|Q°) is a smooth Dim(X)-dimensional manifold and
I(0(Z2(X|Q%))) C 0X.

Now, let z € X be a regular value of the restriction of IT to Z(X|Q°).
Since g, and Q° are both invariant under the action of G, Z({z}|Q")
decomposes into disjoint orbits of G. By Proposition 6.17 together with
a compactness argument, none of these orbits is trivial, so that, by
primality, they all have order p. It follows that:

Deg(I1|Q°) = Z Sig(Jz,e) = 0 mod p.
[eleZ({z}Q7)
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Finally, by Theorem 5.12, extending X further if necessary:
Deg(I1|Q) = (—1)" )y (Zp),
and combining these relations yields:
Deg(Il) = (=1)" ) x(Zp) mod p.
Since p > 0 is arbitrary, we have:
Deg(Il) = (—1)"1%0)x (),
and the result now follows by Propositions 6.7 and 6.16. q.e.d.

6.5. Proof of Theorem 1.3. We now complete the proof of Theorem
1.3. For s € R, denote g, := e~ >*/ g, and let Rc® be the Ricci-curvature
tensor of this metric. Then:

9 Re® = (n— 2)Hessf + Afg > 0.

as s=0
Thus, for sufficiently small, positive s, g; has positive Ricci curvature
and f is still strictly convex with respect to gs. We now use Theo-
rem 6.18 to prove existence. Indeed, let t,, be any sequence of positive
numbers converging to 0. Fix m and let X = {g¢,, } be the manifold
consisting of a single point. By Theorem 4.11, there exists an exten-
sion X of X such that Z(X) has the structure of a smooth Dim(X)-

dimensional manifold and the canonical projection II : Z(X) has a
well-defined integer valued degree. By Theorem 6.18, Deg(Il) = +2. In
particular, for any regular value z of II in X, there exists an embedding
em : S x [0,1] — B which is free boundary minimal with respect to g,.
Moreover, by Sard’s Theorem, g,, := g, may be chosen so that (g, )men
also converges to g. It now follows by Theorem 2.3 that there exists an
embedded submanifold Yo, C B towards which (X,,)men converges.
In particular, Yo, is diffeomorphic to S' x [0,1] and is free boundary
minimal with respect to g, as desired.

REMARK 6.20. Observe that Theorem 6.18 and the same argument
as above also recovers the result [12] of Griiter and Jost.
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