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CONVEXITY CONDITIONS RELATED WITH 1/2 ESTIMATE
IN BOUNDARY PROBLEMS WITH SIMPLE

CHARACTERISTICS. I

MASATAKE KURANISHI

The classical works of C. B. Money and J. J. Kohn say that 1/2 estimate
in d-Neumann problem holds on strongly pseudo-convex manifolds. The main
aim of the present paper is to find similar convexity conditions which imply
1/2 estimate in more general boundary value problems for elliptic differential
operators (under some simplicity assumptions on characteristics of boundary
problems). The convexity conditions will be expressed as algebraic inequalities
(in a general sense) on the boundary involving 1-jets of symbols of the elliptic
operators. To simplify the presentation, we limit ourselves to the case of
operators of order 1.

In Chapter I, following Hormander we reduce the problem to another one
on the boundary this part, except for a few slight changes in presentation (an
influence of [10]) and some corollaries, is entirely copied from [3]. At the end
of the chapter, we state a theorem (cf. [2]) which is based on K. Friedrich's
proof of P. D. Lax-L. Nirenberg theorems on generalized Garding inequality;
the author is indebted to Professor H. Kumanogo who communicated this to
him. The theorem is the main tool used in Chapter II where we derive sufficient
conditions (Proposition 2.3) for 1/2 estimate on pseudo-differential operators
on manifolds without boundary under the assumptions that characteristics are
smooth, nondegenerate, and of zero fiber dimension (Definitions 2.2, 2.3, and
2.4). These conditions are similar to those obtained by Hormander (the latter
are also necessary) in [3]. But from ours it is a little easier to obtain algebraic
sufficient conditions which are studied in Chapter III.

1. Reduction to the boundary

Let Y* be a manifold, and denote by Y an open submanifold of F # . Assume

that Y has a smooth boundary manifold M c P such that Y [j Mis compact,

and further assume that for any x in M there is a neighborhood E7* of x in Y*

such that W Π M divides C/# into two connected parts, one inside Y and another
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outside. Then there are a compact neighborhood N of M in Y# and a diίϊeo-
morphism

( 1 ) A: N-+M x / ,

where/ is the closed interval [—ε, ε] with a positive ε, such that N Π Y is
mapped onto M X [ — ε, 0], We fix once and for all such h throughout this
paper. In order to construct such a difϊeomorphism A, we may introduce a
Riemannian metric on Y# and draw geodesies from points in M.

Composing the projection to / and h, we have a function N —» R of class
C°°, which we denote by #w (where n is the dimension of Y). xn is called the
distance function to M. The cotangent vector dxn at x in iV is called the outward
unit normal cotangent vector at x, and the cotangent vector field dxn on N is
called the outward unit normal cotangent vector field on N. If we use a
Riemannian metric on Y# to construct h and use a suitable parametrization of
geodesies, our outward unit normal cotangent vector at a point x in Y is the
outward unit cotangent vector at x normal to the boundary of Y in the sense
of Riemannian geometry. Let / be the standard chart of /. Then the vector field
d/dt can be considered as a vector field on M x /, and therefore can be trans-
planted on TV by A. We call this vector field the unit normal tangent vector
field on N and will be denoted by d/dn. Let (x19 , xn_^ be a chart of M with
domain U. Then, by using the product structure of N, we can regard
x19 , xn_λ as functions on £/* = h~\JJ X 20, where P — ( —ε, ε). Moreover,
(X, , xn_19 t j is a chart of Y* with domain £/*, and is called a distinguished
chart. It this is the case, the restriction of d/dn to [/* is 3/dxn.

For a vector bundle 2s over Y#, Q°(Y*, E) denotes the vector space of smooth
sections of E over Y* with compact support and also C^iY*, E) with no re-
striction on support. For ueC^(Y*,E), we denote by ||w||s (s € R) a Sobolev
5 -norm of u, which is defined by picking a locally finite covering {Wa} by open
sets (where Wa are compact) together with (1) a partition of unity {fa} with
respect to the covering, (2) a chart of Y* with domain Wa, and (3) a local
trivialization of E over Wa. Then

I M I Ϊ = Σa\\faU\\l,

where /a« is now considered as a system of C°° functions on if?71 by means of
the chart and local trivializations, and ||/αM||g denotes the usual Sobolev s-norm.
We fix once and for all a Sobolev s-norm on Y# throughout this paper. We
denote by J f g(Y#, E) the completion of C0°°(Y

tt, E) with respect to || ||s, and by
C°°(Ycl,E) the vector space of smooth sections of E over Ycl = Y U M, the
closure of Y in Y#. For u e C°°(Ycl, E) we define \\u\\s as the infimum of U^H,
where v runs through all C°° extensions of u with support in Y [j N. The
equivalence class of the norm || ||s on C°°(Yci,iE) is independent of the choice
of Sobolev norm of Q°(Y#, E) and also of the choice of N as above. We also
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denote by jes(Ycl, E) the completion of C~(YC\ E) with respect to || ||s.
Let χ be the characteristic function of Y, i.e., χ(x) = 1 for x in Y and

χ(x) = 0 otherwise, χ is in Jf°0(Y*, C) where C denotes the trivial vector bundle
of fiber dimension 1. Let g be a C°° function with support in N such that g —\
on a neighborhood of M in Y#. For any w € C°°(M, C) denote by w* a C°° ex-
tension of u to Y* with compact support such that u*(h~Kx, i)) = M(I) for all
l i n M and t in / . Then (gd/dn)r(χu*) is in JίV(Y*), since a differential oper-
ator of order 1 induces a continuous mapping Jf&Y*, C) into 34?S

Q-\Y*, C). It
is clear that it is independent of the choice of g and u* as above. We set

u (x) r = -(<7d/d/*)r(χ"*) e <^V(n O

for we C°°(M,O.
We are going to define u (x) <Γ for w in C°°(M, E). For this purpose we make

a number of conventions. Let P be a differential operator C°°(Y*, E) -»
C°°(γ#? ^ ) , where F is a vector bundle over Y*. For a cotangent vector ξ to Y*
at a point x we denote by <τ(P, f) the leading symbol of P at f. Thus σ(P, f) is
a linear mapping of Ex into F .̂ where a suffix * indicates the fiber over x. Now
it is easy to construct a differential operator (d/dn)E: C°°(iV? E) —> C°°(N, E)
such that

where 7̂ . denotes the identity mapping of Ex. There are many (d/dn)E with the
above property, but they differ only by operators of order 0. Whenever we
have a vector bundle E over N, we fix (d/dn)E once and for all and call it the
lifting of djdn to E. Let (JCX, , xn) be a distinguished chart on a domain C/#,
and pick a local C°° trivialization of E over £/*, say E | U* « [/* X Zs0. Then a
section v of E over [/# can be represented by a function, say v(x), with values
in a vector space EQ, and we may write (d/dn)Ev(x) = (d/dxn + a(x))v(x),
where a(x) is a function with values in the space of endomorphism of Eo. If
we change the local trivialization by applying g(x)~\ where g(x) is in GL(E0) =
the group of automorphisms of Eo, then the expression of (d/dn)E changes to

g(x)-\3ldxn + a(x))g(x) = d/dxn + (g{xYιdgldxn + g(xYιa(x)g{x)) .

On the other hand we can always solve the equation dg(x)/dxn = — a(x)g(x)
(shrinking N and U if necessary). This means that we can always find a local
trivialization of E over £7# such that the expression of (d/dri)E is equal to d/dxn.
Thus, under these choices of local trivialization which are said to be dis-
tinguished, (d/dn)E can be considered as normal derivation. For u <ε C°°(M, E),
let w# e CQ(Y\ E) be such that (d/dn)Eu* = 0 on N. u*\N is uniquely deter-
mined, and u\x', 0) = u\x\ xn) provided we express w# in terms of a dis-
tinguished chart (x',xn),x' = O1 ? -9xn_1)9 and a distinguished local triviali-
zation of E. Then as before we set
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χu*) e ^r(Y\ E) .

Let Q: C%(Y\ E) -> C°°(Y*, F) be a pseudo-differential operator of order
— ra. If / is in Q°(Y#, C), /β can be extended to a bounded operator: J4?S

O(Y\ E)
-> .?f J+m(Y*, ^) In particular /g(w (x) <Γ) is well defined and is in tfϊr+m(Y\ F).
By the quasi-local property of pseudo-differential operators, fQ(u (x) δr) is of
class C°° outside of M. Thus Q(u (x) δr) is a C°° function on the complement of
M in Y*. We say that Qr_(u) (resp. βr

+(w)) exists when Q(u <g) <T) | Y (resp.
<2(w (8) <Γ) I (Y U M) c where c indicates complement in Y#) can be extended to
a CTO section of E over Y#. If this is the case, its restriction to M will be denoted
by QL(u) (resp. Qr_(u)). Thus, for u e C°°(M, E), (2r_(w) and βr

+(w) are C~(M, F)
when they exist.

Let q(x, ξ) be the matrix of symbols of Q with respect to a chart (x) of Y*
and a local trivialization of £" over the domain of the chart. In the following,
when we say that q(x, ξ) is the matrix of symbols of Q, we always assume that
we pick a chart (x) and a local trivialization without mentioning them. We
always assume that q(x, ξ), for ξ outside of a ball of a sufficiently large radius,
can be extended to a matrix of meromorphic functions in a complex vector
ζ e (Γ*Y*) ®R C for each x. We refer the following theorem to [3, p. 141].

Theorem 1.1. Under a suitable assumption on Q which is satisfied when Q
is a parametrix of an elliptic differential operator, we have the following:

1) Qr

+(u) and Ql(u) exist for all u in C°°(M, E). Thus Qr

+ and Qr_ can be
considered as a map of C°°(M, E) into C°°(M, F).

2) Qr

+ and Qr_ are pseudo-differential operators of order r — m where — m
is the order of Q.

3) Assume that (x) is a distinguished chart of Y# and that we use a
distinguished local trivialization of E. If we use (x\ <?'), where xf —
(JC1? , xn_19 0) and ξ' = (ξ19 , ξn_ί, 0), as a chart of T*M, then the matrix
of symbols q+(x\ ξ') of Q\ is given by

4
2π

Γ
where en = (0, , 0, 1), Γ+(R) is the contour in the complex plane consisting
of the upper half circle of radius R with center zero together with the interval
[—R,R] oriented anti-clockwise, and where Rξ, is a sufficiently large number
so that all poles of q(x\ ξ' + zen) in the upper half plane are inside of Γ+(Rξ,).
Similarly, the matrix of symbols q'(xr, ξ') of Q\ is obtained by replacing +
(resp. upper, anti-clockwise) by — (resp. lower, clockwise) in the above.
Namely, we introduce orientations on Γ+(R) and Γ_(R) which induce the
orientation "from — to + " on [—R,R].

Remark. We have similar expressions for the symbol of Qr

+ and Qr_ for
all r = 1,2, . However, we omitted them because we do not use them in
this paper.
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Let P : C°°(Y*, E) ̂  C°°(Y*, F) be a differential operator of order 1. For
ξ e T*Y*, we denote the leading symbol mapping of P at ξ by σ(P, ξ), which
is a linear mapping of Ex into Fx and linear in ξ e Γ* Y*. Thus we have a vector
bundle mapping (which may not be of constant rank)

σb{P):E\M-*F\M

defined by the formula: σb(P)\Ex = σ(P,dxn). Let O) = O1 ? ,xn) be a
distinguished chart. In terms of a local trivialization of E over the domain U\
we can consider d/dXj as a differential operator acting on C°°(£/*, E) and may
write P = Σ]=1 (1 /ΐ)σ(P, dxj)(d/dxj) + σo(x). On the other hand, dxn (resp.
d/dxn) is independent of the choice of a distinguished chart, i.e., it is the unit
normal tangent (resp. cotangent) vector field. Hence

P ~ —σb(P)(β/dn) = ±-nΣσ(P,dxr)d/dxr + σo(x)
I I l

is a well defined differential operator on N, and induces a differential operator
on M, which will be denoted by

and is called the tangential part on M of P. By definition

( 3 ) Pχu - χPu = ί{σb{P)u) <g) d1

(weC0°°(Y#,E)). Assume further that P is elliptic and dimE = dimF. Then
there is a pseudo-differential operator Q: Q°(Y*, F) -^ C°°(Ytt, E) of order — 1
such that

( 4 ) QoP = IE + KE , PoQ = IF + KF ,

where IE (resp. /F) is the identity map of Q(Y # , E) (resp. of Q°(Y#, F)), and
KE (resp. K^) is a pseudo-differential operator of order — oo mapping Q°(Y#, E)
into C~(Y*,E) (resp. Q(Y*,F) into C~(Y\F)). Set

( 5 ) ^ + = -iQ\ o σδ(P) , ^_ = iQ\ o (76(P) .

^4+ and A_ are pseudo-differential operators of order 0 which map C^iM.E)
into itself. Let Kb: C°°(M, E) -> C°°(Ύ\ E) | Y be defined by

( 6 ) Kb(γ)=KF(σb(P)γ®δι)\Y .

Kb is an operator of order — oo. The significance of A+ and A_ is given in
Theorem 1.2. Let P: C~(Y\E) -+ C°°(Y*,F) be an elliptic differential

operator of order 1, assume that dim E = dim F, and let A + , A_ be defined
as above. Then:
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1) A_ + A+ = the identity map;
2) // u s C°°(Y\ E), Pu = O on Y, and KEχu = OonY, then A+(bu) = 0

and Kb(bu) = 0, where χ is the characteristic function of Y and bu denotes the
restriction of u to M

3) // γ e C°°(M, E),A+(γ) = 0, and Kb(γ) = 0, then there is u e C°°(Y*, E)
such that bu = γ,Pu = 0 on Y, and that KEχu = 0. Moreover, u as above
is uniquely determined on Y and is given by u\Y = iQ(Ptγ ® δ1) | Y.

Proof. 1) Applying Q to the formula (3), we find that

( 7 ) χu + KEχu - QχPu = iQ(σb(P)u <g> δ1) .

Since KE is of order — oo, KEχu is smooth on YK We can prove without much
difficulty that QχPu is continuous on h~\x X /) for each x in M, where h is
given in the formula (1). Hence

A_(bu) + A+(bu) = limXn]oχu - limXnl0χu = bu .

2) By our assumption, (7) implies that

( 8 ) u\Y = iQ(σb(P)u®δ1)\Y .

Therefore, by (5), A_(bu) — bu, so that, by 1), A+(bu) — 0. Applying P to
(8), we find that

Pu I Y = iPQ(σb(P)u (x) δ1) \ Y = i(σb(P)u ®δι)\Y

+ iKF(σb(P)u ® δ1) I Y = iKb(γ) .

Since Pu\ Y = 0, we see that Kb(γ) = 0.
3) Take u e C%{Y\ E) such that u \ Y = iQ(σb(P)γ (g) δ1) \ Y. Such u exists

because Q\_ exists. Then by definition, bu = A_γ. Since A+γ = 0 by assump-
tion, it follows by 1) that γ = A_γ + A+γ = bu. Applying P to the above
defining formula of u\Y, we see that Pu\Y = iPQ(σb(P)γ ® δι)\Y =
iKF(σb(P)γ ® δ1) \ Y = iKb(γ) = 0. By (7) it then follows that χu + KEχu =
iQ(σb(P)u (x) δ1) = iQ(σb(P)γ (x) δ1). Hence by the definition of u, KEχu = 0 on
Y. This finishes the proof of 3) except the uniqueness of u\Y. To see this,
assume that Pu\ Y = 0, A^χw = 0, and that bu = 0. Then by (7), χu = 0.
Thus the uniqueness is also proved.

Remark. We can construct operators similar to A + and A _ for a determined
elliptic operator P of order m > 1. However, we have to take into account
normal derivatives up to order m — 1 at M, and the construction is a little
more involved ([1], [3], [10]). Also, we can generalize the result to the case
where P is a pseudo-differential operator provided P is a differential operator
on N and there is a neighborhood N/ of M such that Supp Pu Π iV7 = 0 for w
with support outside iV.

Our theorem says that, up to errors of order — oo, the condition Pu = 0 on
Y is more or less equivalent to the condition A+bu = 0 on M. Hence we may
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feel that properties of P on Y are fairly faithfully reflected by properties of A +.
The following is one such example (cf. [3]):

Theorem 1.3. Let B cz C°°(M, E) be a vector subspace, s be a real number,
and 0 < a < 1. Then the following two conditions are equivalent:

1) There is a constant C > 0 such that

\\Pu\\s + \\u\\s>C\\u\\s+a

for all u e C°°(F, E) with boundary condition bue B.
2) There is a constant Cf > 0 such that

for all γ e B.
σ(P, ξ) is in the vector space Horn (Ex, Fx) of linear mappings over C of Ex

into Fx. Then σ(Q,ξ) = σ(P, ξ)'1 eHom (FX,EX) where σ(Q,ξ) denotes the
leading symbol of Q at ξ. For ζ e TXY* (x)^ C, denote by σ(P, ζ) the extension
of the linear mapping ξ —> σ(P, ξ) e Horn (Ex, Fx) to a Horn (Ex, Fx)-valued
analytic function in ξ. Identify T*M(x e M) as the subspace of Γ*Y# orthogonal
to d/dn at x. Thus

( 9 ) Γ * M C Γ * y ^ .

Then for ξ/ e Γ*M the leading symbol σ(A + , ξ') is given, because of its con-
struction and Theorem 1.1, by

(10) <JU + , £ 0 = ^ - Γ Γ σ(P,ξ' + zn(x))-ισ(P,n(x))dz
2πι J

where n(x) is the outward unit normal cotangent vector at x, and the integral
is taken as a Horn (Ex, Ex)-valued meromorphic function in z. Thus to calculate
the leading symbol of A+ we may use any chart, not necessarily a distinguished
one.

Example. Assume that, with respect to a choice of hermitian metric on E
and F, σ(P,ξ)*σ(P,ξ) = \ξ|2 (identity map) where \ξ\2 is a metric on Γ*M.
Assume further that |Λ(JC)| = 1 and <?', n(*)> = 0 for all ξ' e T*M. Then, we
may write ξ = ξ' + ξnn(x) and \ξ|2 = |fr|2 + f2

n. Therefore

σiPtξ)-1 = (\ξ'\2 + ΆrWPtξ)* ,

σ(P, ξ' + zn{x)Yισ(JP9 n(x)) = ^ 1 ' ξ f M
P > f / ) * σ ( P ' n(x)) + z l ) '

where / denotes the identity map. Therefore, by (10),

(11) σ(A + , ίθ = W - i\ξ'\-ισ(P, ξVσ(P, n(x))) , (^ e Γ*M) .
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We are going to describe another way of determining σ(A + , ξ') algebraically.
We note first that the linear transformation σ(P, n(x))~ισ(P, ξ'), where ξ' e T*M,
does not have any real eigenvalue. Namely, if σ(P, n(x)Yισ(P, ξ')u = γu with
a real number γ, then σ{P, n(x))~1σ(P, ξ' — γn(x))u = 0 and hence u = 0 by
the ellipticity of P. Let

M?0, •• , r f ) (resp. λ1(ξ%.>.,λh(ξ'))

be distinct eigenvalues of σ(P, n(x))~ίσ(P, ξ') with positive imaginary part (resp.
with negative imaginary part). Denote by £+(£') (resp. Etiξ')) be the kernel of
(σ{P,n{x))-'σ{P,ξf)~λί^)I)1 (resp. of (σ(P, n(x)Yισ(P, ξ') - μjiξ'W) for
sufficiently large /. Set

Let'fc+(£0 (resp. 6_(fO) be the projection to E+(£0 (resp. E_(fO) with respect
to the decomposition Ex = £'+(ί /) + E_(ξ')

Proposition 1.1. Let x be in M, and ξ' be in T*M C Γ * y . Γ/zerc

? f ) - 6.(fO , σW_, fθ = 6+(f0

/. Since σ(P, n{x))~ισ(P, ξ' + zn(x)) = σ(P, n(x)yiσ(P, ξ0 + zl, we
may write

+,f0 = -^-r Γ

Since £UίO and £ ί ( f θ are preserved by σ(P, «(x))-V(P, ξ')9 it is enough to
treat them separately. On E\(ξ') (resp. Eί(ξ/)),σ(P9n(x))-1σ(P9ξ

/) induces a
mapping of the form μj — R[ (resp. ^ /̂ — i?^) where R and i?^ are nilpotent
transformations. Since (/^ + z)I — R'i is nonsingular on z with positive imagi-
nary part, σ(A + , ξ') = 0 o n E+(ξ'). Since Rj is nilpotent,

((λj + z)I - Rj)-1 - (λj + z)-Ί + (λj + z)-2Rj + + (λj + zY'R)-1

for sufficiently large t. Hence σ(A + , ξ') = I on E_(ξ') because the orientation
on Γ+(Rξ>) is anti-clockwise. Hence σ(A + , ξ') = 6_(?0 Noting that the orien-
tation on Γ_(Rξ') is clockwise, we find similarly that σ(A_, fθ = b+(ξ').

In the course of our argument we shall use the following theorem (cf. [2]),
which is based on K. Friedrich's proof of P. D. Lax-L. Nirenberg theorem on
generalized Garding inequality (cf. also [3, Theorem 1.33]):

Theorem 1.4. Let g(x) be a real valued C°° function on Rn with compact

support such that g(x) > 0, I g(x)dx = 1, and g(—x) = g(x). Let J(x, ξ) be

a m X m matrix of symbols of a pseudo-differential operator of order I. Assume
that J(x, ξ) = 0 for x outside a compact subset of Rn and that
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</(JC, ξ)u, u) > 0

for all u <= Cm. Then for all u e C^(Rn, C m ),

t, D)u, u) > -&(L(x, D)u, u) ,

where L(x, ξ) is a m X m matrix of symbols of pseudo-differential operator of
order / — 1 given by

Uχ,ξ) = Σ i d + \ξ\yajkd
2J(χ,ξ)/dξίdξk

(11) + Σ i d + \ξ\1)^bJk3
tJ(x9ξ)ldxidxk

+ (a term of order I — 3/2) ,

where

(12) flίΛ = jxtxkg(x)2dx , 6 i t = f(dg/dxt)(βgldxk)dx .

2. Reduction to the characteristics

Let L be a vector subbundle of E. Our problem is to find conditions on P
under which we have the following estimate: For a constant c > 0,

IIPwIlo + Nlo > cH|,

for all W€C°°(F , JE) with boundary condition w|M e C°°(M, L). In view of
Theorem 1.3, the problem is equivalent to finding conditions under which we
have the following estimate: For a constant c > 0,

+ ll-i

for all γ e C°°(M, L). Pick a Riemannian metric on M and denote by R (resp.
by R0 a pseudo-differential operator C~(M, E) -> C°°(M, E) such that σ(R, f)
= |f I / (resp. σ(Ri, I) = |£|*/), where |£| is the length of ξ by the Riemannian
metric. We may choose R± in such a way that it preserves C°°(M, L). Namely,
take the orthogonal complement, say K, of L in E and replace i?i by pLRφL +
ρκRφκ, where pL (resp. ^ ) is the projection to L (resp. to K). Now since the
norm \\γ\\s+L is equivalent to ||i?^ll*» b γ aPPlying Λe above estimate to Λ ^
(^ e C°°(M, L)) and noting that RίΛR^ — ^4i? is an operator of order 0 we see
that the estimate is equivalent to the following: For a constant c > 0,

for all γ eC°°(M,L). We will work on this form of the problem. A+R is a
pseudo-differential operator of order 1. More generally, we fix once and for all
throughout this section a pseudo-differential operator of order 1



430 MASATAKE KURANISHI

A : C~(M, L) — C~(M, E) ,

and ask for conditions under which

for all γ€C°°(M,L). Assume that A has a leading homogenous symbol, and
note that we apply the result to the case where A is the restriction to C°°(M, L)
ofA+R. By using the partition of unity we see that the estimate (1) is equivalent
to the localized ones: For each x° e M there is a neighborhood U of x° in M
such that the estimate (1) holds for all γ e Co°°(£/, L).

If σ(A, ξ) is injective for all nonzero ξ e T*M, then A is elliptic and we have
the estimate. Therefore the conditions shall be related to the kernel of the
symbol map σ(A): L <g) T*M -» E.

Definition 2.1. ξ e T*M is called a characteristic of A if and only if ξ is
nonzero and σ(A, ξ) is not injective. We denote by C(A) the set of characteristic
of A with unit length.

Definition 2.2. We say that characteristics of A are smooth if and only if
for each x° in M there is an open neighborhood U of x° in M satisfying the
following conditions: (1) C(A) Π π~\U), where π is the projection T*M -» M,
is a sum of a finite number of disjoint submanifolds C\ , Cs of T Γ " 1 ^ ) CZ
Γ*M, (2) for each λ — 1, 2, , s, π induces a mapping with constant rank of
Cλ onto a submanifold 7C* of U ('C\ , Ό may not be disjoint), (3) for each
λ, dim (ker σ(A, ξ)) is constant for ξ e Cλ.

If this is the case, for each x in 'C\ 5*M Π π~\x) Π O = CJ. forms a sub-
manifold of 5*M, where S*M denotes the bundle of cotangent vectors of unit
length. For ζ e Cλ

x, we set Wλ(ζ) = ker σ(/4, ζ) ^ Lx. Clearly

( 2 ) 0"(Q = kerσ(Λ,Q*<KΛ,C) .

Since σ(A,ζ)*σ(A,ζ) is hermitian and positive semi-definite, we may assume
that all of its nonzero eigenvalues are larger than δ > 0. Hence there is an open
neighborhood <%* of Cλ = Cλ Π 5*M in S*M such that, for any ξ e °U\ the sum
W\ξ) of the eigen-subspaces of σ(A, ξ)*σ(A, ξ) with eigen-values less than %δ
depends diίferentiably on ξ. By construction this new Wλ(ξ) for ξ e Cλ coincides
with the old Wλ(ζ) when ζ = f. We may assume without loss of generality

( 3 ) <%λ Π ^ = 0 ( λ φ μ) .

Denote by $(£) (f € <%λ) the projection of L^ into W*(ξ), and by ^(f) the pro-
jection of Lx into the orthogonal complement of Wλ(ξ) in Lx. Thus

( 4 ) rf(£) + ^(f) = IX (ξ G ^ Π T*M) ,

where 7̂ . is the identity map of Lx. Choose an open neighborhood rnΓ of C1

U U Cs in 5*£/ such that



CONVEXITY CONDITIONS. I 431

( 5 ) the closure of rΨ* cz <%ι (J U °US ,

and denote by Ψ* the complement of the closure of fnΓ in S*U. Thus
{°U\ , Ws, rT} is a covering of S*ίλ Let {p1, , φs, ψ) be a C°° partition of
unity for S*U with respect to the covering. Thus

( 6 ) 1 = ψ + ψι + + φ8 , Supp φλ C ^ , Supp )̂ C ' f .

We extend ^ to a C°° function on Γ*C/ such that p'(£) = φλ(ξ/\ξ|) for |f | > J
and = 0 on a neighborhood of origin, and similarly for φ, ρl(x, ξ), and pλ

2(x, ξ).
(We call this process an extension by homogeneity of degree 0 with cut-off near
origin.)

We fix a chart x = (x19 , xn_ι) on U such that the origin represents x°.
Until further notice, ξ = (f1? , ξ n_ι) will denote elements in Rnl. The
cotangent vector ξ1dx1 + + ξn-idxn_1 at x will be denoted by (x, ξ). We
fix a local trivialization of L and E over U,L\U « ί/ X LQ,E\U « U X EQ,
and regard #04, (x, f)) as a Horn (Lo, £Ό)-valued function. We take a C°° func-
tion /(f) which is 1 for |<f I > J and zero near origin, and set

( 7 ) a(x,ξ) = f(ξ)σ(A,(x,ξ))\L0.

The pseudo-differential operator with symbol q(x, ξ) will be denoted by q(x, D).
Thus our problem is to find conditions under which

Q(u) = \\a(x,D)u\\2 + \\u\\2 > c(\\u\\,Y (11 € C0"(u°, t/° X Lo))

for a sufficiently small neighborhood U° of x° in U.
We will make the following conventions in the remainder of this section: If

r(x, D) is a pseudo-differential operator, then

{r(x,D)q(x,D)}

denotes the pseudo-differential operator with symbol r(x, ξ)q(x, ξ), while
r(x, D)q(x, D) will denote the composition of the two. { } will be used in the
same way not only for two but for any finite number of pseudo-differential
operators, as well as for matrix of pseudo-differential operators, c will denote
a positive constant, and Tι a pseudo-differential operator of order /, both of
which may be different from formula to formula. It will be used when the exact
form of its symbol is not important.

We fix an open neighborhood V of x0 in U such that the closure of Uf is in
U. This is due to the following technical reason: Let θ(x) be a C°° function
which is 1 on V and with compact support in U. Let S be a pseudo-differential
operator and u be in Cΐ(U', Uf X C). Then Su = ΘSu + (1 — θ)Su and
(1 — Θ)S is an operator of order — 00 on Q W , V X C) because of the quasi-
locality of pseudo-differential operators. Thus, up to an error of an operator of
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order — oo, we may replace S by ΘS which has a compact support. Therefore,
as long as we consider u e C£(U', Ό' X Lo), we may use formulas for symbols
of compositions and adjoints of pseudo-differential operators with compact
support even if we are handling operators which may not have compact support,
provided we allow errors of order — oo. In our estimate problem, such errors
can be always absorbed in Q(u). Since the argument is obvious, we will omit
this part of the argument.

Lemma 2.1. Let ψ(x, ξ) (resp. ψ^x, £)) be Horn (Lo, Lo) (resp. Horn (Eo, Eo))
valued symbol of pseudo-differential operator of order 0, and assume
a(x, ξ)ψ(x, ξ) = ψι(x, ξ)a(x, ξ) outside a bounded subset of U X Rnί. Then

Q(u) > c\\a(x, D)ψ(x, D)u\\2 (u 6 C?(U', V X Lo)) .

Proof. By assumption, a(x, D)ψ(x, D)u = ψλ(x, D)a(x, D)u + Tou for
u e C^(U', JJf x Lo)). Hence our lemma follows from the continuity of ψλ(x, D).

Lemma 2.2. Let ψ(x,ξ) and ψλ(x, ξ) be as in Lemma 2.1, and assume
further that there is a Horn (Lo, V) valued symbol θ(x, ξ) of pseudo-differential
operator of order 1, where V is a vector space, such that a(x, ξ) 0 θ(x, ξ) is a
Horn (Lo, Lo © V) valued elliptic symbol, and such that θ(x, ξ)ψ(x, ξ) = 0
outside a bounded subset of U X Rn~\ Then

Q(u) > c(\\ψ(x, DM,)2 (u € Q(£/ ' , V X Lo)) .

Proof. By our assumption, θ(x, D)ψ(x, D) is an operator of order — oo, so that
U{x,D)ul < c\\(a(x,D)®θ(x, D))ψ(x, D)u\\ + c\\u\\ < c\\a(x,D)ψ(x, D)u\\
+ c\\u\\. Hence by Lemma 2.1 we obtain our inequality.

Lemma 2.3. Let f(x, ξ) be a symbol of pseudo-differential operator of order
0, and assume that Supp / Π π~ιπ(C(A)) is bounded, where π is the projection:
T*M -> M. Then

Q(u) > c(\\f(x, D)u\\λY (u € Q(£/ ' , V X Lo)) .

Proof. We set ψ(x, ξ) = f(x, ξ)ILo> Ψι(χ> f) = K*> f)^0»
 w h e r e I w i t h a n

index is the identity map of the index. Pick a C°° function g(x, ξ), homogenous
of degree 0 for \ξ \ > | , such that

C(A) ΓΊ π~\U) C Supp g , Supp g Π Supp / is bounded.

Set θ(x, ξ) = g(x, ξ)\ξ\ILo Then assumptions in Lemma 2.2 with V = Lo are
satisfied, and hence by Lemma 2.2 we obtain our inequality.

Lemma 2.5. There are Horn (Eo, Eo) valued C°° functions 'p{(x, ξ), 'pλ

2(x, ξ)
of homogenous of order 0 for \ξ \ > \ such that for all (x, ξ) e ty1 outside a
bounded subset of π~ιπ%λ,

, ξ)a(x, ξ) = a(x, ξ)φ, ξ) ,

, ξ)a{x, ξ) = a[x, ξ)pi(x, ξ) .
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Proof. We consider only (x, ξ) e %λ with \ξ | > \. p\{x, ξ) is the projection
into the orthogonal complement of Wλ(x, ξ) which depends differentiably on
(x, ξ) and on which a(x, ξ) is injective. Hence the projection 'p&x, ξ) of EQ into
the image of a(x, ξ)pλ

2(x, ξ) depends differentiably on (x, ξ), and we have

( 8 ) 'pl(x, ξ)a(x, ξ)p&x, ξ) = a(x, ξ)/i(x9 ξ) .

Since pl(x, ξ) and pλ

2(x, ξ) are projections into the sums of different eigen-
subspaces of a(x, ξ)*a(x, ξ), the images of a(x, ξ)pl(x, ξ) and a(x, ξ)pλ

2(x, ξ) are
orthogonal. Therefore γ2(x, ξ)a(x, ξ)pl(x, ξ) = 0 so that (4) and (8) imply that
'pi(x, ξ)a(x, f) = a(x, ξ)(i(x9 f) Since a(x, ξ)pl(x, ξ) = a(x, ξ) - a(x, ξ)pλ

2(x, ξ)
= a(x, ξ) - 'pfcx, ξ)a(x, ξ), ff&x, ξ) = Ix - 'pλ

2(x, ξ) satisfies the first equality.
Lemma 2.6. Let f(x, ξ) be a symbol of pseudo-differential operator of order

0 such that supp f CZ π~ιπ<%λ. Then

Q(u) > cWifiXiDW^D^ul .

Proof. We set ψ(x, ξ) = f (x, ξ)μ&x9 ?), ψx(x9 ξ) = f (*, ξϊp&x, f), and
θ(x, f) = \ξ\(φKx, ξ)pl(x, ξ) θ θ φs(x, ξ)pl(x, f)). Then they satisfy the
conditions in Lemma 2.2 where V is the direct sum of s-copies of EQ. Hence
we have our lemma.

Choose a submanifold Nλ of U transversal to 'Cλ and intersecting fCλ only at
x°. For w in Nλ,w = (w17 - - -,wn_λ) will denote the coordinate of w with
respect to the chart x = (xλ, - - ,xn_1), and similarly for y in Ό. By shrinking
Nλ and rCλ if necessary, we may assume that

Nλ x'Cι3(w,y)-+w + y = (w, + y 1 9 ---9wn_x + y n _ λ ) € U*

is a diffeomorphism onto an open neighborhood Uλ of x°. By means of the
projection in terms of the above direct product structure of Uλ, we often regard
weNλ and y e rCλ as functions w(x) and y(x) of x e Uλ. Thus

(9 ) x = w(x) + y(x) .

To proceed further we assume that π: Cλ —> 'Cλ is bijective. Thus over each
y e ' C there is a unique characteristic ζλ(y) in C ;. Denote by χ(x, ξ) the pro-
jection of ξ into the orthogonal complement of the subspace generated by
?(y(x)). Thus

do) ξ = <caCvW), fX2(yW) + x(χ, f)

By definition χ(x, f) = χ(v(x), f).
Lemmas 2.3 and 2.6 mean that we have enough information for φ(x,D)u

and {ψλ(x,D)ρ\{x,D)}u. It remains to study {φλ(x, D)pl(x, D)}u. We start by
analyzing φλ(x, ξ)a(x, ξ)ρl(x, ξ), where ξ whose direction is close to that of
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ζx(y(x)) matters. In fact, Iff'χOc, ξ) on S u p p ^ can be made as small as we
wish by choosing ψx such that its support is in a very small neighborhood of
C\ So we expand a(x, ξ)ρl(x, ζ) as Taylor series in (w, χ) at (y, (ff(y), fX'OO)-
For the simplicity of notations we suppress x in y(x) and w{x). Thus we have

a(x, ξ)p\(x, f) = <«y), f>Φ + w, ζHy)

χ(v, ξ))pl(y + w, ζ'(y)

where

(12)
a{y,ζKy))p\'(y,ζ\y)) ,

= da(x, ξ)/dxj , a>(x, f) = da(x, ξ)/dξj ,

PΪJ)(x, ξ) = dp\{x, ξ)ldx, , p\Kx, ξ) = dp\{x,

Hx{x, ξ) is of class C°% order 1 for \ξ\> \, and at least order 2 in HΊ, , w,.,

Xv > Xn-u that is, we can write in a neighborhood of Cx

H,{x, ξ) = 2;,-;1.! (flί*(*, f ^ w * + Hf(χ, f)wΛ t(*, ξ)

+ HL\(x,ξ)χj(x,ξ)χt(x,ξ)) .

We regard /'(y) = = /""'GO = 0 when 'C ; = U. We may assume thatt he
expression is valid on Supp ψ\ and set

(15) P(y ;w,χ) = ΣU

so that by (11)

a(x, ξ)pi(χ, ξ) = F\y w<ζJ(y), ξ>, χ(y, ξ))pl(x, ξ)
(16)

+ H1(x,ξ)pl(x,ξ).

Since α(y, ̂ (y))^(y, ζ ; ω ) = 0 and χ(y, ζx(y)) = 0 ,

(17)

Set

(18)

which is a differential operator. By (16) we have

α(

= Fι{ΨKx,D)p\{x,D)}u
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Hence for each 0 < δ < 1

\\a(x,DW(x9D)pi(x,D)}u\\*

= (1

where

Xj(jt, D) =

+ (Hι(x,D){φKx,D)pi(x,D)} + Γo)*

(21) (H^x, D){φKx, D)pl(x, D)} + To)

+ {φKx,D)pl(X,DψF^(H1(x,D){φKx,D)pl(x,D)} + To)

+ (Hί(x,D){φKx,D)pl(x,D)} + TQrF>{φ\x,D)

Denote the homogenous order 2 part of Kλ

δ(x, ξ) by Kλ

δ2(x, ξ). Then

Kλ

n(x, ξ) = ^ ( J C , f)2pί(x, ξ)δF*(y w, χ ) * ^ ^ w, χ)

where

(23) H ' ( X ' f }

+ H1(pc9ξ)*F*(y;w<i;ι(y),ξ>,χ),

which is of at least order 3 in w19 , wn_x, χ15 , χn_lβ Let ^^(JC, f) be the
homogenous part of order 1 in Kλ

δ(x, ξ). To find it, we apply to (20) the formula
for symbols of compositions and adjoint of pseudo-differential operators. By
Lemma 2.3 the terms whose support does not touch C1 U U C S can be
absorbed in Q(u), so that their exact form is not important to us. For example,
derivatives of φλ(x, ξ) is of this type. Also exact form of terms containing δ and
terms containing wό or χό turns out to be not important to us. By examining
terms we find that they are always one of the above types. Thus

(24) K\, = φλ(x, ξ)\δTί(x, ξ) + Ll(x, £)) + Si(x, ξ) ,

where

(25) S u p p S J Π ( C 1 U ••• U C ' ) = 0 .

We note that T[(x, ξ) and L[(x, ξ) are independent of the choice of φx(x, ξ), but
S&x, ξ) is not.

Lemma 2.7. Let ε > 0. Then there is δε such that for any δε > δ > 0 we
can find a constant C ε δ (which also depends on a choice of φλ) such that
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ε(||w||,)2 > (1 - δ)\\Fλ{φKx,D)pl(x,D)}u\

for u e CQ(U, U X Lo), provided that U is sufficiently small and that the

support of ψx is sufficiently close to Cλ.

Proof. Let εx > 0. We may choose U and ψλ such that IM^I on U and

\Xj(y,ξ)\l\ξ\ on S u p p ^ are sufficiently small so that \\φλ(x,D)2L\(x,D)u\\_h <

εγ\\u\\h for uG C~(U, U X Lo). Then

,D)}u,uy\ + ei\\u\\t + \<Sl(x,D)u,u>\

< (δC + ε^lMli + \<Sl(x,D)u9u>\ < (δC + 6 l)||nil* + CQ(u)

by Lemma 2.3. Therefore by (21)

\\a(x,D){φ\x,D)pl(x,D)}uψ + CQ(u) + (δc + ei)\\u\\i

> (1 - δ)\\Fλ{φλ(x,D)pl(x,D)}u\\2 + m<K\2(x

On the other hand Lemmas 2.1 and 2.4 imply that

\\a(x,D){φKx,D)pl(x,D)}u\\ < CxQ(u) .

Thus

(C

Hence it is enough to choose δλ so that ^ c < e, and set ελ = ε — dc. q.e.d.
In view of Lemma 2.7, it may be reasonable to seek conditions under which

> + Cβiu) > -ε\\u\% ,

+ Q(u) > c\\{φKx,D)pl(x,D)}u\\l .

In the remainder of this section we formulate conditions for the first of the
inequality, and those for the second will be discussed in § 3.
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