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D I S C R I M I N A N T OF T H E T A D I V I S O R S A N D 
QUILLEN M E T R I C S 

KEN-ICHI YOSHIKAWA 

Abstrac t 
We show that analytic torsion of smooth theta divisor is represented by a 
Siegel modular form characterizing the Andreotti-Mayer locus. 

1. Introduction 

In the theory of modular forms of one variable, the unique cusp form 
of weight 12 called Jacobi's A-function: 

oo 

(1.1) A(r)=qll(l-q
n)2\ 9 = exp(27m-) 

n = l 

is one of the most important objects. There are several view points to 
see it. From an algebraic view point, it is the discriminant of elliptic 
curves. To be precise, let ET := C/Z © Zr (r G M) be an elliptic curve 
and take its Weierstrass model: y2 = 4a;3 — g2{r)x — g% (r). Jacobi 
discovered the following formula: 

T (1.2) g2(Tr-27g3(rr = (27rY'A 

Namely A(r) is the discriminant of the polynomial 4a;3 — g2(r)x — gz{r). 
From an analytic view point, A(r) is essentially the Ray-Singer an­

alytic torsion. Equipped with the Kahler metric gT = (lmT)~l\dz\2, 
analytic torsion of (the trivial line bundle on) ET is, by definition (Def­
inition 2.1), T(ET) = exp(C|(0)) where 

(1.3) Cr M = (27T)-2* Y, I ( I r r ) |2, 
^—' \rn + nrrs 

(m,n)^(0,0) ' ' 
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is the ^-function of Laplacian. Then, Kronecker's first limit formula 
yields 

(1.4) r ( ^ ) = (2vr) 2 | |A(r) | | - i . 

Here, | | / ( T ) | | 2 := ( Imr) f e | / (T) | 2 is the Peteresson norm. A naive consid­
eration expects that analytic torsion of an Abelian variety might imply 
a higher dimensional analogue of Jacobi's A-function. Unfortunately, it 
is not the case. In fact, Ray-Singer ([25]) showed that analytic torsion 
of an Abelian variety of dimension > 2 equipped with any flat Kahler 
metric is 1. 

The purpose of this article is to show that analytic torsion of the 
theta divisor is represented by a Siegel modular form analogous to Ja­
cobi's A-function. 

Let &g be the Siegel upper half space of genus g > 1. Let AT C C9 

be the lattice defined by 

AT := Z ei © • • • © Z e9 © Z -Q © • • • © Z r9, 

where lfl = (ei, • • • , eg) and 

r = ( n , - - - ,Tg) £6g(ei,Tj e C 9 ) . 

Let AT = Cg IAT be an Abelian variety, and 

GT :={zGAT; 0(Z,T) = 0 } 

its theta divisor where 

(1.5) 9(z, T) := y j exp (7 r i t mrm + 1-Kilmz) 
meZs 

is the theta function. Let Ng := {r G &g; S i n g 0 T ^ 0} be the dis­
criminant locus of theta divisors called Andreotti-Mayer locus. Let 
gT := tdz(lvaT)~ldz be the flat invariant Kahler metric of AT and 
9&T : = 9r\eT its induced Kahler metric on 0 T . 

M a i n T h e o r e m ( T h e o r e m 5.2) . Suppose that g > 1 and QT is 
smooth. Then, T(@T), the analytic torsion of (@T,9QT)> «S represented 
by 

( - l ) 9 + 1 2 

r ( e T ) = | |A ö ( r ) | | te+D> , 
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where A 9 ( r ) is a Siegel cusp form of weight ^9
 2'

9' with zero divisor Ng 

(and with character when g = 2) vanishing at the highest dimensional 

cusp of order (9
12 , and 

\\Ag(T)\\2:=(detImT)ia±2Jd\Ag(T)\2 

its Petersson norm. 

According to Debarre ([9]), Ng consists of two irreducible com­
ponents Onuu^g and N' considered as a divisor on the modular vari­
ety Sp(2g;Z)\<5g, which implies that XgiT)i the product of all even 
theta constants, is a divisor of A 9 ( r ) as in the case of Jacobi's A-
function. Namely, there exists Jg(r), a Siegel modular form of weight 
( s ± | M _ 2^-3(20 + l) with zero divisor N'g, such that 

(1-6) Ag(T)=Xa(r)Jg(r)2. 

Since J9(T) = Cg is a constant for g = 2 ,3 , and J±{T) is the Schot-
tky form which characterizes the Jacobian locus in 6 4 , we know A f l(r) 
explicitly (up to some universal constant) in terms of theta constants 
for g < 5. (For a formula for J±{T), see [16].) We remark that the 
result in Main Theorem was essentially known in the case g = 2 ([6], 
[27]). For any smooth ample divisor on a polarized Abelian variety, its 
analytic torsion is treated in section 5 and 6 in terms of Quillen metrics 
as a generalized version of Main Theorem. Roughly speaking, one can 
compute the Quillen metric via the defining equation of the projective 
dual variety of Abelian varieties relative to the given polarization (The­
orems 5.1, 6.1, 6.3). Although only the principally polarized case is 
treated there, we remark that the same arguments works for arbitrarily 
polarized case. As an example, we discuss the case of | 20 | for Abelian 
surfaces in section 7 where the equation of Kummer's quartic surface 
appears. 

A very interesting problem of finding the field of definition of A f l(r) 
was raised to the author by the referee and several other people. Un­
fortunately, he could not find any answer and leave it to the reader. 
(See Conjecture 6.1.) A ( r ) and A2(r) are eigenfunctions for the Hecke 
operators. Thus, at least as a working hypothesis, it looks worth asking 
if so is A 9 ( T ) when g > 3. 

After finishing the first version of this paper, he knew that Jorgenson 
and Kramer treat related subjects by using Green currents ([17], [18]). 
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A c k n o w l e d g e m e n t 

This work was initiated while the author was staying at the Fourier 
Insti tut . He is grateful to its hospitality. He thanks professors O. De-
barre, J.-P. Demailly, R. Lazarsfeld and C. Mourougane for answering 
his questions. He also thanks the referee and professors H. Gillet and 
C. Soulé for their valuable advices on the earlier version of this article 
which improved section 7, inspired section 6 and corrected many mis­
takes. Finally, his thanks are to professor S. Mukai. Through several 
discussions with him, the author could learn much about the subject. 

2. D e t e r m i n a n t bundles and Quil len metr ics 

In this section, we recall some properties of Quillen metrics which 
will be used later. For the general treatment of Quillen metrics, see [2], 
[26], [11]. 

Let 7T : X —T- S be a proper smooth morphism of Kahler manifolds. 
The determinant bundle X(Ox) is defined by the following formula: 

(2.1) \(Ox) := (g) (det R^Ox)^9 . 
<2>0 

Let gx/s be a Kahler metric on the relative tangent bundle. Namely, it 
is a Hermitian metric on TX/S := ker 7r* such that 9x/s\xt

 1S Kahler 
for any fiber Xt := n~l(t). By the Hodge theory, identify X(Ox)t with 
the determinant of harmonic forms: 

( max \ ( —1) 

f\H<(Xt,Ox,)\ 
/max \ V *•) 

q>0 

where T-L0,q(Xt) stands for the harmonic (0, g)-forms. Since %°'9(X t) 
carries the natural Hermitian structure by the integration of harmonic 
forms, so does X(Ox)t via the identification (2.2). This metric is called 
the I/2-metric of \{öx) relative to gx/s a n d is denoted by || • \\L2. 

Let dt
,q be the ô-Laplacian acting on (0, g)-forms on Xt, and Q ,q(s) 

its spectral zeta function. It is well known that Çt
,q(s) extends to a 

meromorphic function on the whole complex plane and is regular at 
s = 0. 
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Def in i t ion 2 . 1 . The Quillen metric of \(Ox) relative to gx/s is 
defined by 

| | - | | 2
Q ( t ) : = r ( X t ) | | . | | | 2 ( t ) , 

where r(Xt) is the Ray-Singer analytic torsion: 

r(Xt) := H ( d e t ü ? ^ " 1 ) « ' , det D?'« := exp (- f # ' ( * ) ) . 

It is known that || • \\Q is a smooth Hermitian metric on A (Ox) if 
the morphism is smooth. For smooth Kahler morphisms, the curvature 
and anomaly formulas for the Quillen metrics are computed by Bismut-
Gillet-Soulé. 

T h e o r e m 2.1 ([3]). The curvature form of \\ • \\Q is given by 

C l(A(Ox), || • ||Q) = ^(TdiTX/S^x/s))^, 

where a>(p,p> stands for the (p,p)-part of the form a. 

T h e o r e m 2.2 ([3]). Let gx/Sr d'x/s ^e Kühler metrics ofTX/S, 

and || • | | Q , || • \\'Q be the Quillen metrics of \(Ox) relative to gx/S; d'xis 

respectively. Then, 

n*(Td(TX/S;gx/s,g'x/s)) 
(0,0) 

where Td(TX/S;gx/Sid'x/s) *s ^ e Bott-Chern secondary class oj'TX/'S 

relative to the Todd form and gx/s> 9x/s-

Consider the case that the morphism is not smooth. Let S be the 
unit disc and n : X —> S be a proper surjective holomorphic function. 
(n, X, S) is said to be a smoothing of IHS if n is of maximal rank outside 
of finite number of points in XQ. In particular, XQ has only isolated 
hypersurface singularities (IHS) and Xt is smooth for any t ^ 0. 

T h e o r e m 2.3 ([28]). Let (ir,X,S) be a smoothing of IHS which 
is projective over S. Let gx be a Köhler metric of X, and gx/s the 
induced metric on TX/S. Then, \\ • \\Q is a singular Hermitian metric 
whose curvature current is 

ci (A(Ox) , | | • | |Q) = {
{n^2)^(SmgXo)ô0 + ^(Td(TX/S,gx/s)){hl), 
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where n = diva^X/S, 8$ the Dirac measure supported at 0, n(SingXo) 
the total Milnor number, and ir*(Td(TX/S,gx/s)) G tf0C(S) for 
some p > 1. 

We also need Bismut-Lebeau's theorem. (For the general setting, 
see [4].) 

Theorem 2.4 ([4]). Let X be a compact Kahler manifold and 
(y,gY = QX\Y) its smooth hypersurface with induced metric. Let L = 
[Y] be the line bundle defined by Y and sY its canonical section, i.e., 
(SY)O = [Y]. Let h,L = \\ • | | | be a Hermitian metric of L, and gNY/X

 a 

Hermitian metric of NY/X such that it holds on Y, \\dsY\\2
N* ^L = 1, 

where LY := L\Y and dsY G H°(Y,NY,X <g> L). Let \x(L~l), Xx 
and XY be the determinant of cohomologies equipped with the Quillen 
metrics relative to gx,9Y and hL-i. Let a be the canonical element of 
A := Ay <g> A"1 <g> \x(L~l). Then, 

log|k||2Q = - [ TdpX^x^d-H^hL) log PHI 
Jx 

+ yTd- 1 ( iV y / x , 5 W y / x )Td(<S) 

- I Td(TX)R(TX) + f Td(TY)R(TY), 
x Y 

where R is the Gillet-Soulé genus, and Td(£) is the Bott-Chern class 
relative to the Todd genus and the exact sequence of the following Her­
mitian vector bundles 

£:0^ (TY,gY) - • (TX\Y,gx\Y) - • (NY/X,9NY/X) - • 0. 

Since we treat Abelian varieties later, let us summarize the analytic 
torsion of certain line bundles over an Abelian variety. Let A be an 
Abelian variety of dimension g, LO a flat Kahler metric, and (L, h) an 
ample Hermitian line bundle whose Chern form is to. We denote by 
T(A,Lm,u>) the analytic torsion of (Z/m,/i®m) relative to the metric LO. 

Proposition 2.1 ([5], [25]). 

logr(A, U 0 (m = 0), 

(_l)»+i ip(L-»») log ^ g y ( m < 0 ) ? 
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where p(F) := c\(F)9/g\ for a line bundle and p(u>) = vol(A,LO) = 

Proof. The case m > 0 follows from [5, Proposition 4.2], and the 
case m = 0 from [25]. Thus, it is enough to show the case m < 0. Put 
m = —n and n > 0. To compute T(AT, L~n), let 

* : A 0 ' 9 ^ - 1 ) ->• A9'g-q(L) 

be the Hodge *-operator. Since *-operator commutes with the Lapla-
cian; *D°'!l(/> = D^~9*</>, (V</> G A0-«(£"")), D°'!n and D ^ " " have the 
same spectrum. Thus, the spectral zeta functions Ç0,q(s,L~n) of 0£ln 

and Çg'g~q(s,Ln) of D^'f-9 coincide. As the canonical bundle of AT is 
trivial and is flat equipped with u>, we find 

(2.3) Ç°>9(s, L-n) = C^-q(s, Ln) = C^-q(s, Ln), 

which, combined with [5, Proposition 4.2], yields 

logT(AT,L-n,uj) = J2(-l)q+1q j -
q=0 S 

C0'9-q(s,L" 
s=0 

(2.4) =ÉM)'<»-«> é 
q=0 

= (-l)9+1r(A,Ln,u;) 

C°'g-q(s,L-
s=0 

l ) 9 + 1 ^ " ) l o g - ^ 
2 (27r)9p(w) 

where we have used X]q(—l)9C°'9(s)-^n) = 0 in the second equality. 
q.e.d. 

3. Theta functions 

In this section, we collect fundamental facts about the theta function 
and the Siegel modular group without proofs. Details are found in [15], 
[23], [22] and [20]. 

Let &g be the Siegel upper half space of genus g. Let A C C9 x <Sg 

be a family of lattices in Cg defined by 

AT := Z ei © • • • © Z eq © Z n ' 5 ' 
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where lfl = (ei,• • • , eg) and r = (ri, • • • , rfl) G 6 9 . Let 

p : A := C9 x 6 5 /A - • 6 9 

be the universal family of principally polarized Abelian varieties over 
&g whose fiber at r is AT = C9/AT. 

For any m > 1, we define a line bundle on A denoted by Lm(— iv®"1); 
a function / on Cg is a section of Lm>T if and only if, for any k, l G Z9, 

(3.1) / ( s + fc + rZ) = e x p ( - 7 r \ / r ï m * M - 2-n^f-imHz) j{z). 

When m = 1, we write X := Lx. Put £TO = m_ 1Z»/Z9 . For a, 6 G M9, 
let 

0a;&(z, r) = ^ exp (7r\/^î*(n + a)r(n + a) 
(3.2) nez» 

+2vr\/^î t(n + a)(^ + o)) 

be the theta function. For any a G Bm, put öa(r) = 0a := 0aß(mz, TOT). 

Proposition 3.1 ([15, Chap.II], [20, Chap.5], [23, I, Chap.II]). 
For any a G -BTO; 0a G iï0(69,p*Z/TO) and t/îere exists a trivialization as 
ÖQg -module: 

P*Lm = 0 o&g ea. 
a(zBm 

Put 0(z, T) := é>0,o(z, T). Let p : 6 := {>, T) G A; 9(z, r) = 0} -)• 6 5 

be the universal family of theta divisors. Then, L is the line bundle 
defined by the divisor 0 . Let Tg = Sp(2g; Z) be the integral symplectic 
group acting on A as follows: 

(3.3) T(Z,T) = CÌCT+D^Z^AT+B^CT+D)-1), 7 = 

It is known that not every element of Tg preserves L. Following Igusa, 
define 

(3.4) r 9 ( l , 2 ) : = { ( £ ^ e r ^ ^ o E ^ j o E O mod 2 } , 

where XQ = (xijÆij) denotes the diagonal for X = (xij) G M(g, Z). 

A B 
C D 
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Proposition 3.2 ([15, Chap.II], [20, Chap.8]). There exists an 
unitary representation pm : r 9 ( l ,2 ) —> U(Cm9) = U(Vm) such that, for 
any j G r 9 ( l , 2 ) , 

daflimj- z,m^ -T) 

= j(r ,7)2 exp(7T\/^ît2;(CT + JD)"1C2;) ^ uab{j) 9bi0{mz,mT), 
beBm 

where pmij) = (uab(^))atbeBm andj(T,^) = det(Cr + D). In particular, 
r f l(l,2) preserves Lm for any m. 

Define a Hermitian metric hi, on L by 

e\\i(z,r) = hL(e,e)(z, T 
(3.5) 

:= |Ö(z,T)|2exp(-27r tIm^(Imr)-1Imz) 

and also by hBm := nf™1 on Lm. Then, hi is a natural metric in the 
sense that 

(3.6) ci(L,hL) = gT = ——tdz (Imr)-1 dz, 

where the Kahler metric gT is identified with its Kahler form. With 
respect to him and gT, the length of {Oa}aeBm is given by the following 
formula ([15, Chap.II Lemma 7], [20, §4.3, pp.35, §5.4]) 

(3.7) (ea(r), eb(r))L2 = {det(2mlmr)}-Æa6 . 

Remark . Our 6a is different from Kempf's r]c(Æa)(z) ([20, pp.41 
(*)]). To obtain the norm of 6a, we must replace r to vm and choose 
ë = ml g in [20, Theorem 5.9]. 

Concerning the structure of Tg, the following is known. 

Proposition 3.3 ([22]). 

#(iy[Tfl)r9]) 
12 (g = l), 
2 (g = 2), 

1 (g>2). 

Let r ' be a cofinite subgroup of Tg and A(k, x, T') be the space of 
all modular forms of weight k with character x relative to the subgroup 

(3.8) # , x , r ' ) = { / E Ö ( 6 9 ) ; / ( 7 - r ) = ] ( T l 7 f x ( T ) / ( r ) , 7 e r ' } . 
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In particular, an element of Ak(T) := A(k, 1, Tg) is called a Siegel modu­
lar form. The following modular form is important for us. Let a, b G B2. 
The parity of 0a,b is defined by A1 a • b G Z / 2 Z . Set 

(3-9) Xg(r):= ]J o a , 6 (0 ,r) . 
(a,b) even 

It is known that X I ( T ) 8 = 2 8 A ( T ) G ^ 1 2 ^ 1 ) ([12, pp.142]), 
X2{T)2 G A10(T2), and x 9 ( r ) G A 2 9 -2 ( 2 9 + 1 ) ( r g ) for g > 2 ([12, Chap.I, 
3.3 Satz]). Finally, we remark that the function det(Imr) has the fol­
lowing automorphic property: 

(3.10) d e t l m ( 7 - r ) = | j ( r , 7 ) | - 2 d e t l m r . 

4. A m p l e divisors on Abe l ian variet ies and de terminant 
bundles 

Let Vm = O71 whose coordinates are denoted by (ua)aeBm- Let 
{9a}a£Bm be the basis of theta functions as in Proposition 3.1. Associ­
ated to \Lm\, let 0TO be the family of ample divisors on Abelian varieties 
parametrised by F(Vr

TO) x <Sg: 

(4.1) G m : = { ( u , z , T ) G F ( F m ) x A ; J ] ua 6a,o(mz,mT) = 0}. 
a(zBm 

Set 7T = idp(ym) x P '• ^(^m) x ^ ~~̂  ^(^m) x ©g- Its restriction to 6TO 

is also denoted by 7r. The fiber ®m<u,T) =
 K~1(U,T) is a hypersurface 

on AT and all ©TO)(U)T) are members of the same complete linear system 

\-LJm,T\-

Since Q\ = @ and P(Vi) is a point, we obtain the universal family of 
theta divisors when m = 1. Furthermore, let Ng be the Andreotti-Mayer 
locus, i.e., the discriminant of theta divisors: 

(4.2) Ng := {r G 6 5 ; Sing(GT) ^ 0}. 

By Andreotti-Mayer, Beauville, Mumford, Smith-Varley, and finally De-
barre, the following is known. 

Propos i t i on 4.1 ([9]). Ng is a divisor of <5g, consisting of two 
components: 

Ng = 6 null,g + ^Ngi 
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where Qnull,g is the zero divisor of Xg(T) (and N'g = 0 when g = 2,3,). 
There exist proper subvarieties Z\ C 0null,g and %2 C N' such that 

(1) For any r G B null,g ~ %i> S i n g 0 T consists of one A\-singularity, 
i.e., a singularity whose local defining equation is z\ + • • • + Zg = 0. 

(2) For any r G N'g — Z<2, S i n g 0 T consists of two A\-singularities 
which are mutually interchanged by the involution x —> —x. 

In general, let 

(4.3) Vgjm := {(«, r ) G ¥(Vm) x &g; S ingG m , ( u , r ) ^ 0} 

be the discriminant locus of n : 0TO —> P(FTO) x <Sg. Note that Vg>i = 
Ng. Let TJg^m^j- be the fiber at r of the projection pr% : T>g,m —> <Sg. 
Let Hm = öp(-ym)(l). Consider the morphism associated to the linear 
system \pt.Lm\: 

(4.4) $ m := $ b . L m | : A - • P(;p*Lm) =* P(Vm) x &g. 

By the Lefschetz theorem, we know the following. When m = 2, $2 is a 
finite morphism. More precisely, $2(^7-) is isomorphic to the Kummer 
variety AT/{±1} and $2 induces the projection map AT —> AT/ i l on 
each fiber under this identification. When m > 3, $TO is an embedding. 
Since Lm = <b*mHrn, the support of VgìrilìT coincides with that of the 
discriminant locus of the linear system \Hrn\ over Qm(AT). As Hm is 
the restriction of the hyperplane bundle, we get the following (when 
m > 2) by the general theory of Lefschetz pencil ([19, Théorème 2.5.2, 
Proposition 3.2, 3.3]). 

Propos i t i on 4.2. Suppose m > 2. Then, £>5,m is a divisor of 
P(Kn) x &g- There exists a proper subvariety Zgfn C £>5,m such that 
Sing0TO)(-U)T-) consists of A\-singularities for any (U,T) G T>g,m — Zg,m. 
Moreover, T>g,niiT is the projective dual variety of (Qm(AT),Hm) for any 

[U, T) G L>g^m ^g,rn-

Let A ( ö e m ) = ®q>o(det Rqir*ÖQni)(~
l>q be the determinant bun­

dle. By Proposition 3.2, Yg(l,2) acts on T(Vm) via the representation 
Prn '• r 9 ( l , 2) —> U(Vm) and thus on P(FTO) xA. Furthermore it preserves 
0TO, and therefore A ( ö e m ) is endowed with a T 9 ( l , 2)-module structure. 
Put a; := p*uA/&g. 

Propos i t i on 4.3 . When g > 1 and m > 2, there exists an isomor­

phism as Cp(ym)x6 -modules with Tg(l, 2)-action: 

A ( ö e J ( - 1 ) 9 =r9(i,2) de t7r*u; A / e 9 (e m ) . 
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Proof. Let q : P(p*Lm) —> &g be the projection to the second factor. 
Consider the following exact sequence of sheaves over F(Vm) x A: 

(4.5) 0 > Op(ym)xA(-9TO) > Op(ym)xA > ÖQm > 0, 

which, together with the relative Kodaira vanishing theorem, yields 

(4.6) i?V*ö 0 m ^r9(1 )2 ) i?V*öP (ym ) x A ^r9(1 )2 ) q*R*p*0A (i < g-l), 

and 

0 - • i?5-17r,0P(ym)xA -»• R9-\t.Oem 
(4.7) 

Combining (4.5), (4.6) and the Serre duality 

JR
ö7r*0P(ym)xA(-6m) ->• JR

ö7r*0P(yn)xA ->• 0. 

(4.8) i?ö7r*0P(ym)x A(-em) =r9(i,2) (^*^A/&g (©m))V, 

we get 

(4.9) A ( O e J =r9(i,2) 4*A(ÖA) ® (det7r^A /e9 ( O » ) ) ^ . 

Let Xq : /\9-R1p*CA —>• Rqp*öA be the homomorphism induced by the 
cup product of Dolbeaut cohomology groups. Comparing the dimen­
sion, we find that Xq is an isomorphism of öe9-modules with Tg action. 
Therefore, 

/ i \(~1)9 

(4.10) A ( O A ) ^ r 9 0 det / \ Ä ^ O A 
g>0 

Let e = {ei, • • • , eg} be a local frame of Rlp*öA. Fix an order in the 
set of index {J; J = (ji < • • • < Jg)}. Under this order, put 

(4.11) ae(r) := 0 ( / \ e ^ " 1 ) ' G A(0A)T, 
9>0 |J|=Q 

where ej := ejl A ••• A eJg G AqR1pt.OA for J = (ji,--- , jg) . For 
A G GL(<C,g), put j4e := {Aei,--- ,Aeg}. Since A(ÖA) is a line, 
there exists f{A) G C* such that UAe = f(A)cre. As is easily verified, 
/ : GL(<C,g) —> C* is a character and thus there exists k G Z such that 
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f(A) = (det A)k. Put t ing A = xl, we find k = 0. (Here, we use g > 1.) 
In particular, ae does not depend on a choice of frames. Set 

(4.12) l A ( r ) : = a e ( r ) . 

Then, 1A is a Ts-invariant section of A ( Ö A ) . In particular, A ( Ö A ) is 
isomorphic to OQ r 9 -module , and by (4.9), 

(4.13) A(O 0 m ) ( - 1 ) 9 - r 9 ( 1 , 2 ) detir*u>A/&g(Qm). 

q.e.d. 

To see the structure of det7r*WA/e (0m) as a T s ( l , 2)-module, for 
any c G Bm, we denote by Uc := {[u] G F(Vr

TO); uc ^ 0} the open subset 
of P(Vr

m) which form a covering of P(FTO); P(Vr
m) = {JceBm

 Uc- Then, 
for any (i t ,r) GUC x <5g, 

(4.14) j M A d z i A - A & p 
^6esm

 ubub aeBn 

is a C-basis of H°(AT,Q9(log Qm^UjT^)). Pu t 

„ /i 

(4.15) SC(U,T):= A c a &iA--A(iz9 

aeBm ^beBm Wh 

for a generator of det H°(AT, Q9(log0TO)(U)T))) when (W,T) G ZYC x 6 9 . 
Then, s c generates det 7T*U;A/6 (©m) over Ucx©g. For u J with | J | = m 5 , 
define o,j on each Wc x <Sg by 

(4.16) aj\Ucxeg(u,T) :=—^sc = uJ • A = — dziA---Adzg. 
uc oeBm LbeBm

 ubVb 

Then, o,j\UcX&g = oj\Udx&g over UcnUdx &g for any c,d £ Bm, and 
crj becomes a global section, i.e., 

a j G H°(F(Vm)x&g, det ^ ^ A / e , , (©m^-

Put t ing J c = (0, • • • , m 5 , • • • ,0) (the c-th factor is mg and all the other 

factors vanish) in (4.16), we find that 

sc G H°(F(Vm) x 6 5 , d e t 7 r ^ A / 6 9 ( 0 m ) ) -

As sc has no zero on Uc x <Sg, we get the following. 
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Propos i t i on 4.4. When g > 1 and m > 2, {a,j}\j\=mg generates 
det 7T*U;A/6 ( 6 m ) . Namely, the natural map 

®aeBmOip(vm)xegvj ->• det 7r*o;A/e9 (@m) 

is surjective. 

When m = 1, we get the following. 

Propos i t i on 4.5. When g > I, there exists an isomorphism as 
O&g-modules with r 9 ( l , 2)-action: 

A ( ö e ) = r 9 ( i , 2 ) A ( ö A ) W - 1 ) 9 . 

7n particular, X(OQ) has the following canonical section: 

ae : = 1A (8> (cfei A • • • A ( i ^ ) ^ - 1 ^ . 

Proof. When m = 1, the exact sequence (4.7) splits and the iso­
morphism (4.6) also holds for i = g — 1 which implies the assertion. 
q.e.d. 

5. A m p l e divisors on Abe l ian variet ies and Quil len metr ics 

Let p : A —> <Sg be the universal family of p.p.a.v., p : 0 —> &g the 
universal family of theta divisors, and n : Qm —> F(Vr

TO) x <5g the family 
of divisors associated to \Lm\ as before. Let 

TA/eg :=kerp,, 

r e / e 9 : = k e r p » | r e 

and 
TQm/¥(Vm)xeg:=kerTT, 

be their relative tangent bundles. Clearly T@/&g and T@m/¥(Vm) x <5g 

are subbundles of TA/<5g. Let 

9A/6g \AT = tdz{lvciT)~1dz, 

9&l&g '•= 9A/6g | T 0 / S 9 ) 
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and 
9&m/P(Vm)xGg

 : = 9A/Sg lTG m /P(y m )x6 9 

be Hermitian metrics on T A / 6 9 , T&/eg and T&m/F(Vm) x &g which 
are invariant under the action of Yg (resp. T s(l , 2)). Their restriction to 
each fiber is denoted by ÇAT, geT and gem ,u T)- Let || • \\Q be the Quillen 

metric of A(Oem)^_1^ relative to gem/p(ym)xGg when m > 1 and to 
ÇQ/Q when m = 1. By Propositions 4.4 and 4.5, it is enough to know 
the Quillen norms for all oj (m > 2) and a© (m = 1) to understand 

II • I I Q -

Theorem 5.1. Suppose g > 1 and m > 2. There exist 

Ag,m(.U,T) G 0(eg)[Ua]aeBm, 

a homogeneous polynomial in u-variables of degree mg • (g + 1)! with 
coefficients in ö(&g), and a character 

Xg,m:rg(l,2)^U(C)=S1 

such that: 

(1) For any 7 G r 9 ( l ,2 ) and (U,T) G F(Vm) x 6 9 , 

A , , m ( 7 • u, 7 • r) = X 9 ,m(7) j (r , 7 ) K s + 3 ) ^ A9,m(«, r ) , 

(%> For any J (\J\ = m?) and (U,T) G F(Vm) x 6 9 ; 

( 9 - l ) m 9 

A 9 , m ( « , T ) ^ W 

(3j In tÄe sense of divisor on IP(V ĵ) X &g; div(Ag;TO) — T)g,rn-

\VJ\?Q{UIT) = ( d e t I m r ) 2(9+1) 
U J 

Theorem 5.2. Let T ( 0 T ) 6e the Ray-Singer analytic torsion of the 
smooth theta divisor {@T-,geT) of dimension g — 1(> 1). Then, there 
exists a Siegel cusp form A9(r) of weight a

 2'
9' with zero divisor Ng 

which vanishes at the highest dimensional cusp of order (9
12 '' such that 

( _ i ) g + i 2 

r ( e T ) = ||A5(r)| | te+D> . 

For the proof of Theorems 5.1 and 5.2, we need several propositions. 
Assume g > 1 in the sequel. 
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Let G G Herm_|_(g) be a positive definite Hermitian matrix of type 
(9,9), and go '•= tdzGdz a flat metric of W := C9 associated to G. 
The identity matrix is denoted by lg. Let P ( j y v ) be the projective 
space of hyperplanes of W, and E be the universal vector bundle of 
rank g — I over P(VKV). Namely, for [a] G F(WV), E^ is a hyperplane 
on W corresponding to [a]. Consider the following exact sequence of 
vector bundles over F(WV): 

(5.1) 0 —> E —>WV = C —> N = Wy/E —> 0. 

Note that N = Op^wv^(l). Let 9E,G '•= 9G\E be the induced metric on 
E. 

Propos i t i on 5 .1 . 

/ Td(E; gE,ig, gE,G) = y ' ™ ' log det G. 
v(w^) 2(0 + 1)! 

Proof. Put H = log G and gt := gexp(tH) f ° r the one-parameter 
family of metrics connecting g\ and go- Its restriction to E is denoted 
by QE,t- Let Wv = E @t E^ be the orthogonal decomposition of Wv 

relative to gt- Let g^,t be the metric of N via the identification N with 
E^-. Corresponding to this splitting, H G End(VKv) can be written as 
follows: 

/c o\ TT - fH^(t) HMt) 
M \H2i(t) H22(t) 

where H~n(t) G End(-E). Since <?£•,< (i>i, 1*2) = 9ig(^
xP{tH)vi,V2) for any 

i>i,i>2 G E, we get 

d 

(5-3) g-y—gEt = H11. 

Let RE,Ì be the curvature of (E,gE,t), and put c\(Et) := -^TTREJ- By 
the Bott-Chern formula ([7, Proposition 3.15]), we find 

f1 d / i d 
(5.4) Td(E;gE,o,gE,i)= I dt — Td l—RE,t + egËy Jf9E,t 

Let At be the second fundamental form of the exact sequence (5.1) 
relative to gt- As (Wv,gt) is flat, by the Gauss-Codazzi equation ([21, 
Chap.I, (6.12)] and [28, (2.7)]), we obtain 

(5.5) RE,t = A*tAAt, RNit = Atf\A*t, Tr RÏt = -Rk 
N,f> 
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where RNJ is the curvature of (iV, g^t) . Put c\(Nt) := ^i?jv,t- Let 
Tdfc(-) be the homogeneous part of degree k of the Todd polynomial. 
Then, there exists a polynomial F(x\, • • • ,xg-i) G Q[x] such that, for 
any X e M(g-l,C), 

(5.6) Tdg(X) = F(TrX,--- J r l 9 " 1 ) . 

By (5.3-6), we have 

[Td(E;gEì0,gEìl)]<s-h9-i) 

"9-1 

/ 
o 

/ ' 
o 

dt 

dt 

dF 
^ i a ^ ( c i ( Ê t ) ' ' " ' C l ( i î t ) 9 " 1 ) T r ( f f l l ( ^ A Ê ' t ) J " 1 ) 

j = l 3 

-1 ,9-1) 

9 - 1 9 F 

2TT 

f 
o 

dt 
9 - 1 dF 

( 9 - 1 , 9 - 1 ) 

( 9 - 1 , 9 - 1 ) 

X)j^ : ( - c i ( JVt ) , - " , - c i ( JVt ) 9 - 1 ) c i ( iV t y ' - 2 A—A t HuA t * 
j = l 3 

where 

(5.8) Ti(HnR^tRE,t) = -R-N)t • AtHnA*t = TrH u 

for j = 1 in the second and the third equality of (5.7). Since Hn(t) is 
a Hermitian matrix, we can write, by an appropriate choice of a frame 
at p, 

Pi 

(5.9) Hn(t,p) 

Pg-l 

with some pi,--- ,pg-i G K- Let ^ = (a\,--- ,ag-\) be the second 
fundamental form. Let c(g) be the constant which depends only on g 
such that 

(5.10) 
i=2 

9a; 
x9-1)^-2 

c(g), 

xs-

where h(x)\xg is the coefficient of x9 for h(x) G C[[a;]]. Since R N,t 
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Y,ai Adi by (5.5), we get 

(5.11) 

5 - 1 BF 

£^(-Cl(iv t),---, OX-, 
j=2 •? 

• 5 - 1 
I 

2^ 

-Cg-xiNtïïaiNtY-2 A AtHuAÌ 

v-2 9-i 

(5-1,5-1) 

i=l 
5-1 

c(g) — ^2 ai A a,i A ^ ^Pia'i A ai 

0 - 1 

9 - 1 OF 
1 (5-1,5-1) 

£>•£:<-*<* 
i=2 

* ; ? • • • ) c5_1(7Vt))c1(7Vt i - 1 

Separating the summation of the third equality of (5.7) into that for 
j = 1 and for j > 2, and substituting (5.8) and (5.11) respectively, we 
get 

I ßTp 

= / TrHu(t) — (Cl(Et),--- MEt)9-1)^ 
o ox i 

OF 

3=2 ] 

(5.12) 

(c1(Et),---,c1(Ety-1)c1(Ety-1dt 

-l-f'TrHnit)^-
g - i o de e=0 

F(x+(g-l)e,(x + e)2,--- , (x + e)^ 1 ) x=ci(£t) (ft 

^ / TrHnmd'iRE^-^-^dt 
- l o 
1 Z 1 

—TrH / Td'(i2 i î)*)a '~1,s~1)di 
- 1 o 

l— ! H22(t)Td,(RE,t)^-1^-1Ut, 
- l o 

9-L o 

g 

9-i- o 

where Td'(RE,t) •= | | e = 0 Td(e l ,_i + ±RE,t) 
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Put f{x) := x~l - e~x{l - e~x)-1. As Td_1(a;) = (1 - e'^x'1, we 
get 

(5.13) Td-VH*? • /(0) - /(s)}|x.-i = (~1^1^(f)!~
 1}-

Using (5.5), we can show that Td(^REtt)Td(ci(Nt)) = 1 (cf. [28, 
(2.8)]) which, together with [5, Proposition 4.4] and (5.13), yields 

Td\RE,t) = Td (J^RE,?) Tr/ (J^RE,^J 

(5.14) = Td-HcimHg • /(0) - f(ci(Nt))} 

2(9 + i)! C l W • 

Comparing (5.12) and (5.14) leads to 

^d{E;gEfl,gE,i) 
p(wv) 

= oVTn? TlH- fdt I H22(t)Cl{NfyA . 
2(5 + 1)! o p(iyv) 

Let us compute H22(t). In the sequel, identify W = Wy = C9. For 

(5.16) £ z = { ü e C 9 ; ^ n Ä = 0}. 
i = l 

Since gt(u,v) = lu exp(tH)v, we find Ê f- = C exp(—tH)z. By a suit­
able choice of coordinates, we may assume 

Gz =(AiZi,--- , A9zfl), 

(5.17) HZ=(lJ,lZl,--- ,/J,gZg), 

Xi =exp(/ij). 

In above coordinates, 

(5.18) H22(t) = g-N]t • | ^ > t = ^ f ^ f f • 
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Put Wi := exp( — 7}ßit)zi and LOpg-i := ^ddlog ^ \iVi\2. From (5.15) 
and (5.18), it follows that 

Td{E;gEfl,gEjl) 
P(yv) 

2(0 + 1)! o P9-1 E L i H 

= -, \ , Trff, 
2 ( 5 + l ) ! 

which, combined with Tr _ff = log det G, yields the assertion. q.e.d. 

L e t 9G,om/P(vm)xeg
 b e t l i e induced metric on T@m/F(Vm) x &g by 

the constant metric gG = tdzGdz on TA/<5g where G G Herm + (g) . 
Let || • | |Q J G be the Quillen metric of A(O 0 m ) relative to #G,em/P(vm)x69; 
its restriction to each fiber is denoted by qn G , N • Remember that 
|| • IIQ is the Quillen metric of A(ö©m) relative to the invariant metric 
gT = tdz{hnr)~ldz of AT (see the beginning of this section). 

Propos i t i on 5.2. 

II • \\Q , , {-l)9(g-l)m9 
log-—T^J—(r) = — — logde t lmr . |2 

>J-9 
2(5 + 1) 

Proof. Let f : 0TO)(U)T) —>• P(V^) be the Gauss map: 

(5.20) v : e m ) ( U ) T ) 3 « — • ( r e m , ( U ) T ) ) z G P (F m ) , 

which is a finite covering with mapping degree mag\. By definition, 

(5.21) Crem,(u, r),<7G)emi(UiT)) = v*(E,gEtG), 

which, together with Theorem 2.2 and Proposition 5.2, implies 

Il - I I 2 r ~ 
log 2 ° ' % , T ) = / u*Td(E;gE,lg,gEiG) 

II ' HC,!!, ©m,(ti,r) 

(5-22) = degz, / Td(E;gE>lg,gE,G) 
P(vm) 

( _ l ) 9 + l ( 5 _ l ) m 9 
= 2(g + l) l 0 g d e t G -

The assertion follows from (5.22) by putt ing G = ( I m r ) " 1 . q.e.d. 
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Let 

ETO := {x G eTO; x G SingG(U)T), ir{x) = {U,T)} 

be the singular locus of 

IT : e m - • F(ym) x eg. 

Thus, £>5,m = 7r(Sm). 

Proposition 5.3 ([28, Proposition 2.1]). Outside of ETO; £/ie 
following holds: 

[Td(TGm/P(Fm) x 6fl,<7i9)em/P(vm)x69)](9'9) = 0. 

In particular, one has 

[7T,Td(rem/P(Fm) x 69 ,5 l 9 ;em /p(ym)x69)] ( 1 '1 ) = 0 

overF(Vm)x<Sg\Vgtm and its trivial extension to P(FTO) x(55 is smooth. 

Proof of Theorem 5.1. Let 

a J G ^ o ( P ( F m ) x 6 5 , A ( O 0 m ) ( - 1 ) 9 ) 

be the same as in (4.16). As is easily verified, 

libilo i (g-i)'»g Ikjllo 
(5.23) Fm(u,T):= , ^ s = ( d e t l m r ) W) \ ^ R 

\uJ \z \uJ \z 

is a function on V^ x <5g independent of a choice of index J. (Note 
that (—l)9 does not enter into (5.23) because we consider A(Ö0m)(-1)9 

rather than A(ö©m).) For any 7 G T s(l ,2), we get 

(5.24) 1 -oj = de t pm • 
Pmiri) -uJ 

• 0 " . / 

( l , 2 )^End(Sym r (F m ) ) 

and 
det/9m : r 5 ( l ,2 ) - • t/(detFm) = [7(C) 



94 KEN-ICHI YOSHIKAWA 

are the induced representation from that of Proposition 3.2. Since || • \\Q 
is invariant under the action of r 9 ( l , 2), it follows from (3.7), (5.23) and 
(5.24) that 

(g-i)mS ih • aj\\% 
F m ( 7 - i t , 7 - r ) = ( d e t l m ( 7 - r ) ) 2(»+1» w 

(5.25) m \~Pm{l)-uJ? 

= \j(r,7)\-^
m9Fm(u,T). 

Let 
c : S = {t G C; \t\ < 1} B t -)• («( t ) , r ( t ) ) G P(Vr

m) x 6 5 

be an arbitrary holomorphic curve which intersects £>5,m transversally 
at i = 0, and ( U ( 0 ) , T ( 0 ) ) is a generic point of £>5,m in the sense of 
Proposition 4.2, i.e., (u(0),r(0)) G Vg, 

,m ~ Zg,m- Applying Theorems 
2.1, 2.3 and Proposition 5.3 to the family S Xp(vm)x& ©m? we get 

, 26Ì Fm(u(t),T(t)) = mult(u(0) )T(o))^,m • log \t\2 + i/>(t), 

tß(t) G C°°(S) 

which, combined with Proposition 5.3 and the argument in [2, Proposi­
tion 10.2], yields the following equation of currents over Vm x <Sg: 

(5.27) ^Bdlog Fm(u,T) = — L - n * Æ m = T - ^ Æn* 
2ir '" (5 + 1)! u^m (9 + 1)! n*x> g,m 

where IT : (Vm — {0}) x 6 9 - > ^(Vm) x <Sg is the natural projection, and 
ÆE> is the current corresponding to the integration along Vg,m. Since 
Vm x <Sg is a Stein manifold diffeomorphic to the Euclidean space, there 
exists a holomorphic function Ag>m(u,T) G 0(Vm x @fl) such that 

(5.28) \Ag,m(U,T)\2 = Fm(u,T)-^+iy-. 

As P 0 TO)T is a projective hypersurface, A 9 ; T O ( - , T ) must be its defining 
homogeneous polynomial because Fm(u,r) is a homogeneous function 
in M-variable. Pu t 

(5.29) X9,m(7,«,T) := Tg+3ygs.m9 • 
j ( r , 7 ) 2 Ag,m(u,T) 

By (5.25) and (5.28), \xg,m{l,u,T)\ = 1 for any (i t ,r) É K» X 6 S and 
thus Xs,m(7,^i~) = Xg,m(7) f o r s o m e Xg,m(7) G ^ ( Q - Since j ( r , 7 ) is 
an automorphic factor, Xg,m '• ^ ( 1 , 2 ) —> U(C) is a character, which 
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together with (5.29) implies Theorem 5.1 (1). Theorem 5.1 (3) follows 
from (5.27) and (5.28). Since 

(5.30) U II2 ( g - l ) m 9 

(de t lmr ) 2<9+1> 
Ag>m(u,T)(9 + W 

by (5.23) and (5.28), we obtain Theorem 5.1 (2). q.e.d. 

Proof of Theorem 5.2. In the same way as the proof of Theorem 
5.1, there exists a modular form A f l(r) G A{ 
that 

(fl+3)-g! X , r 9 ( l , 2 ) ) such 

(5.31) Felici 
( - l ) g ( g - l ) 2 ( - l ) 9 + 1 

(de t lmr ) 2(»+!) |A f l(r) | (»+1)1 

At first, let us verify that A f l(r) is a modular form with respect to the 
full Siegel modular group Tg. For 7 G r 9 , put 

(5.32) <£-> 
A g (7 • 

., , (9+3)-g! A 

As is easily verified, 0 7 ( T ) depends only on [7] G r f l / r f l ( l , 2 ) . Further­
more, for any g G T 9 ( l , 2 ) , </>7(g • r ) ^ 7 9 V Since Ng is invariant 
under the action of Tg, 0 7 is a plurisubharmonic function over @g with­
out any zero and pole. Therefore, if A(aj[7]) is an elementary symmet­
ric polynomial of {^[7]}[7]er9(i,2)\r9, M<f>ty](T)) i s a T 9 ( l , 2)-invariant 
plurisubharmonic function on <5g and thus descends to a plurisubhar-
monic function on @ f l / r f l ( l ,2) . As g > 1, A((f>^(j)) extends to the 
Satake compactification ([13]) and should be a constant. In particular, 
any (/>7(r) is a constant. Pu t 

(5.33) xirr) 
A 5 ( 7 - T ) 

. , , (g+3)-g! 
j ( r , 7 ) 2 A s 

As before, x : T s —)• C x is a character which coincides with x restricted 
to r f l ( l , 2 ) . It is a [/(C)-character, because r f l / r f l ( l , 2 ) is finite. From 
Proposition 3.3, it follows that x = 1 when g > 2 and x = ± 1 when 
g = 2 which shows that A 9 ( r ) is a Siegel modular form relative to Tg 

(with character when g = 2). By Mumford's formula ([24, Theorem 
2.10]), it is immediate that A f l(r) vanishes at the highest dimensional 
cusp of order iä±Dl 

12 
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Let us compute the L2-norm of CTG- Let %Q,l{AT) be the space of 
harmonic (0, l)-forms on AT. Identify U°'l{AT) ^ Hx(ATi 0AT) and let 
w i , - " ,Wj be a basis of %Q,l{AT) such that fA dz\ A • • • A dzg AwjA 
• • • A tug = 1, i.e., 

(5.34) 

For I 

Lü\ A • • • A LO„ 
i\g dz\ A • • • A dzq 

2 det Imr 

(il,--- ,ip) put ui := ujh A ••• AWjp and w ^ := \j\=q0Ji G 

d e t f f 0 ' ^ ) . Since 1A <g> (dzi A ••• A ^ ( - ^ ( T ) = » ^ ( w ^ ) ) ^ 1 ) * 
and ci(LT) is cohomologous to SQT, we get the assertion by combining 
Definition 2.1, (5.31) and the following: 

log ||cr0||?2 

(5.35) 

9-1 

q=0 

9-1 

£(-l)*log 
</=0 

det w / A w j A c i f l , ) 9 " 9 " 1 

det w/AwjAci(LT)9"« 

= (-l)9log(det2Im-r). q.e.d. 

Remark. It is worth noting that Theorem 2.4 yields the following 
integral representation fromula for Af l(r): 

log|A5(r) |2 

= / E c^LrY A Kci(HTy log Hdölß | e 0LT 
Q • . AT< T (5.36) ° T i+j=9-l 

+ / log | |ö | | i T Ci(X r )»- ö ! logdetImr + C(g), 

where C\{HT) = 2^ôôlog tz(Imr)z is the Fubini-Study form of F 5 _ 1 , 
C(g) a constant depending only on g and vT : 0 T —> Fg~l is the Gauss 
map. Note that the formula (5.36) for g = 1 implies Faltings's formula 
([10]): 

(5.37) / log| |0(^T)| |£TCi(LT)=log|A(T)|a 
ET 

where A(r) is the Jacobi's A-function. 
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6. Pro jec t ive dual i ty and s tructure of A 9 ] m (« , r ) 

Throughout this section, let us assume g > 1. By Theorem 5.1, 
there exists a holomorphic function fjir) G ö(&g) for any J ( |J | = 
mg • (g + 1)!) such that 

(6.1) Ag,m(U,T) = Y,fj(r)nJ. 
J 

Among all the elements of Bm, there exists a special one 0. We write 
u = (ito, it') where it' = (ita), a G _BTO\{0}. Under this notation, JQ : = 

(m3 • {g + 1)!, 0, • • • ,0) satisfies uJ° = u™9 ' ( s + 1 ) ! . Since both Ag(r) and 

TO(it, r ) have an ambiguity of complex numbers of modulus one, we 
impose them the condition that A S ( T O ) > 0 and / J 0 ( T O ) > 0 at some 
TO G &g. 

T h e o r e m 6 . 1 . For any r G &g, 

fj0(
T) = f(m9.(g+l)l,0,-,0)(l 

9S'-mS
 A , x T O 9 

m 2 A m r . 

Proof. To relate J4T and AmT, let / i m be the isogeny of Abelian 
varieties defined by /zm : AT 3 [z] —> [mz] G Amr whose kernel is iso­
morphic to ( Z / m Z ) 9 . Thus, /zm : ^4T —>• J4TOT is an unramified covering 
of mapping degree mg. Let Omj((i;o),T) be the divisor on AT defined 
by ©m,((i,0),T) = {z G AT; 0(mz,mT) = 0}. By definition, it is clear 
that OTO,((I,O),T) = ßm1&mr and /zm : 6T O , ( ( I , 0) ,T) ->• 9mr is an unrami­
fied covering of degree m 5 where 0TOT is the theta divisor of AmT. By 
Proposition 3.1, 0O_(T) := 0(mz,mT) is a global section of L™ := I,®"1 

m 

which is equipped with the Hermitian metric defined by (3.5). It is easy 
to verify the following: 

H*m0{-,mT) = 9O_(T), 
m 

(6-2) ß*m(LmT,hLmT) = (Lfm,hLrn)i 

ßmOrnr = m 9TI 

where gT = tdz(liaiT)~ldz is the Kahler metric of AT. Pu t N' := 
JV6m 0 T)/AT

 a n d N '•= ^emT/AmT which are equipped with the Her­
mitian metrics g^> and g^ such that 

(6.3) ||d0£ (r)fN,_^L-m = 1, l l ^ - . m r ) ! ! 2 ^ , , EE 1 
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on 0TO)((i)o),r) a n d ®mr respectively. Let 

B'T : o -• rem)((1)0))T) -^TAT^N'^O 

and 
BmT : 0 - • T G m r - • T , 4 m r -)• TV - • 0 

be the exact sequences of Hermitian vector bundles whose metrics are 
(9r\em m 0) r ) , 9 T , 9N>) and ( # m r | e m T , 9mr,9N) respectively. Since dOo. (r) 
= ß^do^rnr), it follows from (6.2), (6.3) and also the formula of Bott-
Chern classes ([3, I, Theorem 1.29]) that 

(6.4) ß*m(NmT,gNmT) = (K,gN,), T d ( £ ' r ) = ^nTd(SmT). 

Similarly, it follows from (6.2) and (6.4) that 

T d " {L~m, hL-m) = / 4 j T d ~ {L~lT,hL-iT), 

(6.5) log | |ö i (T) | | 2_ m = ^ l o g | | Ö ( - , m r ) | | 2 _ 1 , 

Tà-\N>\gN,) = ^Td-1 (N,gN). 

According to the embeddings i' : ©TO,((i,o),r) ^ AT and % : @mT "—>• -AmT, 
let 

A r : = A e m , ( ( 1 , 0 ) , T ) ® A ^ > A A r ( L ; r a ) 

and 

A m r := A 0 m r ® \-A
l
mT ® XAmALr1) 

be the determinant lines. Let a' G Â . and a G ATOT be their canonical 
elements. By Theorem 2.4 together with (6.4) and (6.5), we get 

(6.6) log | | C T ' | | ^ ) Q = deg(/im) log |k | |^ m T ; Q = m9 log \\a\\lmT 

Put 

Q-

(6.7) 

Since 

i 
Imr 2 0ao(mz,m,T 

det 2m exp27rm*Im2;(ImT) 1Ini2; 

dz\ A • • • A dzq. 
% 9 

OUT) = CT,g, *(6adZl A • • • A dZg), 

where CT;9 is a constant, * the Hodge *-operator, and 

{6adzi A • • • A dzg}aeBm 
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a basis of H°(ATÌKAT <8> L™), we find that {#*(r)}ae.Bm are harmonic 
representatives of H9(AT,L^n

1
T). By (3.7), we get 

{ôafldZi A • • • A dZg,6*b{T)) = Ôab, 

(6.8) / 2 \ - £ 
(ö:(r),ö6*(r))L2= d e t - I m r <Jo6) TO 

rO where (•,•) is the natural paring between H°(AT,KAT <8> £™) and 
H°(AT,L-]T). Since H°(AT,W(logQmÀ{lfi)>T))) and H°(AT,KAT ®L™) 
are identified via the map ®ö_o_, i.e., 

®ö_o. : -jr-dzi A • • • A efe9 —> 9adz\ A • • • A (fe5 

(note that ö_o_ is the defining section of 0((I,O),T))> it follows from (4.15) 

and Proposition 4.5 that a' and a are represented as follows: 

(6.9) (CT') ( - 1 ) 9 =s0®l~A
1®ar-m, a{-1'>9 = a(~1)9 ® I',1 ®aT-i, 

where UQ is the section as in Proposition 4.5 and 

n 
SO{T) = f\ j-dzih---/\dzgi 

a£Bm 

(6.10) 

wl 

(6. 

B> 

lich, 

H ) 

aL-m 

(Jj-l 

together with (6.8), 

I U II2 / 
\\aL-m\\L2 -

Proposition 2.1 we obt 

= A 0a(r), 
a£Bm 

=9t H , 
1 

yields 

2 v 
det — I m r 

m 
ain 

iogr(Ar,L;m)=(-iy+ 

•mß 
2 

1m
9 

~2~ 

m9 

log-

m 9 il 

m9 

(2ir)9 

\\2mS 
T-1 7"2 • 

l o g r ( A m r , 0 = ( - l ) ö + i _ log ^ - , 

which, together with (6.11), implies 

fa 10\ Il uH-1)9 (-l)ggmg ||2m9(-l)9 

(6.13) ||aL_m ||Q
l = m 2 K ^ J Q 

file:////2mS
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Since | | 1A T | |Q
 = 1 by Proposition 2.1, it follows from (6.6) and (6.9) 

that 

1 II ' l l 2 ( - 1 ) 9 1 II l l 2 ( - l ) 9 , i II l l 2 ( - l ) 9 

= m 9 ( l o g | | a 0 m r | | | + l o g | | a L - i r | | Q ( " 1 ) 9 ) 

9 1 II l l 2 ( - 1 ) 9 

= my log <7 i 

which, together with (6.13), gives on II Il2 i n | | 2 ( - 1 ) 9 , n n | | 2 ( - 1 ) 9 
7TlS l o g | | c r e m T | | Q = l o g | | « 0 | | Q ' + l o g | | C T L - m | | c j 

(6.15) -m 9 log | | (T L - i r | | Q
l 2 ( - l ) 9 

i ll l | 2 ( - l ) 9 , i (-i)ggma 

log ||so||Q + l o g m 2 

So 

/ > i c \ ( - i ) g g m 9 H | | 2 ( - 1 ) 9 M / M12m» 

(6.16) m 2 | |S o | | ^ > = \\ae(mT)\\z
Q

m , 

and by Theorems 5.1 and 5.2 we get 

llaollj j = ( d e t l m r ) W) | / J o ( T ) | (9+D< , 
(6.17) 

( - 1 ) 9 ( 9 - 1 ) ( - l ) g + 1 2 

||cr0(rriT)||Q = (de t lm(mr ) ) 2<»+1) | A 9 ( m r ) | (S+1)1 

which, combined with (6.16), yields 
( - l ) g g m 9 ( - l ) g ( 9 - l ) m 9 ( - 1 ) 9 + 1 2 

m 2 (de t lmr ) 2<g+!> | / J 0 ( T ) | (g+i)1 

( - i ) g ( g - i ) ( - i ) g + i 2 ~i m9 

(de t lm(mr) ) 2(g+!> |A„(mr) | <g+1>! 

(6.18) 
( - l ) g g ( g - l ) m g ( - l ) g ( 9 - l ) m 9 

= m 2<g+1) (de t lm(mr) ) 2<»+1) 

• |A f l (mr ) | <g+1)! . 

Eliminating the power ^7 j ^ , from (6.18), we obtain 

(6.19) m-^is+iy. | / j o ( T ) | 2 = m-***^?. \Ag(mr)\2m9, 

and therefore 

I J- / \ | 2 9(9 + l)mg | _ g ( g - l ) m g | M 2 m » 

(620) I / J O ( T ) I 2 2 l A 9 ( m T ) r 
= m 9 - 9 ! m 9 |A ö (mT) | 2 m 9 , 
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which, together with the normalization condition, yields the assertion. 
q.e.d. 

Let Ai(<5g) be the field of meromorphic functions over <Sg. Define a 

polynomial AS ) T O(u,r) G M.(&g)[ua]aeBm arid a meromorphic function 

FJ(T) G A4(&g) by the following formulas: 

(6_2i) m 2 A s ( m T ) m J^Jo 

FJ(V 
fj0(rY 

Although J'J(T) is determined up to complex numbers of modulus one, 
FJ(T) is uniquely determined. To study the structure of AS)TO(u, r ) , we 
need the following theorem due to Mumford. 

In the sequel, we always assume that m is even and > 4. Let 

$ m , T : AT 3 z ->• (Ö a ( raz ,mT)) a e ß m G F(F m ) 

be the embedding associated to the complete linear system |I/TO)T| as 
in (4.4). Let Xa (a G Bm) be the homogeneous coordinates of F(Vr

TO) 
corresponding to 6a. 

T h e o r e m 6.2 ([23, III , Cor. 10.13]) . The homogeneous ideal 
defining $m!T(AT) in P(FTO) is generated by the following equations: For 
any a, b, a', b' G ^ Z ö / Z ö with a + b = a' + b' mod Iß and any d G ; ^ Z 9

; 
i 
2 c G \lßjlß, 

= W^si^ri) Qa+d+71,0(0,mr) 6b+d+n$(0, 

• ^s(c,T])Xal+riXb,+ri J , 

where s(c,r]) := (—1) (2cH2,7) and 77 rims over | Z Ö / Z 9 . 

m r 
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Let k := Q(9afl(0,mT)6bfl(0,m,T))aibeBm be the field of fractions 
of the ring Z[0ajo(O,mT)0(,;o(O,mT)]aj&e£m which is a proper subfield 
of M.(©g). Consider the variety Am in P™9 defined by the equations 
of Theorem 6.2. Let Ay

m be the projective dual variety of Am in F™9. 
Then, Ay

m is a hypersurface on (P™ ) v . Let (ua)aeBm be the coordinates 
o f ( P f ) v d u a l t o ( X a ) a e ß m . 

T h e o r e m 6.3. AS)TO(u, r ) G A;[ua]aesm «s t/îe unique defining equa­
tion of Am which is monic in the variable uo-

Proof. Let ^ ( I ^ T ) G A;[ua]aesm be the unique defining equation of 
Aw

m which is monic in the variable uo- Let Z be a proper subvariety of 
6 9 such that both ^(U^T) and A s ( m r ) are regular over C"1 x (<Sg\Z). 
By definition, for r G <5g\Z, \I/(it, r ) is the unique defining equation of 
the projective dual variety of $TO(J4T) which is monic in the variable 
uo. Since T>g,niiT in §4 is the projective dual variety of ^m(AT), it 
follows from Theorem 5.1 (3) and Theorem 6.1 that AS)TO(u, r ) is also a 
defining equation of this variety which is monic in the variable UQ. By 
the uniqueness of such polynomials, we find ^(U,T) = AS)TO(u, r ) for 
any r G &g\Z. This prove the assertion. q.e.d. 

Since the ideal of relations among {öa,o(0, mr)Ö6jo(0, rnT)}afi^Bm are 
known when m is even and m > 6 ([23, III, Theorem 10.14 b)]), it is, in 
principle, possible to write down the explicit formula for AS)TO(u, r ) in 
these cases, though it is quite hard in general. In this sense, we know 
the structure of AS)TO(u, r ) up to that of A f l ( r ) . In view of the cases of 
small genus (g < 5), we conjecture the following. (A related question is 
also raised by Mumford ([24, pp.349]).) 

Conjecture 6 .1 . There exists a constant Cg such that C ~ 1 A s ( r ) 
belongs to the ring Z[0aj&(O, T ) Ö C ^ ( 0 , T)]ajb,c,deB2j

 an^ a^ ^ e Fourier co­
eÆcients o / C ~ 1 A 9 ( r ) belong to Q. 

As C'z G Q(TT, e^ '--1-') (see Theorem 7.2) and e^ ' _ 1 ' comes from the 
Gillet-Soulé genus ([26, Chap.VIII, 1.2]), it does not seem to be very 
strange to expect Cg G Q(ir, e^ (_ 1) , • • • , e^ (1~3>) for general g > 1. 

Remark . By Igusa's theorem [15, Chap.V, Theorem 9 and Corol­
lary], considering the case m = 4, we know that A f l(r) belongs to the 
normalization of the ring R := C [0a,o(O, 4T)0&JO(O, 4r)]a)(,eB4. As i? is 
not integrally closed in general, it is not clear even if A 9 ( r ) G i?. (Note 
that 0a ;o(0,4r) (a G -B4) is a Q-linear combination of {0a,&(O, T)}a^eB2 

by [23, I, Chap.II, Proposition 1.3].) 
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7. A n expl ic i t formula for A 2 , 2 ( W , T ) 

Let p : A —> &2 be the universal family of Abelian surfaces and 
n : 02 —> F 3 x ©2 the family of curves associated to the complete linear 
system |I/2| = | 26 | over A as in section 5. Let AT be the Abelian surface 
and 

$|20| : Ar 3 z 

(7.1) ( 0 I O O O ( 2 * , 2 T ) : 0 I I O O ( 2 * , 2 T ) : 0 o i o o (2 s ,2 r ) 

: 00000 ( 2 ^ , 2 T ) ) G F 3 

be the morphism associated to the linear system |20 | . Let w = (x, y, z, t) 
be the coordinates of C4 and u = (uo,ui,U2,uz) its dual. (As we refer 
to Hudson's book ([14]), the order of coordinates is different from that 
in the previous section.) We often identify C4 and its dual. Pu t 

F(W,T) 

(7.2) 

A(T)(x4 + y4 + z4 + t4) 

+ B(T)(XH2 + y2z2) + C(T)(yH2 + z2x2) 

+ D(r)(z2t2 + x2y2) + 2E{r)xyzt. 

Then, KT := {w G F3;F(W,T) = 0} is a Kummer's quartic surface 
with 16 nodes as its singular set, and <&|20 : AT —> KT coincides with 
the double covering map AT —> ATj ± 1 (cf. [14, §53, §103]) where 
A(T), B(T),C(T), D(T), E(T) are modular forms defined by 

(7.3) 

(7.4) 

(7.5) 

(7.6) 

Mr) 
B(T) 

C(T) 

D(r) 

E(r) 

= («2Æ2 _ ^ 2 ) ^ 2 _ 72 a2 ) ( 72Æ2 _ a2ß2)i 

= (/3
4 + 74 - « 4 - ÆA)(ß2Æ2 - 7 V ) ( 7

2 Æ 2 - a2ß2) 
= (74 + «4 _ ß4 _ Æ^^Æ2 _ ß*j*)tfÆ2 _ ^ 2 ) 

= ( a4 + ßA _ y _ Æ±){a2Æ2 _ ß212){ß2Æ2 _ ^ 2 ) 

= aßjÆ(Æ2 + a2 - ß2 - j2)(Æ2 + ß2-j2- a2) 

(7.7) x(Æ2
+1

2 
a ß2)(a2 + ß2-72-Æ2), 

(7.8) 

(7.9) 

« ( T ) : = 0 Ì O O O ( O , 2 T ) 

7 ( r ) : = ö 0 i 0 0 (0 ,2 r ) 

/ 3 ( T ) : = O Ì Ì 0 0 ( 0 , 2 T ) , 

ÆKT):=ÖOOOO(0,2T). 

We remark that our definition of A(T), B(T),C(T), D(T), E(T) is 
slightly different from that of Hudson [14, §53] because we use a homo­
geneous polynomial to write the defining equation of Kummer's surface 
though Hudson uses an inhomogeneous one. 
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On KT acts the Heisenberg group H2,2 = (Z /2Z) 4 generated by the 
following projective transformations: 

(7.10) a i : ( u 0 , u i , u 2 , u 3 ) ->• ( i t 2 ,«3 ,«o,«i ) , 

(7.11) CT2 : ( u 0 , u i , u 2 , u 3 ) ->• ( i t i ,« 0 ,«3 ,«2) , 

(7.12) CT3 : ( u 0 , u i , u 2 , u 3 ) ->• (it0, «1 , -1*2 , -^3) , 

(7.13) CT4 : ( u 0 , u i , u 2 , u 3 ) ->• ( U O , - U I , U 2 , - M 3 ) . 

For er G #2,2, put 

(«o,«i ,«2>*4) := cr • (u0,ui,U2,u3). 

Since i?2,2 acts transitively on SingKT , we get 

SingifT = {{a(rY : /3(r)CT : 7(r) f f : ^ D W 2 > 2 -

Put 

(7.14) G ( « , r ) : = f ] (a ( r ) f f « 0 + ß^Ym + T W ^ + Æ(r)<J«3). 

T h e o r e m 7.1. There exists a constant 6*2,2 independent of («, r ) 

A2 ,2 (« ,T)=C2 ,2 i ? (« ,T ) 2 G(« ,T) . 

Proof. Pu t 

ifu := {it> G P ; uo^ + «1« + «2-2 + «3* = 0}, 

CU)T := KTnHu and 9„ , T := $^@|(CU)T). By Theorem 5.1, A 2 , 2 (« , r ) = 
0 if and only if 0 U ; T is singular, and thus CU)T is singular. Let D\ and 
D2 be the hypersurface of P 3 x 62 such that (u, r ) G Di iff SingCU)T G 
KT\Singi ;fT and («, r ) G D2 iff CU)T passes through SingKT . If (it, T) is 
a generic point of D\, since CT has only one node (which is different from 
SingKT), S ing0 U ) T consists of two nodes because 3>|2©| : ©«,T

 —> CT is 
an unramified double cover of Cu<r. If («, r ) is a generic point of D2, 
CU)T has only one node at one of 16 nodes of KT, and ®U,T has only one 
node at some 2-torsion point of AT. Thus we get the following equation 
of divisors: 

(7.15) (A2)2)o = 2Di + D2, 
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where D\ and D<2 are the closures of D\ and D2. Clearly, D2 = (G% by 
definition. Suppose that (U,T) is a generic point of D\. Then, CU>T has 
only one node, say o 0 SingKT . Let (x,y,z) be the local coordinates 
of P 3 around o, (p(x, y,z) = 0 be the local defining equation of KT at 
o, and ip(x,y,z) that of Hu. Since o is a smooth point of KT, we may 
assume that (p(x, y, z) = x. Then, the local equation of CU)T at o G KT 

is of the form ip(0, y, z) = ay2 + òyz + cz2 + 0(3) = 0 because (CU)T, o) 
is a node. (Here 0(3) means the terms of order > 3.) As Hu is also 
smooth at o, dip/dx(0) 7̂  0. Thus, there exists some A / 0 such that 
(f)(x, y, z) — \ip(x, y, z) = 0(2) which implies that Hu is the tangent plane 
of KT at o. Therefore, u belongs to the projective dual of KT. As KT 

is self-dual ([14, §96]), it follows that D\ D (F)Q which, together with 
(7.15), yields the theorem because both A2,2 and F2 • G have degree 24 
in u-variables and weight 20. q.e.d. 

Propos i t i on 7.1. 

F ( ( 1 , 0 ) , T ) 2 G ( ( 1 , 0 ) , T ) = X 2 ( 2 T ) 4 . 

Proof. For simplicity, put I{T) := F((0,1), \)2 G((0,1), \). By The­
orem 6.1 and the fact that A2(r) = C<iXi{T)i there exists a constant c 

such that I(T) = CX2(T)4:- Consider the family r(t) = ] where 

T G M and t G C is a small number. Pu t 

0a6(T-):=0ai(O,T). 
2 2 

Then, 

X I W = ÖOO(T)ÖIO(T)Ö0I(T) 

by definition. Since 

a ( r ( 0 ) / 2 ) = 7 ( r ( 0 ) / 2 ) = ö o o ( r ) ö i o ( r ) , 

/ 3 ( r ( 0 ) / 2 ) = Ö 1 0 ( r ) 2 , 

^ ( T ( 0 ) / 2 ) = Öoo(r)2, 

9,2 | t=o{öHoo(r(t))öoooo(r(t)) - ö i 0 0 0 ( r ( t ) ) ö o | o o ( r ( t ) ) } 

(7.16) = - 7 r 2 X l ( ^ ) 4 , 

X i ( ^ r ) 2
 = 2 X I ( T ) Ö 0 1 ( T ) 3 , ÖOO(T)4 = Ö 1 0 ( T ) 4 + Ö 0 I ( T ) 4 , 
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(7.17) 

we get 

t-i-0 t4 

= { 0 O O ( T ) 2 M T ) 2 M T ) 4 } 4 

X{2ÖOO(T)2Ö1O(T)2}2{ÖOO(T)4Ö10(T)4}4 

x {^|t=o{öii00(r(t))öoooo(r(t)) 

-öiooo(^W)ö0ioo(^W)}}2 

= 16TT4XI(T)32. 

Similarly, 

X2(r(t))4
 2 4 ^ \* 

(7.18) Ho t4 } i m A A V ^ = X l ( T ) 2 4 ö t | t = 0 ö U U ( 0 , T ( t ) ) 
2 2 2 2 

= 1 6 7 T 4 x i ( r ) 3 2 . 

(See Appendix for the proofs of (7.16), (7.17), and (7.18).) Comparing 
(7.17) and (7.18) yields the assertion, q.e.d. 

Theorem 7.2. Let Ç{s) be the Riemann zeta function. Then, 

A 2 ( r ) = 2 - 2 2
7 r - 1 V ^ ( - 1 ) X 2 ( T ) . 

Proof. Let r(t) be the same as in the proof of Proposition 7.1. Let 
At be the Abelian surface with period (12 , r(i)) and @t its theta divisor. 
When t = 0,AQ = ETxET and G0 = ET x {±±1} + {±±1} x £ T in the 
sense of divisor on AQ where ET is the elliptic curve with period (1, r ) . 
Put Ei := ET x {i±^} and £ 2 := l 1 ^ } x £ r . Let S be the small disc 
centered at 0. Let n : A —> S be the family of Abelian surfaces such that 
7T_1(t) = At, and n : 0 —> S the degenerating family of curves of genus 
2 such that 7r_1(t) = Qf Let CTG be the same section of X(OQ) over S 
as in Proposition 4.5. Let OET '•= 1 <8> dz be an element of X(ET) under 
the identification HX(ET, 0ET)V = H°(ET,Ü1

ET). Then, there exists a 
natural identification UQ(0) = CTE^CT^. Let gT(t)

 = tdz(IvaT(t))~ldzbe 
the metric of TA/S and QQ/S the induced metric on TQ/S. Let || • ||Q 
be the Quillen metric relative to these Kahler metrics. By Bismut's 
theorem ([1, Théorème 3]), we get 

(7 19) l^l°g ll°"e^llQ + e l o g "*"2 ~ l o g^ a £ l II« ' 11^2IIQ)} 
= -4C'(-1) , 
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where 

l/l2 

(7-20) ||t||2 = —^—-?. v ' " " 47r2(Imr)2 

(If zi denotes the coordinate of E\ centered at ^4jr-, then we know 

7T (21,22) = zi%2 + 77— + 0{t2) 
ITTI 

a r o u n d E : = S i n g 0 o a n d 

ÖV(o) = ( I m T ) _ 1 ( | d 2 ; i | 2 + \dz2\
2). 

T h u s , B i s m u t ' s cond i t ion t h a t 

2 

is an isometry is equivalent to (7.20) and ||<i27r|s|| = 1.) Since 

(7.21) 
l o g | k e ( t ) | | | = ^ l o g d e t l m r ( t ) - ^ log |C 2 X2(r ( t ) ) | 2 , 

tog \\°Ei \?Q = -T log |Ci A ( r ) 

6 

and x i ( r ) = 2 A ( r ) s , it follows from (7.18-21) that 

We(t)\\2
Q\\t\\* 

lim- 9 9 

,. (de t lmr( t ) ) 
= hm 

( 3 

^ 0 | C 2 X 2 ( r ( t ) ) | 3 (27r)3(Imr)3 
IdA(r) 

(7.22) Cf 

Ci 
2-KC2 

2" 8 Ci 

— lim 
i t->o 

t A ( r ) 

X2(r(t)) 

2" 8 Xi(r ) 
2TTXI(T)8 

3 , - 4 C ' ( - l ) 

(2TT) 2C 2 

As Ci = (2TT)- 1 2 by (1.4), we get C2 = 2-8(27r)-1 4e1 2<^-1) . q.e.d. 
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Corollary 7.1. C2,2 = 2 - 8 0 7r - 5 6 e 4 8 ^- 1 ) . 

Proof. Theorems 6.1, 7.1, 7.2 and Proposition 7.1 lead to 

(7.23) C2 2 = A 2 . 2 ( ( 1 , 0 ) , T ) = 8C4 = ^so^-se^-i). 
1 ' ' X2(2r)4 2 

q.e.d. 

Appendix. Proofs of (7.16), (7.17) and (7.18) 

Proof of (7.16). The third formula of (7.16) follows from [8, Chap.4, 
pp.104, (31)]. Since 

(Al) M ^ ) 2 = 20oo(r)0io(r), ÖOO(| )ÖOI( | ) = M ^ ) 2 

by [8, Chap.4, p. 104, (24)], we get the second formula. (Note that our 
notation of theta functions and of [8, Chap.4] are related by 0oo = $3? 
#10 = $2, and 001 = $4-) Let us prove the first formula. For simplicity, we 

(T t 
write 9aia2b1b2 instead of öa^a^^^ {o-iM G {0,1}). Put r(i) = 

2 2 2 2 t T 

as in the proof of Proposition 7.1. It follows from definition (cf. (3.2)) 
that 

(A.2) 

0OOOO(O,T(*)) = J Z exp7ri[r(n2+ n | ) + 2tnin2], 
ni,n2eZ 

öiooo(0,r(t))= Y1 exP7Ti[T{(mi + - ) 2 + nl} + 2t(mi + - )n 2 ] , 
mi,n2GZ 

öoioo(0,r(t))= J2 exp7ri[T{n2 + (m2 + - ) 2 } + 2tni(m2 + - ) ] , 
ni,ni2& 

öiioo(0,r(t))= ^ exP7ri[r{(mi + - ) 2 + (m2 + - ) 2 } 
mi,rri2£Z 

+ 2*(mi + -)(m2 + -)]. 
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Therefore, we get 

ÖiiooÖoooo = Yl e xP f i H ( m i + 2 )2 + n i + (m2 + 2 ^2 + n2Ì 
. , , . mi m2 I,-
(A.3) +2t (mim 2 + n i n 2 + — + — + - ) 

öioooöoioo = ^ e x p ^ ^ { ( m i + 2 )2 + n i + (m2 + 9 ^ + n^} 

(A.4) +2 t (min 2 + nim2 + y + —)} 

and 

(A.7) 

3 t |t=oönooöoooo 
mi m2 1>2 

2 2 4 j 

1 1 

2 V - i m i m 2 

47T 2_Jym\m2 + nin2 + — + — + 

(A.5) • exp7ri[T{(mi + ^ ) 2 + n2 + (m2 + - ) 2 + n2,}], 

<9+ |t=oöiooo$oioo 

47T2 ^ ( m i n 2 + nim2 + — + n\ n2 2 

2 2 

(A.6) • exp7ri[T{(mi + -f + n\ + (m2 + - ) 2 + n2,}]. 

Since 

mi m2 1 o 
(mim2 + nin2 + — + — + - ) 

- (min2 + nim2 + — + —) 

= (mi + m + - ) (m2 + n2 + - ) 

• (mi - m + - ) (m2 - n2 + - ) 
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it follows from (A.5) and (A.6) that 

(A.8) 

dt |t=o(öiioo$oooo ~~ ^IOOO^OIOO) 

47T2 ^ ( m i + m + - ) ( m 2 + n 2 + - ) 

(mi - n i + - ) ( m 2 - n 2 + - ) 

exp ni[T{(mi + - ) 2 + n 2 + (m2 + - ) 2 + n |}] 

47T2 ^ ( m i + m + - ) ( m 2 + n 2 + - ) 

• (mi - m + - ) ( m 2 - n 2 + - ) 

T 1 1 
exp 7ri[-{(mi + - + n i ) 2 + (mi + - - n i ) 2 

47T2 E (m + n + - ) ( r a — n + - ) 

m.nGZ 

4TT" 

7TÌT I n 
• e x p — { ( m + n + - ) 

+ (m - n + - ) 2 } 

k,leZ,k=l(2) 

•exp7rir{(A; + - ) 2 + (/ + - ) 2 } 1 

Since 

E (fc + ^ + \)exp™r^ + ^)2 + (* + ^)2} 
fc,«ez,fe=/(2) 

= ÏÏ E (fc + ïï)C + b «P*M(* + i)2 + (I + i)2} 
k,leZ,k=l(2) 
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\ E (-*-i + |)(i + | 

eWniT{(-k-l + ^)2 + (l + ^)2} 

±£(-l)*+'(fc + ±)(J + ì) 
(A.9) 

2 
k,iei 

•exp7riT{(A; + - ) 2 + (l + - ) 2 } 

= H ^ ( " 1 ) n + 1 ( n + ̂ )exp7rîT(n+^)2 
nez 

= 5{-^,<o,r»' = ix .M' , 
where we have used [23, I, Chap.I, Prop. 13.1] to get the last equality, it 
follows from (A.8) that 

(A. 10) dt |t=o(öiioo$oooo ~~ #iooo#oioo) = ~7T Xi(^) • 

q.e.d. 

Proof of (7.17). For simplicity, put a(t) := a ( ^ ) = 6>iooo, ß{t) • = 

ß(% = 01100, 7(<) := 7 ( I f 1 ) = 00100, and S(t) := ô(% = 0OOOO-
Then by (A.2) we obtain that 

(A.ll) a(0)=öoo(r)öio(r), /3(0) = 0 l o(r)2 , 

(A.12) 7(O)=0oo(r)öio(r), £(0) = 0OO(T)2, 

which yield 

a2(0)62(0) - /32(0)7
2(0) = 0 O O ( T ) 6 M T ) 2 - 0oo(r)20io(r)6 

= 0OO(T) 20IO(T) 2(0OO(T) 4-0IO(T) 4) 

= M T ) 2 M T ) 2 M T ) 4 

= X I ( T ) 2 0 O I ( T ) 2 , 

where we have used the third formula of (7.16) to get the third equality, 
and similarly 

(A.14) 72(0)£2(0) - /32(0)a2(0) = X I (T ) 2 0OI (T) 2 , 

(A.15) ß(0)S(0) + 7(0)a(0) = 20OO(T)201 O(T)2 , 

(A.16) a(0)/3(0)7(0)^(0) =0OO(T) 40IO(T) 4 . 
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Since I(T) = C A 2 ( r ) 4 by Theorem 6.1 and A2(r) vanishes of order one 
along N<2 = {r G ©2; TI 2 = T21 = 0} by Theorem 5.2, we find that 
ß(t)S(t) - j(t)a{t) = 0{t2) as t ->• 0. Since F ( ( l , 0), T) = A(r ) by (7.2) 
and 

(A17) G(( l , 0), 1 ^ ) = (a(0)/3(0)7(0)£(0))4 

by (7.14), it follows from (7.3) and (A.11-16) that 

t-i-0 t4 

= { a ( 0 ) 2 ^ ( 0 ) 2 - / 3 ( 0 ) 2 7 ( 0 ) 2 } 2 

• { 7 ( 0 ) 2 ^ ( 0 ) 2 - a ( 0 ) 2 / 3 ( 0 ) 2 } 2 

• { ^ ^ ^ ( O H O ) } 2 . ^ ^ ^ ; ^ ^ ^ 2 

• «(0)4/3(0)47(0)4^(0)4 

= { X I ( T ) 2 Ö O I ( T ) 2 } 2 { X I ( T ) 2 Ö O I ( T ) 2 } 2 { 2 Ö O O ( T ) 2 Ö 1 0 ( T ) 2 } 2 

(A.18) • {-dt |t=o(önooöoooo — Ö1000Ö0100)} 

• { Ö O O ( T ) 4 Ö 1 0 ( T ) 4 } 4 

= ( X I ( T ) 2 M T ) 2 ) 4 ( 2 M T ) 2 M T ) 2 ) 2 

• ( Y X I ( ^ ) 4 ) 2 ( Ö O O ( T ) 4 Ö 1 0 ( T ) 4 ) 4 

= - 4 Xi( r ) 1 6 X 1 (^ ) 8 öoo( r ) 1 2 ö 1 0 ( r ) 1 2 

= 2 V X i ( r ) 3 2 , 

where we have used the first formula of (7.16) to get the third equality, 
and the second of (7.16) to get the last one. q.e.d. 

Proof of (7.18). As is easily verified, even theta constants of genus 

2 consist of the following: 

(A19) #oooo? ̂ 1000) 00100) ^ ° 0 1 0 ' ^oooi? #1100? #0011, ^looi) 0oiiO) O n u . 

Since 

(A20) öO l O 2 6 l 6 2(0,r(0)) =ö a i 6 l (0 ,T )ö a 2 6 2 (0 ,T ) , 
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by (A.19) and the definition of Xi (i = 1)2) we obtain that 

(A21) } i m ^ ^ = Xi(rf • dt\t=00nn(0,T(t)). 
t->o t 

As 

(A.22) 

o r n i (0 , r ( i ) ) 

= E (-l)fc+l+1 expm[T{(k + \f + (l + b2} 
k,i& 

by definition (cf. (3.2)), it follows from (A.9) that 

3|t=o0iin(O, r ( t ) ) 

= _2mj2(-i)k+l(k + ì)(z + \) 
(A.23) fc>^z 

= - 2 T T Ì X I ( T ) 2 , 

which, together with (A.21), yields 

(A24) i i m » M = _2„Xl(Tf. 
t-s>o t 
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