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#### Abstract

In a graph, vertices that are more central are often placed at the intersection of geodesics between other pairs of vertices. This model can be applied to organizational networks, where we assume the flow of information follows shortest paths of communication and there is a required action (i.e., signature or approval) by each person located on these paths. The number of actions a person must perform is linked to both the topology of the network as well as their location within it. The number of expected actions that a person must perform can be quantified by betweenness centrality. The betweenness centrality of a vertex $v$ is the ratio of shortest paths between all other pairs of vertices $u$ and $w$ in which $v$ appears to the total number of shortest paths from $u$ to $w$. We precisely compute the betweenness centrality for vertices in several families of graphs motivated by different organizational networks.


## 1. Introduction

In a graph, vertices with higher centrality are often placed at the intersection of geodesics between other pairs of vertices. This model can be applied to organizational and social networks, where we assume the flow of information follows shortest paths of communication and there is a required action (i.e., signature or approval) by each person located on these paths.

A simple organizational structure can be designed using a binary tree. An example is shown in Figure 1.

We consider this structure where the CEO oversees a "left wing" and a "right wing". We first note the employees (E1, E2, E3, and E4) do not have to perform any actions, as they are on the periphery. The CEO will have to perform actions on any correspondence between people in different wings, for a total of 18 possible actions. Vice presidents VP1 and VP2 will have to perform actions on the correspondence between the two employees under them as well as correspondences between their two
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Figure 1. A binary tree organizational structure.
employees and anyone else in the company. This is a total of $2(1 \times 1)+2(2 \times 4)=18$ actions. Ironically, in this model, which would appear at first to distribute the work according to rank, the VPs actually have to perform as many actions as the CEO.

We next consider a ternary tree model where each person (except for the employees) oversees three people; see Figure 2. This slight change puts the most amount of work in the hands of the CEO. The CEO has to perform 96 actions, while each of the VPs perform 60 actions, and again the employees are not responsible for any actions.

The determination of the number actions is more complicated if the network contains cycles, since there can be multiple shortest paths, which can be used with equal probability. For our next example we will use the organizational network shown in Figure 3.

Consider the number of actions that B must make. Person B acts on communication between persons A and D and D and A. However A and D could choose to route their correspondence through person C rather than B . So B will only appear on half of the four shortest paths between A and D and D and A. (We will consider these paths to be equally likely to be followed.) Thus the total number of expected


Figure 2. A ternary tree model.


Figure 3. A network with a cycle.
actions by person B is 2, which is the same, by symmetry, for persons A, C, and D. This creates a balance of actions over every employee.

The expected number of actions can be quantified by betweenness centrality. This concept was introduced in [Freeman 1977] in the context of social networks. This concept has appeared frequently in both network and neuroscience literature [Brandes et al. 2016; Bullmore and Sporns 2009; Freeman et al. 1991; Guye et al. 2010; Pandit et al. 2013; White and Borgatti 1994]. The betweenness centrality of graphs was computed for various families of graphs including complete bipartite graphs, Cartesian products, wheel graphs, cocktail party graphs, ladder graphs, and cycles [Kumar and Balakrishnan 2016; Kumar et al. 2014].

In this paper, we determine the betweenness centrality for several other families of graphs motivated by organizational networks.

We first give some background with some elementary results.
Definition 1. The betweenness centrality of a vertex $v$, denoted $\mathrm{bc}(v)$, measures the frequency at which $v$ appears on a shortest path between two other distinct vertices $x$ and $y$. Let $\sigma_{x y}$ be the number of shortest paths between distinct vertices $x$ and $y$, and let $\sigma_{x y}(v)$ be the number of shortest paths between $x$ and $y$ that contain $v$. Then

$$
\mathrm{bc}(v)=\sum_{x, y} \frac{\sigma_{x y}(v)}{\sigma_{x y}}
$$

(for all distinct vertices $x$ and $y$ ).
In our first lemma, we restate an elementary result on the lower and upper bounds of the betweenness centrality of a vertex. This was found by Gago et al. [2012] and Grassi et al. [2009].

Lemma 2. For a given graph $G$ with $n$ vertices, $0 \leq \operatorname{bc}(v) \leq(n-1)(n-2)$ for all vertices $v$ in $G$. Furthermore these bounds are tight.

It is clear that if a vertex has a betweenness centrality of zero, it means that the vertex is likely to be less vital to the network than a vertex with a higher betweenness centrality. Gago et al. [2012] and Grassi et al. [2009] provided a classification for vertices to have a betweenness centrality of zero. We restate this as our next lemma. We recall that the closed neighborhood of a vertex is the subgraph induced by a vertex and its neighbors.

Lemma 3. Given a vertex $v$, we have $\mathrm{bc}(v)=0$ if and only if the closed neighborhood of $v$ forms a complete subgraph.

## 2. Betweenness centrality

We now investigate the betweenness centralities of vertices in several families of graphs, including star-like graphs, $k$-ary trees, complete multipartite graphs, and powers of paths and cycles. The following lemma can be implicitly found in [White and Borgatti 1994].

Lemma 4. Let $P_{n}$ be a path on vertices $v_{1}, v_{2}, \ldots, v_{n}$. Then $\mathrm{bc}\left(v_{i}\right)=2(i-1)(n-i)$.
Next we investigate complete multipartite graphs, making a small extension of known results for complete bipartite graphs [Kumar et al. 2014]. The complete multipartite graph $K_{n_{1}, n_{2}, \ldots, n_{t}}$ for $t \geq 2$ is the graph where the vertex set is partitioned into $t$ partite sets $V_{1}, V_{2}, \ldots, V_{t}$ such that $\left|V_{i}\right|=n_{i}$ for each $1 \leq i \leq t$ and $u v$ is an edge if and only if $u$ and $v$ belong to different partite sets.

In an application with personnel, people are divided into different groups where there are no direct connections among people in the same group, but there are direct connections between each pair of people in different groups. We give an example of a graph in Figure 4 where there are three vertices in one part, four in a second part, and five in a third part. This graph is denoted by $K_{3,4,5}$. The vertices with the highest betweenness centrality will be in the part of size 3 (since there will be the largest number of shortest paths routed through them) and the vertices with the


Figure 4. The complete multipartite graph $K_{3,4,5}$. The lines indicate that every vertex in one part is adjacent to every vertex in a different part.
lowest betweenness centrality will be in the part of size 5 (since they will have the smallest number of shortest paths routed through them). We explore this problem for the general class in our next lemma.

Lemma 5. Let $G$ be the complete multipartite graph $K_{n_{1}, n_{2}, \ldots, n_{t}}$ where the vertices in part $i$ are $v_{i, 1}, v_{i, 2}, \ldots, v_{i, n_{i}}$ for all $1 \leq i \leq t$. Then for all $1 \leq j \leq n_{i}$.

$$
\operatorname{bc}\left(v_{i, j}\right)=\sum_{k=1, k \neq i}^{t} \frac{\binom{n_{k}}{2}}{\sum_{r=1, r \neq k}^{t} n_{r}}
$$

Proof. We will compute bc $\left(v_{i, j}\right)$. Consider the shortest paths between vertices $v_{x, y}$ and $v_{x, z}$. We first determine the total number of shortest paths that contain $v_{i, j}$. Let $V_{1}, V_{2}, \ldots, V_{t}$ represent the partite sets $K_{n_{1}, n_{2}, \ldots, n_{t}}$. To determine the total number of shortest paths containing $v_{i, j}$ we count the number of pairs of distinct vertices in each part $A_{k}$ where $k \neq i$, and divide by the number of vertices in $V(G)-A_{i}$. $\square$
2.1. Complete and balanced $\boldsymbol{k}$-ary trees. In a complete and balanced binary trees, there is a root vertex that is adjacent to exactly two other vertices. These vertices then have two "children" vertices. Let $k \geq 2$. A balanced $k$-ary with $t$ levels will have $k^{i}$ vertices at the $i$-th level for all $0 \leq i \leq t-1$. We generalize the class of trees found in the Introduction to include $k$-ary trees. Here there is a root vertex that has $k$ neighbors and each of these $k$ neighbors have $k$ children. In balanced $k$-ary trees with $t$ levels there will be $k^{i}$ vertices at the $i$-th level for all $0 \leq i \leq t-1$.

We next determine the betweenness centrality of vertices in a $k$-ary tree.
Theorem 6. Let $G$ be a complete and balanced $k$-ary tree with levels $0,1, \ldots, t-1$. Let $v_{j}$ be a vertex on level $j$. Then

$$
\mathrm{bc}\left(v_{j}\right)=-\frac{k^{t-j-1}-1}{(k-1)^{2}}\left(k-k^{t+1}-k^{t-j}+k^{t-j-1}+k^{t-j+1}-1\right) .
$$

Proof. Consider a complete and balanced $k$-ary tree with levels $0,1, \ldots, t-1$. This tree will have $1+k+k^{2}+\cdots+k^{t-1}=\left(k^{t}-1\right) /(k-1)$ vertices. We note that vertices in the same level will have the same betweenness centrality, so we will use $v_{i}$ to denote a vertex on level $i$. Note that vertex $v_{j}$ has $k$ sets of $\left(k^{t-j}-1\right) /(k-1)$ vertices beneath it. The paths that pass through $v_{j}$ will either go between vertices beneath $v_{j}$ in different subparts, or between any of these vertices and other vertices in the graph besides $v_{j}$. Hence

$$
\begin{aligned}
\operatorname{bc}\left(v_{j}\right)= & \left(\frac{k^{t-(j+1)}-1}{k-1}\right)(k-1)\left(\frac{k^{t-(j+1)}-1}{k-1}\right) \\
& +k\left(\frac{k^{t-(j+1)}-1}{k-1}\right)\left(\frac{k^{t}-1}{k-1}-k\left(\frac{k^{t-(j+1)}-1}{k-1}\right)-1\right) \\
= & -\frac{k^{t-j-1}-1}{(k-1)^{2}}\left(k-k^{t+1}-k^{t-j}+k^{t-j-1}+k^{t-j+1}-1\right) .
\end{aligned}
$$



Figure 5. A star-like graph.
2.2. Star-like graphs. As shown earlier, star graphs include vertices with the highest and lowest possible betweenness centrality values. We next expand the investigation to include graphs that are obtained by subdividing the edges of the star graph $K_{1, n-1}$. These graphs will have a "center" and "pendant spokes". This model appears in a organization where communication moves along different lines that meet at a central processing person. This model is also found frequently in airports where concourses (with multiple gates along them) intersect at a common location. An example of a star-like graph is given in Figure 5.

It is clear that the center $v_{0,0}$ has the highest betweenness centrality, and the betweenness centrality of vertices will be less if they are located farther away from the center. We address the general problem in our next theorem.

Theorem 7. Let $G$ be a subdivided star graph with the center vertex $v_{0,0}$. Let the $m$ paths pendant to the center have lengths $s_{1}, \ldots, s_{m}$ and let $v_{l, k}$ be the $k$-th vertex from $v_{0,0}$ on the $l$-th pendant path. Then

$$
\operatorname{bc}\left(v_{0,0}\right)=2 \sum_{j=2}^{m} s_{j} \sum_{i=1}^{j-1} s_{i} \quad \text { and } \quad \operatorname{bc}\left(v_{l, k}\right)=2\left(s_{l}-k\right)\left(\sum_{i \neq l} s_{i}+k\right) .
$$

Proof. The center vertex will lie on optimal paths between two vertices if and only if the path connects vertices on different spokes. Thus it suffices to sum the number of pairs of vertices between spokes. Vertices on a spoke will lie on an optimal path if and only if the path is between a vertex further along the same spoke ( $s_{l}-k$ vertices) and a vertex closer to the center or on a different spoke yielding $k+\sum_{i \neq l} s_{i}$ vertices. Finally we double the product to account for paths in either direction.

Theorem 8. Let $G$ be a triangle graph with vertices $v_{0,0}, v_{1,0}$, and $v_{2,0}$ and pendant paths of lengths $s_{0}, s_{1}$, and $s_{2}$ incident to the three vertices, respectively. If $v_{l, k}$ is the $k$-th vertex on the $l$-th pendant path then

$$
\operatorname{bc}\left(v_{l, k}\right)=2\left(s_{l}-k\right)\left(k+2+\sum_{i \neq l} s_{i}\right) .
$$

Proof. The vertex $v_{l, k}$ will be on an optimal path if and only if the path is between a vertex on the $l$-th pendant path further from the triangle ( $s_{l}-k$ vertices) and a vertex closer to the triangle or on a different pendant path, giving a total of $k+2+\sum_{i \neq l} s_{i}$ vertices. Finally, we double this product to account for both directions.
2.3. Powers of cycles and paths. We next consider cycles that have "redundant" connections. Consider a network of 20 people where there are direct links between adjacent people and also links between people that are spaced two apart. We will explore the betweenness centrality of this class of networks.

Recall that the $k$-th power of a graph $G$ is denoted by $G^{k}$, which is defined as follows: $V\left(G^{k}\right)=V(G)$ and $v_{i} v_{j} \in E\left(G^{k}\right)$ if and only if the distance between $v_{i}$ and $v_{j}$ in $G$ is less than or equal to $k$. Next, we investigate the betweenness centrality of vertices in powers of cycles.
Theorem 9. Let $G=C_{n}^{m}$ with $n>2 m+1$ and let $d=\operatorname{diam}\left(C_{n}^{m}\right)=\lceil(n-1) /(2 m)\rceil$. Then

$$
\begin{aligned}
\mathrm{bc}(v) & =(d-1)\left(2\left\lceil\frac{1}{2}(n-1)\right\rceil-d\right)-(n-(n-1))\left(\left\lceil\frac{1}{2}(n-1)\right\rceil-1\right) \\
& =d-\left\lceil\frac{1}{2} n-\frac{1}{2}\right\rceil-2\left\lceil\frac{1}{2} n-\frac{1}{2}\right\rceil+2 d\left\lceil\frac{1}{2} n-\frac{1}{2}\right\rceil-d^{2}+1 .
\end{aligned}
$$

Proof. Let $G=C_{n}^{m}$ with $n>2 m+1$. Let $r \equiv-\left\lceil\frac{1}{2}(n-1)\right\rceil \bmod m$ such that $m>r \geq 0$. Then $r=d m-\left\lceil\frac{1}{2}(n-1)\right\rceil$. The maximum number of intermediate vertices on any path is $d-1$. Let $P_{l}$ be the set of shortest paths of length $l$ where $m+1 \leq l \leq d$. The number of intermediate vertices in each shortest path is $\lceil l / m\rceil$. Let $s$ be the number of internal vertices on a shortest path between two vertices where $1 \leq s \leq d-1$. For each path with length $l$, where $s=\lceil l / m\rceil-1$ internal vertices are placed at particular locations, there exist $s$ pair(s) of vertices where the path includes $v$. In the betweenness centrality this accounts for $s$ terms equal to $1 /\left|P_{l}\right|$. Since we can reverse any of these paths, this number is doubled. Then counting all paths of length $l$, the betweenness centrality for $v$ will be

$$
2\left|P_{l}\right| \cdot \frac{s}{\left|P_{l}\right|}=2 s
$$

Summing over all values of $l$ gives

$$
\sum_{l=m+1}^{\lceil(n-1) / 2\rceil} 2\left(\left\lceil\frac{l}{m}\right\rceil-1\right)=(d-1)\left(2\left\lceil\frac{1}{2}(n-1)\right\rceil-d m\right)
$$

when $n$ is not divisible by $m$. When $n$ is divisible by $m$ there will be two paths of the same distance between vertices that are diametrically opposite on the cycle. Hence the final term in the summation must be divided by 2 , which yields

$$
(d-1)\left(2\left\lceil\frac{1}{2}(n-1)\right\rceil-d m\right)-\left(\left\lceil\frac{\left\lceil\frac{1}{2}(n-1)\right\rceil}{m}\right\rceil-1\right) .
$$

The betweenness centrality values for the two cases can be combined into a single function,

$$
c(v)=(d-1)\left(2\left\lceil\frac{1}{2}(n-1)\right\rceil-d m\right)-\left(\left\lceil\frac{n}{m}\right\rceil-\left\lceil\frac{n-1}{m}\right\rceil\right)\left(\left\lceil\frac{\left\lceil\frac{1}{2}(n-1)\right\rceil}{m}\right\rceil-1\right) .
$$

2.3.1. Powers of paths. The problem of determining the betweenness centrality of vertices in a power of a path is considerably more difficult than powers of cycles. In the case of cycles, all of the vertices have the same betweenness centrality, but in a path the betweenness centrality of a vertex is dependent upon its location in the path. The $m$-th power of a path $P_{n}$ is denoted by $P_{n}^{m}$ with vertices $v_{1}, v_{2}, \ldots, v_{n}$ and edges $v_{i} v_{j}$ whenever $|j-i| \leq m$. For simplicity, an edge that joins two vertices where $j-i=t$ will be referred to as a $t$-hop.

We first consider $P_{n}^{2}$. We begin by defining a piecewise function, which will be used in the subsequent lemma:

$$
f(i, j, k)= \begin{cases}\frac{j-i+1}{k-i+1} & \text { if } k-i \equiv 1 \bmod 2 \operatorname{and} j-i \equiv 1 \bmod 2, \\ \frac{k-j+1}{k-i+1} & \text { if } k-i \equiv 1 \bmod 2 \operatorname{and} j-i \equiv 0 \bmod 2, \\ 1 & \text { if } k-i \equiv 0 \bmod 2 \operatorname{and} j-i \equiv 0 \bmod 2, \\ 0 & \text { if } k-i \equiv 0 \bmod 2 \operatorname{and} j-i \equiv 1 \bmod 2 .\end{cases}
$$

Lemma 10. If $v_{j}$ is a vertex of $P_{n}^{2}$, then the between centrality of $v_{1}$ and $v_{n}$ is zero and if $1<j<n$, then the betweenness centrality is

$$
\begin{equation*}
\operatorname{bc}\left(v_{j}\right)=\sum_{\substack{1<i<j \\ j<k<n}} f(i, j, k) . \tag{1}
\end{equation*}
$$

Proof. We prove this proposition for the case where $n$ is even. The case where $n$ is odd is similar. Clearly, $\mathrm{bc}\left(v_{1}\right)=\mathrm{bc}\left(v_{n}\right)=0$. To calculate the betweenness centrality of any fixed $v_{j}$, where $1<j<n$, we add all values given by the function $f(i, j, k)$ over all $i$ and $k$, which gives (1).

For the first two cases in our piecewise function we note that since $k-i$ is odd, a shortest path between $v_{i}$ and $v_{k}$ must be composed of one 1 -hop and $k-i 2$-hops. In the first case we note that the 1 -hop must be before the vertex $v_{j}$ is reached. Since there are $j-i+1$ possible positions for the 1-hop, $\mathrm{bc}\left(v_{j}\right)=(j-i+1) /(k-i+1)$. In the second case the 1 -hop must be after the vertex $v_{j}$ is reached. Since there are $k-j+1$ possible positions for the 1-hop, $\mathrm{bc}\left(v_{j}\right)=(k-j+1) /(k-i+1)$. For the third and fourth cases since $k-i$ is even, any shortest path between $v_{i}$ and $v_{k}$ must be composed of 2 -hops. When $k-j$ is even then all of these paths will contain $v_{j}$ and when $k-j$ is odd then none of these paths contain $v_{j}$.

We extend this result for $P_{n}^{3}$ in our next lemma. We notice that there are $3^{2}=9$ cases for this step. First we define the following piecewise function. Let
$g(i, j, k)= \begin{cases}1 & \text { if } k-i \equiv 0 \bmod 3 \text { and } j-i \equiv 0 \bmod 3, \\ \frac{(k-j+2)(k-j+5)}{(k-i+5)(k-i+2)} & \text { if } k-i \equiv 1 \bmod 3 \text { and } j-i \equiv 0 \bmod 3, \\ \frac{(j-i+2)(j-i+5)}{(k-i+5)(k-i+2)} & \text { if } k-i \equiv 1 \bmod 3 \text { and } j-i \equiv 1 \bmod 3, \\ \frac{2(j-i+1)(k-j+1)}{(k-i+5)(k-i+2)} & \text { if } k-i \equiv 1 \bmod 3 \operatorname{and} j-i \equiv 2 \bmod 3, \\ \frac{k-j+1}{k-i+1} & \text { if } k-i \equiv 2 \bmod 3 \operatorname{and} j-i \equiv 0 \bmod 3, \\ \frac{j-i+1}{k-i+1} & \text { if } k-i \equiv 2 \bmod 3 \text { and } j-i \equiv 2 \bmod 3, \\ 0 & \text { otherwise. }\end{cases}$
Lemma 11. If $v_{j}$ is a vertex of $P_{n}^{3}$, then the between centrality of $v_{1}$ and $v_{n}$ is zero and if $1<j<n$, then

$$
\operatorname{bc}\left(v_{j}\right)=\sum_{\substack{1<i<j \\ j<k<n}} g(i, j, k)
$$

Proof. Clearly, $\mathrm{bc}\left(v_{1}\right)=\operatorname{bc}\left(v_{n}\right)=0$. To calculate the betweenness centrality of any fixed $v_{j}$, where $1<j<n$, we add all values given by the function $f(i, j, k)$ over all $i$ and $k$ to obtain

$$
\operatorname{bc}\left(v_{j}\right)=\sum_{\substack{1<i<j \\ j<k<n}} f(i, j, k)
$$

We consider a series of different cases.
When $k-i \equiv 0 \bmod 3$, the shortest path between $v_{i}$ and $v_{k}$ must consist of 3-hops. Hence these shortest paths will contain $v_{j}$ if and only if $j-i \equiv 0 \bmod 3$.

When $k-i \equiv 2 \bmod 3$ the shortest path between $v_{i}$ and $v_{k}$ must consist of a single 2 -hop and the rest 3 -hops. If $j-i \equiv 1 \bmod 3$ then $v_{j}$ will never appear on a shortest path between $v_{i}$ and $v_{k}$. If $j-i \equiv 0 \bmod 3$ then there will only be 3 -hops between $v_{i}$ and $v_{j}$ and a single 2 -hop and the rest 3 -hops between $v_{j}$ and $v_{k}$. There are $\frac{1}{3}(k-j+1)$ positions in which to place the 2 -hop so that $v_{j}$ lies on a shortest path between $v_{i}$ and $v_{k}$. The total number of shortest paths between $v_{i}$ and $v_{k}$ is $\frac{1}{3}(k-i+1)$. Hence the ratio is $(k-j+1) /(k-i+1)$. The case where $j-i$ $\equiv 2 \bmod 3$ is done similarly.

The case where $k-i \equiv 1 \bmod 3$ is more complicated as a shortest path between $v_{i}$ and $v_{k}$ where $k-i \geq 4$ can have two different forms. The first is a composition
of a single 1-hop and the rest 3-hops. The second is a composition of two 2-hops and the rest 3 -hops. Hence from the $\frac{1}{3}(k-i+2)$ positions we must either choose a spot for the single 1 -hop or choose two spaces for the two 2-hops. Hence the denominator will be

$$
\binom{\frac{1}{3}(k-i+2)}{2}+\frac{1}{3}(k-i+2) .
$$

Simplifying we obtain that

$$
\binom{\frac{1}{3}(k-i+2)}{2}+\frac{1}{3}(k-p i+2)=\frac{1}{18}(k-i+2)(k-i+5) .
$$

When $j-i \equiv 0 \bmod 3$, we know $v_{j}$ will be on a shortest path between $v_{i}$ and $v_{k}$ if and only if there are only 3 -hops between $v_{i}$ and $v_{j}$. Hence the numerator will be

$$
\frac{1}{3}(k-j+2)+\binom{\frac{1}{3}(k-j+2)}{2} .
$$

Simplifying we obtain that

$$
\frac{1}{3}(k-j+2)+\binom{\frac{1}{3}(k-j+2)}{2}=\frac{1}{18}(k-j+2)(k-j+5) .
$$

The case where $j-i \equiv 1 \bmod 3$ is similar. When $j-i \equiv 2 \bmod 3$ then there will be a single 2-hop and the rest 3 -hops between $v_{i}$ and $v_{j}$, and the same for between $v_{j}$ and $v_{k}$. Hence the numerator will be $\left(\frac{1}{3}(j-i+1)\right)\left(\frac{1}{3}(k-j+1)\right)$.

We next investigate higher powers of paths and obtain a complete result for path powers with diameter 2 .

We first give an example that shows a connection to the triangular numbers.
Example. Let $G=P_{15}^{7}$. We note that $\mathrm{bc}\left(v_{j}\right)=\mathrm{bc}\left(v_{16-j}\right)$.
Clearly $\mathrm{bc}\left(v_{1}\right)=0$. We next compute $\mathrm{bc}\left(v_{j}\right)$ and consider all shortest paths containing $v_{j}$ with the form $v_{x}-v_{j}-v_{y}$, where $1 \leq x<j<y \leq 15$. We note that $d(G)=2$.
$\underline{\mathrm{bc}\left(v_{2}\right)}$ : We first note that any shortest path containing $v_{2}$ must start with $v_{1}$ and end with $v_{9}$.

Of the paths of length 2 that connect $v_{1}$ and $v_{9}$, there are seven possible intermediate vertices $v_{2}, v_{3}, \ldots, v_{8}$.

Since $v_{2}$ is one of these seven possibilities, $\operatorname{bc}\left(v_{2}\right)=\frac{1}{7}$.
$\mathrm{bc}\left(v_{3}\right)$ : We first note that any shortest path containing $v_{3}$ must have one of the following three forms:
$v_{1}-v_{9}$ : Of the shortest paths connecting $v_{1}$ and $v_{9}$, there are six possible intermediate vertices $v_{3}, \ldots, v_{8}$.
$v_{2}-v_{10}$ : Of the shortest paths connecting $v_{2}$ and $v_{10}$, there are seven possible intermediate vertices $v_{3}, \ldots, v_{9}$.
$v_{1}-v_{10}$ : Of the shortest paths connecting $v_{1}$ and $v_{10}$, there are seven possible intermediate vertices $v_{3}, \ldots, v_{9}$.

Hence $\mathrm{bc}\left(v_{3}\right)=2\left(\frac{1}{7}\right)+\frac{1}{6}=\frac{19}{42}$.
$\mathrm{bc}\left(v_{4}\right)$ : We first note that any shortest path containing $v_{4}$ must have one of the following six forms:
$v_{1}-v_{9}$ : Of the shortest paths connecting $v_{1}$ and $v_{9}$, there are five possible intermediate vertices $v_{4}, \ldots, v_{8}$.
$v_{2}-v_{10}$ : Of the shortest paths connecting $v_{2}$ and $v_{10}$, there are six possible intermediate vertices $v_{4}, \ldots, v_{9}$.
$v_{3}-v_{11}$ : Of the shortest paths connecting $v_{3}$ and $v_{11}$, there are seven possible intermediate vertices $v_{4}, \ldots, v_{10}$.
$v_{1}-v_{10}$ : Of the shortest paths connecting $v_{1}$ and $v_{10}$, there are six possible intermediate vertices $v_{4}, \ldots, v_{9}$.
$v_{2}-v_{11}$ : Of the shortest paths connecting $v_{2}$ and $v_{11}$, there are seven possible intermediate vertices $v_{4}, \ldots, v_{10}$.
$v_{1}-v_{11}$ : Of the shortest paths connecting $v_{1}$ and $v_{11}$, there are seven possible intermediate vertices $v_{4}, \ldots, v_{10}$.

Hence $\mathrm{bc}\left(v_{4}\right)=3\left(\frac{1}{7}\right)+2\left(\frac{1}{6}\right)+\frac{1}{5}=\frac{101}{105}$.
For the sake of brevity we note that this pattern continues with the following observations.
$\mathrm{bc}\left(v_{5}\right)$ : Any shortest path containing $v_{5}$ is one of 10 forms where $d\left(v_{x}, v_{y}\right)$ are $8,9,10$, or 11 .

Hence $b c\left(v_{5}\right)=4\left(\frac{1}{7}\right)+3\left(\frac{1}{6}\right)+2\left(\frac{1}{5}\right)+\frac{1}{4}=\frac{241}{140}$.
$\mathrm{bc}\left(v_{6}\right)$ : Any shortest path containing $v_{6}$ is one of 15 forms where $d\left(v_{x}, v_{y}\right)$ are $8,9,10,11$, or 12 .

Hence $\mathrm{bc}\left(v_{6}\right)=5\left(\frac{1}{7}\right)+4\left(\frac{1}{6}\right)+3\left(\frac{1}{5}\right)+2\left(\frac{1}{4}\right)+\frac{1}{3}=\frac{197}{70}$.
$\underline{\mathrm{bc}\left(v_{7}\right)}$ : Any shortest path containing $v_{7}$ is one of 21 forms where $d\left(v_{x}, v_{y}\right)$ are $8,9,10,11,12$, or 13 .

Hence $\mathrm{bc}\left(v_{7}\right)=6\left(\frac{1}{7}\right)+5\left(\frac{1}{6}\right)+4\left(\frac{1}{5}\right)+3\left(\frac{1}{4}\right)+2\left(\frac{1}{3}\right)+\frac{1}{2}=\frac{617}{140}$.
$\mathrm{bc}\left(v_{8}\right)$ : Any shortest path containing $v_{8}$ is one of 28 forms where $d\left(v_{x}, v_{y}\right)$ are $8,9,10,11,12,13$, or 14 .

Hence $\mathrm{bc}\left(v_{8}\right)=7\left(\frac{1}{7}\right)+6\left(\frac{1}{6}\right)+5\left(\frac{1}{5}\right)+4\left(\frac{1}{4}\right)+3\left(\frac{1}{3}\right)+2\left(\frac{1}{2}\right)+1=7$.
We note that the number of forms in each of these cases are triangular numbers. This pattern holds in general for $G=P_{n}^{k}$, where $n=2 k+1$. We state this in our next theorem.

| $P_{15}^{7}$ | $\left\{0, \frac{1}{7}, \frac{19}{42}, \frac{101}{105}, \frac{241}{140}, \frac{197}{70}, \frac{617}{140}, 7, \frac{617}{140}, \frac{197}{70}, \frac{241}{140}, \frac{101}{105}, \frac{19}{42}, \frac{1}{7}, 0\right\}$ |
| :---: | :---: |
| $P_{14}^{7}$ | $\left\{0, \frac{1}{7}, \frac{19}{42}, \frac{101}{105}, \frac{241}{140}, \frac{197}{70}, \frac{617}{140}, \frac{617}{140}, \frac{197}{70}, \frac{241}{140}, \frac{101}{105}, \frac{19}{42}, \frac{1}{7}, 0\right\}$ |
| $P_{13}^{7}$ | $\left\{0, \frac{1}{7}, \frac{19}{42}, \frac{101}{105}, \frac{241}{140}, \frac{197}{70}, \frac{197}{70}, \frac{197}{70}, \frac{241}{140}, \frac{101}{105}, \frac{19}{42}, \frac{1}{7}, 0\right\}$ |
| $P_{12}^{7}$ | $\left\{0, \frac{1}{7}, \frac{19}{42}, \frac{101}{101}, \frac{241}{140}, \frac{241}{140}, \frac{241}{140}, \frac{241}{140}, \frac{101}{105}, \frac{19}{42}, \frac{1}{7}, 0\right\}$ |
| $P_{11}^{7}$ | $\left\{0, \frac{1}{7}, \frac{19}{42}, \frac{101}{105}, \frac{101}{105}, \frac{101}{105}, \frac{101}{105}, \frac{19}{42}, \frac{1}{7}, 0\right\}$ |
| $P_{10}^{7}$ | $\left\{0, \frac{1}{7}, \frac{19}{42}, \frac{19}{42}, \frac{19}{42}, \frac{19}{42}, \frac{19}{42}, \frac{19}{42}, \frac{1}{7}, 0\right\}$ |
| $P_{9}^{7}$ | $\left\{0, \frac{1}{7}, \frac{1}{7}, \frac{1}{7}, \frac{1}{7}, \frac{1}{7}, \frac{1}{7}, 0\right\}$ |
| $P_{8}^{7}$ | $\{0,0,0,0,0,0,0\}$ |

Table 1. Path powers with diameter 2 . Note the nested nature of the prefixes ending with $0, \frac{1}{7}, \frac{19}{42}, \frac{101}{105}, \frac{241}{140}, \frac{197}{70}, \frac{617}{140}, 7$.

Theorem 12. Let $G=P_{n}^{k}$, where $n=2 k+1$. Then

$$
\begin{equation*}
\mathrm{bc}\left(v_{j}\right)=\sum_{i=1}^{j-1} \frac{j-i}{k+1-i}, \tag{2}
\end{equation*}
$$

where $1 \leq j \leq k$ and $\mathrm{bc}\left(v_{j}\right)=\mathrm{bc}\left(v_{n+1-j}\right)$.
Proof. When calculating $\operatorname{bc}\left(v_{j}\right)$, we note that $v_{j}$ is contained in shortest paths between $v_{x}$ and $v_{y}$, where $x<j<y \leq n$ and $y-x=k+i$, where $1 \leq i \leq j-1$. This will account for $j-i$ pairs where the difference between indices is $k+1-i$.

For each pair of vertices $v_{x}$ and $v_{y}$ where $y-x=k+i$ there will be $j-i$ sets of paths. Each of these paths will have $k-i+1$ possible intermediaries. This contributes $(j-i) /(k-i+1)$ to $\mathrm{bc}\left(v_{j}\right)$. Summing these terms for all $1 \leq i \leq j-1$ will give the value of $\mathrm{bc}\left(v_{j}\right)$. Hence we have (2).

Next we show how the previous theorem can be extended to cover all other path powers of diameter 2. We begin with an example.
Example 13. Let $G=P_{12}^{7}$. We first note that $\mathrm{bc}\left(v_{j}\right)=\mathrm{bc}\left(v_{13-j}\right)$.
For $v_{j}$ where $1 \leq j \leq 5$, the betweenness centrality values are identical to those in $P_{15}^{7}$ and can be computed using the exact same method. However the pattern used in the example with $P_{15}^{7}$ cannot be extended for bc $\left(v_{6}\right)$ since $v_{y} \leq 12$. As a result, the paths used in the computation of $\mathrm{bc}\left(v_{5}\right)$ and $\mathrm{bc}\left(v_{6}\right)$ are identical. Hence, $\operatorname{bc}\left(v_{1}\right)=0 ; \operatorname{bc}\left(v_{2}\right)=\frac{1}{7}, \operatorname{bc}\left(v_{3}\right)=\frac{19}{42}, \operatorname{bc}\left(v_{4}\right)=\frac{101}{105}$, and $\operatorname{bc}\left(v_{5}\right)=\operatorname{bc}\left(v_{6}\right)=\frac{241}{140}$.

We observe that the betweenness centrality values in path powers with diameter 2 have a nested pattern (see Table 1).

We formalize this property in our next theorem.

Theorem 14. Let $G=P_{n}^{k}$, where $n<2 k+1$ and $j<k$. Then

$$
\begin{equation*}
\mathrm{bc}\left(v_{j}\right)=\sum_{i=1}^{j-1} \frac{j-i}{k-i+1} \tag{3}
\end{equation*}
$$

for all $2 \leq j \leq n-k$ and $\mathrm{bc}\left(v_{j}\right)=\mathrm{bc}\left(v_{n+1-j}\right)$. For $P_{n}^{k}$, the $\mathrm{bc}\left(v_{j}\right)$ are all equal for all $n-k \leq j \leq\left\lceil\frac{1}{2} n\right\rceil$.
Proof. When calculating $\mathrm{bc}\left(v_{j}\right)$, we note that $v_{j}$ is contained in shortest paths between $v_{x}$ and $v_{y}$ where $x<j<y \leq n$ and $y-x=k+i$ where $1 \leq i \leq j-1$. This will account for $j-i$ pairs where the difference between indices is $k+1-i$.

For each pair of vertices $v_{x}$ and $v_{y}$ where $y-x=k+i$ (where $k+i \leq n$ ), there will be $j-i$ sets of paths. Each of these paths will have $k-i+1$ possible intermediaries. This contributes $(j-i) /(k-i+1)$ to $\mathrm{bc}\left(v_{j}\right)$. Summing these terms for all $1 \leq i \leq j-1$ will give the value of $\mathrm{bc}\left(v_{j}\right)$. Hence we have (3). For $P_{n}^{k}$, $\mathrm{bc}\left(v_{j}\right)$ is the same as in $P_{2 k+1}^{k}$ for the first $n-k$ terms. Then since there are the same number of pairs of vertices $v_{x}$ and $v_{y}$ where $y-x=k+i$ (where $k+i \leq n$ ) in $P_{n}^{k}$, the $\mathrm{bc}\left(v_{j}\right)$ are all the same for $n-k \leq j \leq\left\lceil\frac{1}{2} n\right\rceil$.

## 3. Conclusion

For path powers with larger diameter the problem becomes more complex. The case of $P_{n}^{m}$ involves $m^{2}$ different cases, and as $n$ increases the cases become more complicated. Hence the problem for general powers of paths is more difficult. We note that problem is tied to the number of integer partitions with a fixed upper bound on the size of each part [Ratsaby 2008]. The objective is to minimize the number of parts.

We pose the following problem.
Problem 15. Determine the betweenness centrality for all vertices in $P_{n}^{m}$.
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