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#### Abstract

It is shown that the second eigenvalue of the Laplacian with either Dirichlet or Neumann boundary conditions in an annulus in a Euclidean space, or in a sphere, or in a hyperbolic space of dimension $n>1$ has multiplicity $n$.


## 1. Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^{2}$ and consider the corresponding Dirichlet boundary problem (DBP)

$$
\begin{cases}\triangle u+\lambda u=0 & \text { in } \Omega, \\ u=0 & \text { on } \partial \Omega,\end{cases}
$$

with eigenfunctions $u_{i} \in H_{0}^{1}(\Omega)$, and with eigenvalues $\lambda_{1}<\lambda_{2} \leq \lambda_{3} \leq \cdots$. Let us consider a solution $u_{i}$ of the DBP on $\Omega$. We denote by $\mathcal{N}\left(u_{i}\right)$ the nodal set of $u_{i}$, that is, $\mathcal{N}\left(u_{i}\right)=\left\{x \in \Omega: u_{i}(x)=0\right\}$. The nodal domains of $u_{i}$ are the connected components of $\Omega \backslash \mathcal{N}\left(u_{i}\right)$.

In 1967 Payne conjectured in [16] that $u_{2}$ cannot have a closed nodal line in $\Omega$, and in 1982 Yau [18] asked the same question for more restrictive convex domains in $\mathbb{R}^{2}$. In 1992 Melas [15] answered positively Yau's question; see also a more recent treatment of Liboff [13]. In 1997 a beautiful counterexample to the original conjecture of Payne was given by M. HoffmannOstenhof, T. Hoffmann-Ostenhof and N. Nadirashvili [9], who constructed a multi-connected domain in $\mathbb{R}^{2}$ such that the corresponding second eigenfunction $u_{2}$ has a closed nodal line. Even though, it is widely believed [8], [10] that Payne's conjecture holds true for general simply-connected domains in the plane.

Motivated by this question, the author tried to determine $\mathcal{N}\left(u_{2}\right)$ when the domain is a Euclidean annulus, since annuli are the simplest multi-connected regions in the Euclidean space. We can also ask similar questions in curved

[^0]spaces. Recently Shieh [17] proved that the second eigenvalue of the DBP on a spherical band in the unit sphere $\mathbb{S}^{2}$ has multiplicity 2 ; as a natural corollary, Payne's conjecture holds true for that spherical band.

The main purpose of this paper is to extend the earlier work of Shieh and the author. Denote by $\mathbb{M}_{k}^{n}$ the $n$-dimensional $(n>1)$ simply-connected complete Riemannian manifold with constant sectional curvature $k$, and by $B_{R} \subset \mathbb{M}_{k}^{n}$ a geodesic ball of radius $R$ centered at a fixed point $p \in \mathbb{M}_{k}^{n}$. For two concentric balls $B_{R_{1}} \varsubsetneqq B_{R_{2}}$ (if $k>0$, we further require $R_{2}<\pi / \sqrt{k}$ ), we denote by $\mathcal{W}_{R_{1}, R_{2}}$ the annular domain $B_{R_{2}} \backslash \overline{B_{R_{1}}}$. First we will establish:

THEOREM 1.1. The second eigenvalue of the Dirichlet Laplacian in $\mathcal{W}_{R_{1}, R_{2}}$ has multiplicity $n$.

Next we consider the Neumann boundary problem (NBP) on $\mathcal{W}_{R_{1}, R_{2}}$

$$
\begin{cases}\Delta v+\mu v=0 & \text { in } \mathcal{W}_{R_{1}, R_{2}} \\ \frac{\partial v}{\partial \nu}=0 & \text { on } \partial \mathcal{W}_{R_{1}, R_{2}}\end{cases}
$$

with eigenfunctions $v_{i} \in H^{1}(\Omega)$ and eigenvalues $\mu_{1}<\mu_{2} \leq \mu_{3} \leq \cdots$, where $\nu$ denotes the unit outward normal vector on $\partial \mathcal{W}_{R_{1}, R_{2}}$. Corresponding to Theorem 1.1 we have:

Theorem 1.2. The second eigenvalue of the Neumann Laplacian in $\mathcal{W}_{R_{1}, R_{2}}$ has multiplicity $n$.

The main source of inspiration for the analysis in this paper are the papers $[7],[14],[19]$ concerning the multiplicity of the second eigenvalue of the Dirichlet Laplacian. This paper is organized as follows. In Section 2 we briefly describe how to study the second eigenvalue of the Laplacian in an annulus and we state two propositions to be proved in Section 4. The main results of this paper are proved in Section 3.

## 2. Candidates for the second eigenvalue

2.1. Candidates for the second Dirichlet eigenvalue. Let exp : $M_{p} \mapsto$ $\mathbb{M}_{k}^{n}$ be the exponential map from $M_{p}$, the tangent space of $\mathbb{M}_{k}^{n}$ at $p$, onto $\mathbb{M}_{k}^{n}$. Let $\mathbb{S}_{p}^{n-1}$ be the unit sphere in $M_{p}$ and $\square$ be the Laplacian acting on functions on $\mathbb{S}_{p}^{n-1}$. For a function $F: \mathcal{W}_{R_{1}, R_{2}} \mapsto \mathbb{R}$ of the form

$$
F(\exp r \eta)=T(r) G(\eta)
$$

where $R_{1}<r<R_{2}, \eta \in \mathbb{S}_{p}^{n-1}$, one has by a standard calculation [3, pp. 38-41] that $F$ is an eigenfunction of the DBP on $\mathcal{W}_{R_{1}, R_{2}}$ with eigenvalue $\lambda$ if and only if (i) $G$ is an eigenfunction of $-\square$, and (ii) $T$ satisfies the following

Sturm-Liouville problem

$$
\left\{\begin{array}{l}
\left(S^{n-1} T^{\prime}\right)^{\prime}+\left\{\lambda-\gamma S^{-2}\right\} S^{n-1} T=0  \tag{2.1}\\
T\left(R_{1}\right)=T\left(R_{2}\right)=0
\end{array}\right.
$$

where $\gamma$ is the eigenvalue of $G$ and $S:\left(R_{1}, R_{2}\right) \mapsto \mathbb{R}$ is of the form

$$
S(r)= \begin{cases}\sin (\sqrt{k} r) / \sqrt{k}, & k>0 \\ r, & k=0 \\ \sinh (\sqrt{-k} r) / \sqrt{-k}, & k<0\end{cases}
$$

Standard theory for the Sturm-Liouville problem [12, Theorem 1.3.3] asserts that (2.1) has eigenvalues $\lambda_{\gamma, 1}<\lambda_{\gamma, 2}<\lambda_{\gamma, 3}<\cdots$, and the eigenfunction $T_{\gamma, s}$ corresponding to $\lambda_{\gamma, s}$ has $s-1$ zeros over $\left(R_{1}, R_{2}\right)$ for all $s \in \mathbb{N}$. To emphasize the dependence on the region, we shall also write $\lambda_{\gamma, s}=\lambda_{\gamma, s}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$.

Next we describe some spectral properties of $-\square$. Since $\mathbb{S}_{p}^{n-1}$ is isometric to $\mathbb{S}^{n-1}$, the unit sphere in $\mathbb{R}^{n}$, we can view $\mathbb{S}_{p}^{n-1}$ as simply $\mathbb{S}^{n-1}$. Let $\widetilde{P}$ be any homogeneous harmonic polynomial of degree $j(j \geq 0)$ on $\mathbb{R}^{n}$, and let $P$ be its restriction to $\mathbb{S}^{n-1}$. Then $-\square P=j(j+n-2) P$. In this way we obtain all the eigenfunctions of $-\square$ (cf., e.g., [2], [3]). In particular, the first eigenfunction is of a constant value, while the second one with multiplicity $n$ can be written in the form

$$
\begin{equation*}
\theta_{1} x_{1}+\cdots+\left.\theta_{n} x_{n}\right|_{\mathbb{S}^{n-1}} \tag{2.2}
\end{equation*}
$$

where $\left(\theta_{1}, \ldots, \theta_{n}\right) \in \mathbb{R}^{n} \backslash\{0\}$.
Let $u_{2}$ be a second eigenfunction of the DBP on $\mathcal{W}_{R_{1}, R_{2}}$. According to Courant's nodal domain theorem [4], $u_{2}$ has exactly two nodal domains. Hence $\lambda_{2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$ must be either $\lambda_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$ or $\lambda_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$. Considering $\lambda_{1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)=\lambda_{0,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$, we further have

$$
\begin{equation*}
\lambda_{2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)=\min \left\{\lambda_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}}\right), \lambda_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)\right\} \tag{2.3}
\end{equation*}
$$

2.2. Candidates for the second Neumann eigenvalue. Similarly, for a function $\widetilde{F}: \mathcal{W}_{R_{1}, R_{2}} \mapsto \mathbb{R}$ of the form

$$
\widetilde{F}(\exp r \eta)=\widetilde{T}(r) \widetilde{G}(\eta)
$$

where $R_{1}<r<R_{2}, \eta \in \mathbb{S}_{p}^{n-1}$, one has by a standard calculation that $\widetilde{F}$ is an eigenfunction of the NBP on $\mathcal{W}_{R_{1}, R_{2}}$ with eigenvalue $\mu$ if and only if (i) $\widetilde{G}$ is an eigenfunction of $-\square$, and (ii) $\widetilde{T}$ satisfies the Sturm-Liouville problem

$$
\left\{\begin{array}{l}
\left(S^{n-1} \widetilde{T}^{\prime}\right)^{\prime}+\left\{\mu-\delta S^{-2}\right\} S^{n-1} \widetilde{T}=0  \tag{2.4}\\
\widetilde{T}^{\prime}\left(R_{1}\right)=\widetilde{T}^{\prime}\left(R_{2}\right)=0
\end{array}\right.
$$

where $\delta$ is the eigenvalue of $\widetilde{G}$. (2.4) has eigenvalues $\mu_{\delta, 1}<\mu_{\delta, 2}<\mu_{\delta, 3}<\cdots$, and the eigenfunction $\widetilde{T}_{\delta, s}$ corresponding to $\mu_{\delta, s}$ has $s-1$ zeros over $\left(R_{1}, R_{2}\right)$
for all $s \in \mathbb{N}$. We shall also write $\mu_{\delta, s}=\mu_{\delta, s}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$ to emphasize the dependence on the region. Similar to (2.3) one has

$$
\begin{equation*}
\mu_{2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)=\min \left\{\mu_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}}\right), \mu_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)\right\} . \tag{2.5}
\end{equation*}
$$

2.3. Two useful propositions. Let $\Phi_{t}: \mathbb{M}_{k}^{n} \mapsto \mathbb{M}_{k}^{n}(t \in \mathbb{R})$ be a nontrivial isometric transformation group and let $X$ be its infinitesimal generator. Since $\mathbb{M}_{k}^{n}$ is homogeneous and isotropic, and by rescaling the isometric group if necessary, for fixed $\theta \in M_{p} \backslash\{0\}$ one can assume $X(p)=\theta$ without loss of generality. Let $\omega(\exp (r \eta))=r$ be the distance function from $p$ and $\varphi(\exp (r \eta))=\langle\eta, \theta\rangle$ be the angle function with respect to $\theta$. We first claim that

Proposition 2.1. One always has

$$
\begin{equation*}
X \omega=\varphi . \tag{2.6}
\end{equation*}
$$

Note that the geodesic hyperplane $\left\{\exp (r \eta): r \geq 0, \eta \in \mathbb{S}_{p}^{n-1}, \eta \perp \theta\right\}$ divides $\partial \mathcal{W}_{R_{1}, R_{2}}$ into four parts, namely $\partial\left(R_{i}, \pm\right) \doteq\left\{\exp (r \eta): r=R_{i}, \pm\langle\eta, \theta\rangle>0\right\}$. Remembering that $\nu$ denotes the unit outward normal vector on $\partial \mathcal{W}_{R_{1}, R_{2}}$, we next claim:

Proposition 2.2. One always has

$$
\begin{cases}X \cdot \nu>0, & \text { on } \partial\left(R_{1},-\right) \cup \partial\left(R_{2},+\right) ;  \tag{2.7}\\ X \cdot \nu<0, & \text { on } \partial\left(R_{1},+\right) \cup \partial\left(R_{2},-\right) .\end{cases}
$$

Propositions 2.1 and 2.2 are trivial for the case when the annulus lies in a Euclidean space as the interested reader can easily verify. The proofs of both propositions will be given later in Section 4.

## 3. The second eigenvalue of the Laplacian

### 3.1. The second Dirichlet eigenvalue.

Proposition 3.1. $\quad \lambda_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}}\right) \neq \lambda_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$.
Proof. We argue by contradiction and suppose that $\lambda_{0,2}=\lambda_{n-1,1}$. Hence there exist second eigenfunctions $\psi$ and $\phi$ with corresponding eigenvalues $\lambda_{0,2}$ and $\lambda_{n-1,1}$, respectively, and $\theta \in \mathbb{S}_{p}^{n-1}$, such that (i) $\psi$ is negative near $\partial\left(R_{1},+\right) \cup \partial\left(R_{1},-\right)$ and positive near $\partial\left(R_{2},+\right) \cup \partial\left(R_{2},-\right)$, and (ii) $\phi$ is positive near $\partial\left(R_{1},+\right) \cup \partial\left(R_{2},+\right)$ and negative near $\partial\left(R_{1},-\right) \cup \partial\left(R_{2},-\right)$. Here by saying that a function $f$ is positive/negative near $\partial\left(R_{i}, \pm\right)$ we mean that for any $x \in \partial\left(R_{i}, \pm\right)$, there exists an open set $U$ containing $x$ in $\mathbb{M}_{k}^{n}$ such that $f$ is positive/negative in $\mathcal{W}_{R_{1}, R_{2}} \cap\left\{U \backslash \partial\left(R_{i}, \pm\right)\right\}$. Note that (see Section 2.3 for
the notation $X$ )

$$
\begin{aligned}
X \phi \cdot \triangle \psi-\triangle X \phi \cdot \psi & =X \phi \cdot \triangle \psi-X \triangle \phi \cdot \psi \\
& =-\lambda_{0,2} X \phi \cdot \psi+\lambda_{n-1,1} X \phi \cdot \psi \\
& =0
\end{aligned}
$$

Thus by Green's second formula,

$$
\begin{equation*}
\int_{\partial \mathcal{W}_{R_{1}, R_{2}}} X \phi \cdot \frac{\partial \psi}{\partial \nu}=0 \tag{3.1}
\end{equation*}
$$

But by Hopf's lemma and Proposition 2.2, $X \phi=\partial \phi / \partial \nu\langle X, \nu\rangle$ and $\partial \psi / \partial \nu$ are both negative on $\partial\left(R_{2},+\right) \cup \partial\left(R_{2},-\right)$ and positive on $\partial\left(R_{1},+\right) \cup \partial\left(R_{1},-\right)$. These facts contradict (3.1) and consequently the proposition follows.

Proposition 3.2. Suppose $\mathcal{W}_{R_{1}, R_{2}} \subset \mathbb{R}^{n}$. Then when $R_{1}$ is sufficiently small, one has $\lambda_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)<\lambda_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$.

Proof. Let $u(x)=\widetilde{u}(|x|)$ be the radial solution to the equation

$$
\begin{cases}\triangle u+\lambda^{*} u=0 & \text { in } B_{R_{2}} \\ u=0 & \text { on } \partial B_{R_{2}}\end{cases}
$$

such that $\widetilde{u}$ has exactly one zero over $\left(0, R_{2}\right)$. By the monotonicity of the Dirichlet eigenvalues with respect to domains [6], one has

$$
\lambda^{*}\left(B_{R_{2}}\right)<\lambda_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)
$$

On the other hand, by the continuity of the Dirichlet eigenvalues under continuous deformations of domains [5], one has

$$
\lim _{R_{1} \rightarrow 0} \lambda_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)=\lambda_{2}\left(B_{R_{2}}\right)
$$

In addition, since $B_{R_{2}} \subset \mathbb{R}^{n}$ one can easily deduce

$$
\lambda_{2}\left(B_{R_{2}}\right)<\lambda^{*}\left(B_{R_{2}}\right)
$$

Combining these facts yields the desired result.
Proof of Theorem 1.1. We first tackle the case when $\mathcal{W}_{R_{1}, R_{2}} \subset \mathbb{R}^{n}$. Define a continuous function $\Pi$ on $\left(0, R_{2}\right)$ by

$$
\Pi(r)=\lambda_{0,2}\left(\mathcal{W}_{r, R_{2}}\right)-\lambda_{n-1,1}\left(\mathcal{W}_{r, R_{2}}\right)
$$

By Propositions 3.1 and 3.2 , $\Pi$ remains positive over $\left(0, R_{2}\right)$.
In general, suppose $\mathcal{W}_{R_{1}, R_{2}} \subset \mathbb{M}_{k}^{n}$. We shall also write $\mathcal{W}_{R_{1}, R_{2}, k}^{n}$ for $\mathcal{W}_{R_{1}, R_{2}}$ to emphasize the dimension and the curvature. Let $\widetilde{\Pi}$ be the continuous function on $(-\infty, \max \{0, k\}]$ defined by

$$
\widetilde{\Pi}: s \mapsto \lambda_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}, s}^{n}\right)-\lambda_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}, s}^{n}\right)
$$

By Proposition 3.1, $\widetilde{\Pi}(0) \widetilde{\Pi}(k)>0$. Since we have already shown that $\widetilde{\Pi}(0)>$ 0 , it follows that $\widetilde{\Pi}(k)>0$. Thus by $(2.3), \lambda_{2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)=\lambda_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$, and consequently by $(2.2), \lambda_{2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$ has multiplicity $n$.

### 3.2. The second Neumann eigenvalue.

Proposition 3.3. $\quad \mu_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}}\right) \neq \mu_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)$.
Proof. We argue by contradiction and suppose that $\mu_{0,2}=\mu_{n-1,1}$. Hence there exist eigenfunctions $\psi(x)=\widetilde{T}_{0,2}(\omega(x))$ and $\phi(x)=\widetilde{T}_{n-1,1}(\omega(x)) \varphi(x)$ (see Section 2.3 for the notations of $\omega$ and $\varphi$ ) with corresponding eigenvalues $\mu_{0,2}$ and $\mu_{n-1,1}$, respectively. Since $\widetilde{T}_{0,2}$ has a unique zero over $\left(R_{1}, R_{2}\right)$ and either $\widetilde{T}_{0,2}\left(R_{1}\right)=0$ or $\widetilde{T}_{0,2}\left(R_{2}\right)=0$ implies $\psi \equiv 0$, we may further assume that $\widetilde{T}_{0,2}\left(R_{1}\right)<0<\widetilde{T}_{0,2}\left(R_{2}\right)$; else we can choose $-\psi$ for the purpose. Note that

$$
\begin{aligned}
X \psi \cdot \triangle \phi-\triangle X \psi \cdot \phi & =X \psi \cdot \triangle \phi-X \triangle \psi \cdot \phi \\
& =-\mu_{n-1,1} X \psi \cdot \phi+\mu_{0,2} X \psi \cdot \phi \\
& =0 .
\end{aligned}
$$

By Green's second formula,

$$
\begin{equation*}
\int_{\partial \mathcal{W}_{R_{1}, R_{2}}} \phi \cdot \frac{\partial}{\partial \nu} X \psi=0 \tag{3.2}
\end{equation*}
$$

By (2.4), $\widetilde{T}_{0,2}^{\prime}\left(R_{i}\right)=0$ and $\widetilde{T}_{0,2}^{\prime \prime}\left(R_{i}\right)=-\mu_{0,2} \widetilde{T}_{0,2}\left(R_{i}\right)$ for $i=1,2$. Hence by Proposition 2.1,

$$
\begin{aligned}
\int_{\partial \mathcal{W}_{R_{1}, R_{2}}} \phi \cdot \frac{\partial}{\partial \nu} X \psi= & \int_{\partial \mathcal{W}_{R_{1}, R_{2}}} \widetilde{T}_{n-1,1}(\omega) \varphi \cdot \frac{\partial}{\partial \nu}\left\{\widetilde{T}_{0,2}^{\prime}(\omega) X \omega\right\} \\
= & \int_{\partial \mathcal{W}_{R_{1}, R_{2}}} \widetilde{T}_{n-1,1}(\omega) \varphi \cdot \frac{\partial}{\partial \nu}\left\{\widetilde{T}_{0,2}^{\prime}(\omega) \varphi\right\} \\
= & \int_{\partial B_{R_{2}}} \widetilde{T}_{n-1,1}(\omega) \varphi^{2} \cdot \widetilde{T}_{0,2}^{\prime \prime}(\omega) \\
& -\int_{\partial B_{R_{1}}} \widetilde{T}_{n-1,1}(\omega) \varphi^{2} \cdot \widetilde{T}_{0,2}^{\prime \prime}(\omega) \\
=- & \mu_{0,2} \int_{\partial B_{R_{2}}} \widetilde{T}_{n-1,1}\left(R_{2}\right) \varphi^{2} \cdot \widetilde{T}_{0,2}\left(R_{2}\right) \\
& +\mu_{0,2} \int_{\partial B_{R_{1}}} \widetilde{T}_{n-1,1}\left(R_{1}\right) \varphi^{2} \cdot \widetilde{T}_{0,2}\left(R_{1}\right)
\end{aligned}
$$

Also by $(2.4), \widetilde{T}_{n-1,1}\left(R_{1}\right) \neq 0$ and $\widetilde{T}_{n-1,1}\left(R_{2}\right) \neq 0$. Since $\widetilde{T}_{n-1,1}$ has no zero over $\left(R_{1}, R_{2}\right)$, we may assume that $\widetilde{T}_{n-1,1}\left(R_{1}\right)>0, \widetilde{T}_{n-1,1}\left(R_{2}\right)>0$; else we
can choose $-\widetilde{T}_{n-1,1}$ for the purpose. With this choice, we have

$$
\begin{equation*}
\int_{\partial \mathcal{W}_{R_{1}, R_{2}}} \phi \cdot \frac{\partial}{\partial \nu} X \psi<0 \tag{3.3}
\end{equation*}
$$

since $\widetilde{T}_{0,2}\left(R_{1}\right)<0<\widetilde{T}_{0,2}\left(R_{2}\right)$. (3.3) contradicts (3.2) and consequently the proposition follows.

Proposition 3.4. Suppose $\mathcal{W}_{R_{1}, R_{2}} \subset \mathbb{R}^{n}$. Then $\mu_{2}\left(\mathcal{W}_{R_{1}, R_{2}}\right) \leq \frac{2 n+2}{R_{1}^{2}}$.
Proof. Set $r=\sqrt{x_{1}^{2}+\cdots+x_{n}^{2}}$. By the max-min principle (cf. [2], [3]),

$$
\begin{aligned}
\mu_{2}\left(\mathcal{W}_{R_{1}, R_{2}}\right) & \leq \frac{\int_{\mathcal{W}_{R_{1}, R_{2}}}\left|\nabla \frac{x_{1}}{r}\right|^{2} d x}{\int_{\mathcal{W}_{R_{1}, R_{2}}}\left|\frac{x_{1}}{r}\right|^{2} d x} \\
& \leq 2 \frac{\int_{\mathcal{W}_{R_{1}, R_{2}}} \frac{1}{r^{2}}\left|\nabla x_{1}\right|^{2} d x}{\frac{1}{n} \int_{\mathcal{W}_{R_{1}, R_{2}}} d x}+2 \frac{\int_{\mathcal{W}_{R_{1}, R_{2}}} x_{1}^{2}\left|\nabla \frac{1}{r}\right|^{2} d x}{\frac{1}{n} \int_{\mathcal{W}_{R_{1}, R_{2}}} d x} \\
& =2 n \frac{\int_{\mathcal{W}_{R_{1}, R_{2}}} \frac{1}{r^{2}} d x}{\int_{\mathcal{W}_{R_{1}, R_{2}}} d x}+2 \frac{\int_{\mathcal{W}_{R_{1}, R_{2}}} r^{2} \cdot \frac{1}{r^{4}} d x}{\int_{\mathcal{W}_{R_{1}, R_{2}}} d x} \\
& \leq \frac{2 n+2}{R_{1}^{2}} .
\end{aligned}
$$

Proof of Theorem 1.2. Similar to the proof of Theorem 1.1, we need only show that there exists a Euclidean annulus $\mathcal{W}_{R_{1}, R_{2}} \subset \mathbb{R}^{n}$ such that

$$
\mu_{n-1,1}\left(\mathcal{W}_{R_{1}, R_{2}}\right)<\mu_{0,2}\left(\mathcal{W}_{R_{1}, R_{2}}\right)
$$

Denote by $J$ the Bessel function of order $n / 2-1$, and by $J_{i}$ the $i$-th positive zero of $J$. It is well-known (cf. [1]) that $J_{i} \rightarrow \infty$ as $i \rightarrow \infty$ and for $x \in \mathbb{R}^{n} \backslash\{0\}$

$$
\triangle\left\{|x|^{1-n / 2} J(|x|)\right\}+|x|^{1-n / 2} J(|x|)=0 .
$$

Since $J\left(J_{i}\right)=J\left(J_{i+1}\right)=J\left(J_{i+2}\right)=0$, there exist $J_{i}<\xi_{i}<J_{i+1}<\zeta_{i}<J_{i+2}$ such that the derivative of $r^{1-n / 2} J(r)$ vanishes at both $\xi_{i}$ and $\zeta_{i}$, which implies $\mu_{0,2}\left(\mathcal{W}_{\xi_{i}, \zeta_{i}}\right)=1$. By Proposition 3.4, $\mu_{2}\left(\mathcal{W}_{\xi_{i}, \zeta_{i}}\right) \leq 2 n+2 / \xi_{i}^{2}<2 n+2 / J_{i}^{2}$, which means that for sufficiently large $i$, say $i>N_{1}, \mu_{2}\left(\mathcal{W}_{\xi_{i}, \zeta_{i}}\right)<\mu_{0,2}\left(\mathcal{W}_{\xi_{i}, \zeta_{i}}\right)$. Consequently by (2.5),

$$
\mu_{n-1,1}\left(\mathcal{W}_{\xi_{i}, \zeta_{i}}\right)<\mu_{0,2}\left(\mathcal{W}_{\xi_{i}, \zeta_{i}}\right) \text { for } i>N_{1}
$$

This concludes the proof of Theorem 1.2.

## 4. Proofs of Propositions 2.1 and 2.2

In this section we prove Propositions 2.1 and 2.2.

Case $A: k>0$ : Set $R=1 / \sqrt{k}$ and denote by $\mathbb{S}_{R}^{n}$ the sphere of radius $R$ centered at the origin in $\mathbb{R}^{n+1}$, with the metric induced by the Euclidean metric on $\mathbb{R}^{n+1}$. Obviously $\mathbb{S}_{R}^{n}$ is a model for $\mathbb{M}_{k}^{n}$. Let $\Phi_{t}: \mathbb{S}_{R}^{n} \mapsto \mathbb{S}_{R}^{n}(t \in \mathbb{R})$ be the isometric transformation group defined by

$$
\left(x_{1}, x_{2}, x_{3}, \ldots, x_{n+1}\right) \mapsto\left(x_{1} \cos t-x_{2} \sin t, x_{1} \sin t+x_{2} \cos t, x_{3}, \ldots, x_{n+1}\right)
$$

This isometric group is generated by the vector field $X: \mathbb{S}_{R}^{n} \mapsto \mathbb{R}^{n+1}$ defined by

$$
\begin{equation*}
X\left(x_{1}, x_{2}, x_{3}, \ldots, x_{n+1}\right)=\left(-x_{2}, x_{1}, 0, \ldots, 0\right) \tag{4.1}
\end{equation*}
$$

Now we choose $p=(R, 0,0, \ldots, 0)$ with $\theta=X(p)=(0, R, 0, \ldots, 0) \in M_{p} \backslash\{0\}$. With this choice,

$$
\mathcal{W}_{R_{1}, R_{2}}=\left\{\left(x_{1}, x_{2}, \ldots, x_{n+1}\right) \in \mathbb{S}_{R}^{n}: R \cos \frac{R_{2}}{R}<x_{1}<R \cos \frac{R_{1}}{R}\right\}
$$

and

$$
\partial\left(R_{i}, \pm\right)=\left\{\left(x_{1}, x_{2}, \ldots, x_{n+1}\right) \in \mathbb{S}_{R}^{n}: x_{1}=R \cos \frac{R_{i}}{R}, \pm x_{2}>0\right\}
$$

Suppose $x=\left(x_{1}, x_{2}, \ldots, x_{n+1}\right) \in \partial\left(R_{i}, \pm\right)$. Write $l(x)$ for the line $\{x+s \nu(x)$ : $s \in \mathbb{R}\}$ and $l$ for the line $\{s p: s \in \mathbb{R}\}$.

Case A1: $x_{1} \neq 0$ : Suppose $l(x)$ touches $l$ at $(a(x), 0, \ldots, 0)$ for some $a(x) \neq$ 0 . Then

$$
\begin{equation*}
\nu(x)= \pm \frac{\left(x_{1}-a(x), x_{2}, \ldots, x_{n+1}\right)}{\sqrt{\left(x_{1}-a(x)\right)^{2}+x_{2}^{2}+\cdots+x_{n+1}^{2}}} . \tag{4.2}
\end{equation*}
$$

Consequently by (4.1) and (4.2),

$$
(X \cdot \nu)(x)= \pm \frac{a(x) x_{2}}{\sqrt{\left(x_{1}-a(x)\right)^{2}+x_{2}^{2}+\cdots+x_{n+1}^{2}}} \neq 0
$$

Case A2: $x_{1}=0$ : Note that in this case $\nu(x)= \pm(1,0, \ldots, 0)$. Thus by (4.1),

$$
(X \cdot \nu)(x)=\mp x_{2} \neq 0
$$

In either case $X \cdot \nu$ is of constant $\operatorname{sign}$ on $\partial\left(R_{i}, \pm\right)$. Let $p_{i, \pm}=\left(R \cos R_{i} / R\right.$, $\left.\pm R \sin R_{i} / R, 0, \ldots, 0\right) \in \partial\left(R_{i}, \pm\right)$. Then it is straightforward to verify that $(X \cdot \nu)\left(p_{1,+}\right)<0,(X \cdot \nu)\left(p_{2,+}\right)>0,(X \cdot \nu)\left(p_{1,-}\right)>0$ and $(X \cdot \nu)\left(p_{2,-}\right)<0$. Hence (2.7) follows by continuity.

Note that in coordinates $x=\left(x_{1}, x_{2}, \ldots, x_{n+1}\right)$,

$$
\omega(x)=R\left\{\frac{\pi}{2}-\arcsin \frac{x_{1}}{R}\right\}, \quad \varphi(x)=\frac{R x_{2}}{\sqrt{x_{2}^{2}+\cdots+x_{n+1}^{2}}}
$$

Hence

$$
\begin{aligned}
X \omega(x) & =\lim _{t \rightarrow 0} \frac{\omega\left(\Phi_{t}(x)\right)-\omega(x)}{t} \\
& =\frac{R x_{2}}{\sqrt{x_{2}^{2}+\cdots+x_{n+1}^{2}}} \\
& =\varphi(x) .
\end{aligned}
$$

Case B: $k=0$ : Let $\Phi_{t}: \mathbb{R}^{n} \mapsto \mathbb{R}^{n}(t \in \mathbb{R})$ be the isometric transformation group defined by $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mapsto\left(x_{1}+t, x_{2}, \ldots, x_{n}\right)$. This isometric group is generated by the constant-valued vector field $X: \mathbb{R}^{n} \mapsto \mathbb{R}^{n}$ defined by $X(x) \equiv(1,0, \ldots, 0)$. The verification of (2.7) is trivial and we omit the details. Let $p$ be the origin of $\mathbb{R}^{n}$. Then $\omega(x)=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}$ and

$$
\varphi(x)=\frac{x_{1}}{\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}}
$$

Hence

$$
\begin{aligned}
X \omega(x) & =\lim _{t \rightarrow 0} \frac{\omega\left(\Phi_{t}(x)\right)-\omega(x)}{t} \\
& =\frac{x_{1}}{\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}} \\
& =\varphi(x)
\end{aligned}
$$

Case $C: k<0$ : Set $R=1 / \sqrt{-k}$ and denote by $\mathbb{U}_{R}^{n}$ the upper half-space in $\mathbb{R}^{n}$ defined in coordinates $\left(x_{1}, \ldots, x_{n-1}, x_{n}\right)$ by $\left\{x_{n}>0\right\}$, with the metric

$$
R^{2} \frac{d x_{1}^{2}+\cdots+d x_{n-1}^{2}+d x_{n}^{2}}{x_{n}^{2}}
$$

Obviously $\mathbb{U}_{R}^{n}$ is a model for $\mathbb{M}_{k}^{n}$. Let $\Phi_{t}: \mathbb{U}_{R}^{n} \mapsto \mathbb{U}_{R}^{n}(t \in \mathbb{R})$ be the isometric transformation group defined by

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right) \mapsto\left(x_{1}+t, x_{2}, \ldots, x_{n}\right)
$$

This isometric group is generated by the vector field $X: \mathbb{U}_{R}^{n} \mapsto \mathbb{R}^{n}$ defined by $X\left(x_{1}, x_{2}, \ldots, x_{n}\right)=(1,0, \ldots, 0)$. Now we choose $p=(0, \ldots, 0, R)$ with $\theta=X(p)=(1,0, \ldots, 0) \in M_{p} \backslash\{0\}$.

For any $x \in \partial\left(R_{i}, \pm\right)$, we show that $(X \cdot \nu)(x) \neq 0$. We argue by contradiction. Suppose $(X \cdot \nu)\left(x^{*}\right)=0$ for some $x^{*} \in \partial\left(R_{i}, \pm\right)$. By definition, there exists $\eta \in \mathbb{S}_{p}^{n-1}, \pm\langle\eta, \theta\rangle>0$, such that $x^{*}=\exp \left(R_{i} \eta\right)$. Since $\langle\eta, \theta\rangle \neq 0$, according to the standard structure of the geodesic line in hyperbolic spaces $[11$, pp. $83-86]$, there exist $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n-1}, 0\right) \in \mathbb{R}^{n}$ and $r^{*} \in \mathbb{R}^{+}$such that $\left\{\exp r \eta: R_{1}<r<R_{2}\right\}$ lies entirely in the semicircle $\mathcal{F} \subset \mathbb{R}^{n}$ of radius $r^{*}$ centered at $\xi$ passing through both $x^{*}$ and $p$. Note that by the assumption $(X \cdot \nu)\left(x^{*}\right)=0$, it follows immediately that $\mathcal{F} \subset\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{U}_{R}^{n}: x_{1}=\xi_{1}\right\}$. Since $p \in \mathcal{F}, \xi_{1}=0$. Consequently
one has $\left\{\exp r \eta: R_{1}<r<R_{2}\right\} \subset\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{U}_{R}^{n}: x_{1}=0\right\}$. This obviously implies $\langle\eta, \theta\rangle=0$. Hence we get a contradiction.

Thus in each of the cases, $X \cdot \nu$ is of constant sign on $\partial\left(R_{i}, \pm\right)$. Let $p_{i, \pm}=$ $\exp \left( \pm R_{i} \theta /\|\theta\|\right)$. Then it is straightforward to verify that $(X \cdot \nu)\left(p_{1,+}\right)<0$, $(X \cdot \nu)\left(p_{2,+}\right)>0,(X \cdot \nu)\left(p_{1,-}\right)>0$ and $(X \cdot \nu)\left(p_{2,-}\right)<0$. Hence (2.7) follows again by continuity.

Denote by $\mathbb{B}_{R}^{n}$ the ball of radius $R$ in $\mathbb{R}^{n}$ centered at the origin with the metric given in coordinates $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ by

$$
4 R^{4} \frac{d y_{1}^{2}+d y_{2}^{2}+\cdots+d y_{n}^{2}}{\left(R^{2}-|y|^{2}\right)^{2}}
$$

Denote by $\Psi: \mathbb{B}_{R}^{n} \mapsto \mathbb{U}_{R}^{n}$ the generalized Cayley transform given in coordinates $(z, v) \in \mathbb{R}^{n-1} \times \mathbb{R}$ by

$$
\begin{equation*}
\Psi(z, v)=\left(\frac{2 R^{2} z}{|z|^{2}+(v-R)^{2}}, R \frac{R^{2}-|z|^{2}-v^{2}}{|z|^{2}+(v-R)^{2}}\right) \tag{4.3}
\end{equation*}
$$

It is well-known [11, p. 38] that $\mathbb{U}_{R}^{n} \cong \mathbb{B}_{R}^{n}$ and that $\Psi$ is an isometric map between $\mathbb{B}_{R}^{n}$ and $\mathbb{U}_{R}^{n}$. Note that the inverse of $\Psi$ can be written as

$$
\begin{equation*}
\Psi^{-1}(z, v)=\left(\frac{2 R^{2} z}{|z|^{2}+(v+R)^{2}}, R \frac{|z|^{2}+v^{2}-R^{2}}{|z|^{2}+(v+R)^{2}}\right) \tag{4.4}
\end{equation*}
$$

Note that $\Theta_{t} \doteq \Psi^{-1} \Phi_{t} \Psi: \mathbb{B}_{R}^{n} \mapsto \mathbb{B}_{R}^{n}(t \in \mathbb{R})$ is an isometric transformation group on $\mathbb{B}_{R}^{n}$. Suppose $\left\{\Theta_{t}\right\}_{t \in \mathbb{R}}$ is generated by the vector field $\widetilde{X}$. Set $\widetilde{p}=$ $\Psi^{-1}(p)=(0,0, \ldots, 0) \in \mathbb{B}_{R}^{n}$. Since isometric transformations preserves the lengths of tangent vectors under transformations, it follows easily from $X(p)=$ $(1,0, \ldots, 0,0) \in \mathbb{S}_{p}^{n-1}$ that

$$
\widetilde{X}(\widetilde{p})=\left(\frac{1}{2}, 0, \ldots, 0,0\right) \in \mathbb{S}_{\widetilde{p}}^{n-1}
$$

Hence in coordinates $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in \mathbb{B}_{R}^{n}$ one has

$$
\varphi(y)=\frac{y_{1}}{\sqrt{y_{1}^{2}+y_{2}^{2}+\cdots+y_{n}^{2}}}
$$

Note also that

$$
\omega(y)=\int_{0}^{|y|} \frac{2 R^{2}}{R^{2}-s^{2}} d s
$$

Consequently, by a long calculation (see below) one has

$$
\begin{align*}
\widetilde{X} \omega(y) & =\lim _{t \rightarrow 0} \frac{\omega\left(\Theta_{t}(y)\right)-\omega(y)}{t}  \tag{4.5}\\
& =\frac{y_{1}}{\sqrt{y_{1}^{2}+y_{2}^{2}+\cdots+y_{n}^{2}}} \\
& =\varphi(y)
\end{align*}
$$

Verification of (4.5). We first observe that

$$
\begin{align*}
\tilde{X} \omega(y) & =\lim _{t \rightarrow 0} \frac{\omega\left(\Theta_{t}(y)\right)-\omega(y)}{t}  \tag{4.6}\\
& =\lim _{t \rightarrow 0} \frac{\omega\left(\Theta_{t}(y)\right)-\omega(y)}{\left|\Theta_{t}(y)\right|-|y|} \cdot \frac{\left|\Psi^{-1} \Phi_{t} \Psi(y)\right|-\left|\Psi^{-1} \Psi y\right|}{t} \\
& =\frac{2 R^{2}}{R^{2}-|y|^{2}} \cdot\left\{\partial_{1}\left|\Psi^{-1}\right|\right\}(\Psi(y)) \\
& =\frac{2 R^{2}}{R^{2}-|y|^{2}} \cdot\left\{\sum_{i=1}^{n} \frac{\Psi_{i}^{-1} \partial_{1} \Psi_{i}^{-1}}{\left|\Psi^{-1}\right|}\right\}(\Psi(y)) \\
& =\frac{2 R^{2}}{R^{2}-|y|^{2}} \cdot \sum_{i=1}^{n} \frac{y_{i}}{|y|}\left\{\partial_{1} \Psi_{i}^{-1}\right\}(\Psi(y)) .
\end{align*}
$$

By (4.4), if $i=1$, then

$$
\left\{\partial_{1} \Psi_{i}^{-1}\right\}(z, v)=\frac{2 R^{2} z_{1}}{|z|^{2}+(v+R)^{2}} \cdot \frac{1}{z_{1}}-\left\{\frac{2 R^{2} z_{1}}{|z|^{2}+(v+R)^{2}}\right\}^{2} \cdot \frac{1}{R^{2}}
$$

if $2 \leq i \leq n-1$, then

$$
\left\{\partial_{1} \Psi_{i}^{-1}\right\}(z, v)=\frac{2 R^{2} z_{i}}{|z|^{2}+(v+R)^{2}} \cdot \frac{2 R^{2} z_{1}}{|z|^{2}+(v+R)^{2}} \cdot \frac{-1}{R^{2}}
$$

and if $i=n$, then

$$
\begin{aligned}
\left\{\partial_{1} \Psi_{i}^{-1}\right\}(z, v) & =\frac{2 R^{2} z_{1}}{|z|^{2}+(v+R)^{2}} \cdot \frac{1}{R}+ \\
& R \cdot \frac{|z|^{2}+v^{2}-R^{2}}{|z|^{2}+(v+R)^{2}} \cdot \frac{2 R^{2} z_{1}}{|z|^{2}+(v+R)^{2}} \cdot \frac{-1}{R^{2}}
\end{aligned}
$$

Consequently, for $i=1($ note (4.3)),

$$
\begin{equation*}
\left\{\partial_{1} \Psi_{i}^{-1}\right\}(\Psi(y))=y_{1} \frac{\sum_{j=1}^{n-1} y_{j}^{2}+\left(y_{n}-R\right)^{2}}{2 R^{2} y_{1}}-\frac{y_{1}^{2}}{R^{2}} \tag{4.7}
\end{equation*}
$$

for $i=2, \ldots, n-1$,

$$
\begin{equation*}
\left\{\partial_{1} \Psi_{i}^{-1}\right\}(\Psi(y))=-\frac{y_{i} y_{1}}{R^{2}} \tag{4.8}
\end{equation*}
$$

and for $i=n$,

$$
\begin{equation*}
\left\{\partial_{1} \Psi_{i}^{-1}\right\}(\Psi(y))=\frac{y_{1}}{R}-\frac{y_{n} y_{1}}{R^{2}} \tag{4.9}
\end{equation*}
$$

Combining (4.7)-(4.9) yields

$$
\begin{align*}
\sum_{i=1}^{n} y_{i}\left\{\partial_{1} \Psi_{i}^{-1}\right\}(\Psi(y)) & =\frac{y_{1}\left\{|y|^{2}-y_{n}^{2}+\left(y_{n}-R\right)^{2}\right\}}{2 R^{2}}-\frac{y_{1}|y|^{2}}{R^{2}}+\frac{y_{1} y_{n}}{R}  \tag{4.10}\\
& =\frac{y_{1}\left\{R^{2}-|y|^{2}\right\}}{2 R^{2}}
\end{align*}
$$

Hence (4.5) follows from (4.6) and (4.10).
Acknowledgements. The author is greatly indebted to Professor Fuquan Fang for his valuable guidance and generous financial support during his studies at Chern Institute of Mathematics. He also thanks the referee for carefully reading the earlier version of this paper.

## References

[1] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions with formulas, graphs, and mathematical tables, National Bureau of Standards Applied Mathematics Series, vol. 55, For sale by the Superintendent of Documents, U.S. Government Printing Office, Washington, D.C., 1964. MR 0167642 (29 \#4914)
[2] M. Berger, A panoramic view of Riemannian geometry, Springer-Verlag, Berlin, 2003. MR 2002701 (2004h:53001)
[3] I. Chavel, Eigenvalues in Riemannian geometry, Pure and Applied Mathematics, vol. 115, Academic Press Inc., Orlando, FL, 1984, Including a chapter by Burton Randol, With an appendix by Jozef Dodziuk. MR 0768584 (86g:58140)
[4] S. Y. Cheng, Eigenfunctions and nodal sets, Comment. Math. Helv. 51 (1976), 43-55. MR 0397805 (53 \#1661)
[5] R. Courant and D. Hilbert, Methods of mathematical physics. Vol. I, Interscience Publishers, Inc., New York, N.Y., 1953. MR 0065391 (16,426a)
[6] E. B. Davies, Spectral theory and differential operators, Cambridge Studies in Advanced Mathematics, vol. 42, Cambridge University Press, Cambridge, 1995. MR 1349825 (96h:47056)
[7] L. Friedlander, On the second eigenvalue of the Dirichlet Laplacian, Israel J. Math. 79 (1992), 23-32. MR 1195251 (93k:58223)
[8] A. Henrot, Minimization problems for eigenvalues of the Laplacian, J. Evol. Equ. 3 (2003), 443-461, Dedicated to Philippe Bénilan. MR 2019029 (2005a:49078)
[9] M. Hoffmann-Ostenhof, T. Hoffmann-Ostenhof, and N. Nadirashvili, The nodal line of the second eigenfunction of the Laplacian in $\mathbf{R}^{2}$ can be closed, Duke Math. J. 90 (1997), 631-640. MR 1480548 (98m:35146)
[10] , On the nodal line conjecture, Advances in differential equations and mathematical physics (Atlanta, GA, 1997), Contemp. Math., vol. 217, Amer. Math. Soc., Providence, RI, 1998, pp. 33-48. MR 1605269 (99c:35045)
[11] J. M. Lee, Riemannian manifolds, Graduate Texts in Mathematics, vol. 176, SpringerVerlag, New York, 1997, An introduction to curvature. MR 1468735 (98d:53001)
[12] B. M. Levitan and I. S. Sargsjan, Sturm-Liouville and Dirac operators, Mathematics and its Applications (Soviet Series), vol. 59, Kluwer Academic Publishers Group, Dordrecht, 1991, Translated from the Russian. MR 1136037 (92i:34119)
[13] R. L. Liboff, Nodal and other properties of the second eigenfunction of the Laplacian in the plane, Quart. Appl. Math. 63 (2005), 673-679. MR 2187925 (2006h:35037)
[14] C. S. Lin, On the second eigenfunctions of the Laplacian in $\mathbf{R}^{2}$, Comm. Math. Phys. 111 (1987), 161-166. MR 0899848 ( $88 \mathrm{~g}: 35146$ )
[15] A. D. Melas, On the nodal line of the second eigenfunction of the Laplacian in $\mathbf{R}^{2}, \mathrm{~J}$. Differential Geom. 35 (1992), 255-263. MR 1152231 (93g:35100)
[16] L. E. Payne, Isoperimetric inequalities and their applications, SIAM Rev. 9 (1967), 453-488. MR 0218975 ( $36 \# 2058$ )
[17] C.-T. Shieh, On the second eigenvalue of the Laplace operator on a spherical band, Proc. Amer. Math. Soc. 132 (2004), 157-164 (electronic). MR 2021258 (2005a:35214)
[18] S. T. Yau, Problem section, Seminar on Differential Geometry, Ann. of Math. Stud., vol. 102, Princeton Univ. Press, Princeton, N.J., 1982, pp. 669-706. MR 0645762 (83e:53029)
[19] Z. Liqun, On the multiplicity of the second eigenvalue of Laplacian in $\mathbf{R}^{2}$, Comm. Anal. Geom. 3 (1995), 273-296. MR 1362653 (96j:35175)

Liangpan Li, Department of Mathematics, Shanghai Jiaotong University, Shanghai 200240, P.R. China

E-mail address: liliangpan@yahoo.com.cn


[^0]:    Received January 16, 2006; received in final form July 19, 2006.
    2000 Mathematics Subject Classification. 35J05, 35P05.

