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RANDOM PERTURBATIONS OF TWO-DIMENSIONAL

PSEUDOPERIODIC FLOWS

RICHARD B. SOWERS

Abstract. We consider a random perturbation of a pseudoperiodic
�ow on R2. The structure of such �ows has been studied by Arnol'd;
it contains regions where there are local Hamiltonians, and an ergodic
region. Under an appropriate change of time, we identify a reduced
model as the strength of the random perturbation tends to zero (along
a certain subsequence). In the Hamiltonian region, arguments of Frei-
dlin and Wentzell are used to identify a limiting graph-valued process.
The ergodic region is reduced to a single point, which is �sticky�. The
identi�cation of the glueing conditions which rigorously describe this
stickiness follows from a perturbed test-function analysis in the ergodic
region.
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1. Introduction

An important technique in the analysis of many physical systems is the
circle of ideas known as model reduction ; i.e., the development of rigorous
methods to replace, often in some limiting regime, a complicated system by
a simpler, or lower-dimensional one. We study here a problem of model re-
duction for a di�usively-perturbed pseudoperiodic �ow on the 2-dimensional
torus.

Arnol'd [Arn91] (see also [SK92]) identi�ed the general structure of such
�ows; he showed that there is a partition of the torus into an ergodic region,
and a collection of traps. Inside each of the traps, the �ow can be described
via a local Hamiltonian. Our interest is how small di�usive perturbations
cause transitions between the traps and the ergodic class.

Since our interest is the e�ect of small noise, we have a separation of scales.
The fast variable is the position within orbits of the dominant dynamical sys-
tem; an angle. The slow variable distinguishes between orbits; an action. The
theory of averaging (in this case, stochastic averaging) suggests that we look
for closed dynamics of the action variable. The e�ective coe�cients of these
closed dynamics are given, informally, by �xing the slow variable and taking
long-time averages in the fast variable. In the simplest cases, when all orbits
are periodic, the space of action variables is usually di�eomorphic to a line,
and is formally given by taking the quotient with respect to the action of
the fast orbits. When there are bifurcations in the topology of the orbits, the
notion of chain equivalence is the correct way to include the e�ect of small per-
turbations; then the action variable in general takes values in a graph, or more
generally, a strati�ed space [FW94], [FW98], [FW99], [NPR05], [Sow02]. The
formal asymptotic goal is to show that when the trajectories of the original
randomly perturbed dynamical system are projected onto the space of action
variables, i.e., the space of chain-equivalent classes, they asymptotically (un-
der an appropriate change of time scale), tend to a Markov process (on the
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space of chain-equivalent classes). The interesting part is the e�ect of bifur-
cations, which create di�erent strata; at the chain-equivalent set representing
these strata, gluing conditions must be imposed.

The focus of this paper is the e�ect of the ergodic class. Sooner or later,
the di�usive perturbations will push the randomly-perturbed trajectory into
the ergodic class. The ergodicity will then take the particle everywhere in the
ergodic class, and eventually it will exit back into a trap. A quanti�cation of
this e�ect was conjectured in [Fre96, p. 74]. Chain equivalence collapses the
whole ergodic class to a single point, and the conjecture is that the limiting
process is sticky at this point, with a computable stickiness coe�cient. Our
goal is to show that in a certain weak sense, this is true.

2. Problem statement and main result

We wish to construct a di�usively-perturbed pseudoperiodic �ow on the
two-dimensional torus. To do so, let's start with a pseudoperiodic Hamiltonian

on R2. Let 〈·, ·〉
R2 be the standard inner product on R2.

Assumption 2.1. Let H ∈ C∞(R2) and ω = (ω1, ω2) ∈ R2 be such that:
�rstly, H is Morse, secondly, ω1 and ω2 are incommensurable (i.e., 〈ω,K〉

R2 6=
0 for all K ∈ Z2 \ {(0, 0)} ⊂ R2), and thirdly, H(x + K) = H(x) + 〈ω,K〉

R2

for all x ∈ R2 and K ∈ Z2 ⊂ R2.

De�ne1 the vector �eld

(1) (Qeϕ)(x) def=
(
∂H

∂x2

∂ϕ

∂x1
− ∂H

∂x1

∂ϕ

∂x2

)
(x)

for all ϕ ∈ C∞(R2) and x = (x1, x2) ∈ R2 (i.e., Qe is the symplectic or skew
gradient of H).

We now want to add di�usivity, albeit in a periodic way.

Notation 2.2. De�ne for notational convenience

C∞p (R2) def=
{
f ∈ C∞(R2) : f(x+K) = f(x) for all x ∈ R2 and K ∈ Z2

}
.

Note that ∂H/∂x1 and ∂H/∂x2 are both in C∞p (R2). Thus QC∞p (R2) ⊂
C∞p (R2).

Assumption 2.3 (Di�usion Generator and Bracket) . Let Le be a second-
order partial di�erential operator of the form

(Lef)(x) def=
1
2

∑
i,j∈{1,2}

a
(2)
i,j (x)

∂2f

∂xi∂xj
(x) +

∑
i∈{1,2}

a
(1)
i (x)

∂f

∂xi
(x)

1 We shall attach the superscript e when referring to the Euclidean space R2, which we
endow with the standard metric and symplectic form; see Subsection 3.2.
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for all f ∈ C2(R2) and x = (x1, x2) ∈ R2, where the a
(2)
i,j 's and a

(1)
i 's are in

C∞p (R2). We require for simplicity that Le be strongly elliptic; i.e., that

(2)
∑

i,j∈{1,2}

a
(2)
i,j (x)

∂f

∂xi
(x)

∂f

∂x2
(x) > 0

for all x = (x1, x2) ∈ R2 and all f ∈ C1(R2) with df(x) 6= 0.

Then LC∞p (R2) ⊂ C∞p (R2).

Since the ∂H/∂xi's, a
(1)
i 's, and a

(2)
i,j 's are all in C

∞
p (R2), we can now move

to the two dimensional torus T
def= R

2/Z2. Let t : R2 → T be the standard
covering map; i.e., t(x) = x + Z2 for all x ∈ R2. We then de�ne the vector
�eld Q and the second-order operator L by requiring that

(3) (Qϕ)(t(x)) = (Qe(ϕ ◦ t))(x) and (Lϕ)(t(x)) = (Le(ϕ ◦ t))(x)

for all ϕ ∈ C∞(T) and all x ∈ R2.
We will consider the Markov process on T whose generator is

L ε def= ε−2Q + L

(with domain D(L ε) ⊃ C2(T)). We will construct this Markov process in a
canonical way, via the martingale problem [EK86], [SV79]. De�ne the event

space Ω def= C([0,∞);T). De�ne the coordinate functions Xt(ω) def= ω(t) for

all t ≥ 0 and all ω ∈ Ω. For each t ≥ 0, de�ne Ft
def= σ{Xs; 0 ≤ s ≤ t}

and de�ne a sigma-algebra on Ω by F
def=
∨
t≥0 Ft. We can now de�ne our

principal objects of interest.

Definition 2.4 (Original Martingale Problem) . Fix x◦ ∈ T. For each
ε > 0, let Pε ∈ P(C([0,∞);T)) be a solution to the martingale problem
with generator L ε whose domain contains C2(T) (as a dense subset), and
initial condition δx◦ . Let E

ε be the corresponding expectation operator. This
means the following. Firstly, that Pε{X0 = x◦} = 1. Secondly, that if we �x
f ∈ C2(T), 0 ≤ r1 < r2 · · · < rn ≤ s < t and {ϕj ; j = 1, 2 . . . n} ⊂ Cb(T),
then

E
ε

{f(Xt)− f(Xs)−
∫ t

s

(L εf)(Xu)du
} n∏
j=1

ϕj(Xrj )

 = 0.

In other words, Pε is the law of the stochastic di�erential equation

(4) dY εt =
1
ε2
Q(Y εt )dt+ ǎ0(Y εt )dt+

∑
i∈{1,2}

ǎi(Y εt ) ◦ dW i
t t > 0
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Figure 1. Pseudoperiodic Flow

where W 1 andW 2 are two independent standard Wiener processes, and where
ǎ0, ǎ1, and ǎ2 are smooth vector �elds on T such that (in Hörmander form)
1
2

∑
i∈{1,2} ǎ

2
i + ǎ0 = L .

The generator L ε is, of course, a speeded-up version of the operator Q +
ε2L (to get the corresponding stochastic di�erential equation, change (4) as
follows: remove the 1/ε2 from the Q term, put ε2 in front of ǎ0, and ε in front
of ǎ1 and ǎ2). The operator Q + ε2L represents a combination of motion
along the integral curves of Q and small random perturbations. The change
in time scale stems from a desire to see how di�usive perturbations cause
motion across the orbits of Q.

Let now z be the �ow of di�eomorphisms of T de�ned by

(5)
żt(x) def= Q(zt(x)), t ≥ 0,

z0(x) = x.
x ∈ T

The novelty of our problem comes from the structure of z, which Arnol'd
[Arn91] identi�ed. There is a partition of T into a �nite collection {D`; ` ∈ Λ}
of closed traps (Λ is simply the index set) and an open ergodic set E. Both
E and each of the D`'s is invariant under z. The interior of each trap is
di�eomorphic to the open unit disk in R2, and ∂D` is a homoclinic orbit of z
with �xed point x`. Furthermore, for each trap D`, there is an HT,` ∈ C∞(T)
(a Hamiltonian) such that HT,` ≡ 0 on ∂D` and such that Q is the symplectic
gradient of HT,` on D` (i.e., Q(t(x)) = T t(∇̄e(HT,` ◦ t))(x) for all x ∈ t−1(D`);
see Subsection 3.2). In E, the orbits of z are dense. See Figure 1.

We want to use this description of z to understand the asymptotics of the
P
ε-law of X. In particular, we want to understand the e�ect of the ergodic

class E and conversely ignore the nature of the HT,`'s within the Di's. For
each η > 0 and ` ∈ Λ, let ∂ηD` be the connected component of {x ∈ D` :
|HT,`(x)| < η} which contains x`.

Definition 2.5. Let ~ > 0 be such for each ` ∈ Λ, ∂~D` contains only

one �xed point of z, namely x`. De�ne then Ð`
def= ∂~D \ ∂D` for all ` ∈ Λ (see

Figure 2).
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We now de�ne the set S and stopping time e by

S def= E ∪
⋃
`∈Λ

Ð` and e
def= inf{t ≥ 0; Xt 6∈ S◦}.

We are then interested in the Pε-law of X up to time e.
A general tool is considering small di�usive perturbations of conservative

systems in the notion of chain equivalence relative to z (see [Con78] and
[Rob99]). We note that S is invariant under z of (5). For a positive inte-
ger N , δ ∈ (0, 1) and T ∈ (0,∞), we say that there is an (N, δ)-chain of time
T from x ∈ S to y ∈ S if there is a sequence (zj ; j = 1, 2, . . . , N) of points
in S and a sequence 0 = t0 < t1 · · · < tN = T of times such that z0 = x and
zN = y and such that ‖ztj−tj−1(zj−1) − zj‖ < δ for all 1 ≤ j ≤ N . We say
that x⇒ y, where x and y are in S, if there is a positive integer N such that
for each δ ∈ (0, 1) and T ∈ (0,∞), there is an (N, δ)-chain of time T ′ ∈ (T,∞)
from x to y. We say that x ∼ y if x⇒ y and y ⇒ x. We note that x ∼ x for

each x ∈ S, and that ∼ is an equivalence relation on S. De�ne M
def= S/ ∼

and endow M with the quotient topology de�ned by ∼. If x ∈ S, we let

[x] def= {y ∈ S : y ∼ x} be the equivalence class of x (the chain components of

S) and we de�ne m(x) def= [x]. Then

(6) M =
⋃
`∈Λ

Γ` ∪ [E] ∪
⋃
`∈Λ

~`

where Γ` = m(Ð◦` ) and ~` = m{x ∈ ∂Ð` : |HT,`(x)| = ~} for all ` ∈ Λ, and
[E] is a single point (we note that [E] = E). It is easy to see that for each
` ∈ Λ, Γ` is a one-dimensional open C∞ manifold (di�eomorphic to (0, 1)),
and the points [E] and ~` are the limits of points in Γ`. This makes M into
a strati�ed space [GM88] if we enforce the ordering [E] ≺ Γ` and ~` ≺ Γ`
for all ` ∈ Λ (see also [Sow02] for another example of a Markov process on a
strati�ed space resulting from averaging). We note that (6) represents M as a
disjoint union of open manifolds and a collection of boundary points; the set

ΓΛ
def=
⋃
`∈Λ Γ` consists of the open manifolds. Note that ΓΛ = m−1(S◦ \ E),

and that S◦ \ E =
⋃
`∈Λ Ð

◦
` .

We also note that there is a homeomorphism between Γ and a �wye� (see
Figure 2). Let {v`; ` ∈ Λ} be a collection of unit vectors in R2 such that for
each distinct pair ` and `′ of elements of Λ, v` and v`′ are linearly independent.
De�ne i : M→ R

2 by

(7) i([x]) def=

{
|HT,`(x)|v` if x ∈ Ð` for ` ∈ Λ
0e if x ∈ E
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Figure 2. Chain Equivalence Reduction

where 0e is the origin of R2. The image of i is the �spider� {0e}∪
⋃
`∈Λ(0, ~]v`.

Since i is a homeomorphism into R2, we can de�ne the metric

(8) d†(m(x),m(y)) def= ‖i(x)− i(y)‖e x, y ∈ S

where ‖ · ‖e is the standard metric on R2. It is now easy to see that M is in
fact Polish.

De�ne now XM
t

def= [Xt∧e] for all t ≥ 0 and de�ne the probability measure

P
ε,†(A) def= P

ε{XM ∈ A}; A ∈ B(C([0,∞),M));

i.e., Pε,† is the law of the projection of the process t 7→ Xt∧e onto C([0,∞),M).
It will not be hard to show

Proposition 2.6 (Tightness). The Pε,†'s are tight in the Prohorov topol-

ogy on P(C([0,∞);M)).

The proof will be in Section 4. Thus it is appropriate to investigate the
existence and uniqueness of the limit limε→0 P

ε,†, this limit being in the Pro-
horov topology. We want to show that in certain cases, this limit exists along
a subsequence, and can be identi�ed as a certain Markov process. We note
that since [X] records only part of the location of X, Pε,† is not Markovian
for ε > 0. Our goal is to show that as ε → 0, the limit is Markovian (and
thus that the discarded information can be replaced via e�ective coe�cients).

As long as XM stays in ΓΛ, it should tend to a process with averaged

coe�cients. We de�ne a linear averaging operator A : C(S◦ \ E) → C(ΓΛ).
For ϕ ∈ C(S◦ \ E), de�ne

(9) (Aϕ)([x]) =

∫
z∈[x]

ϕ(z)‖Q(z)‖−1H 1(dz)∫
z∈[x]

‖Q(z)‖−1H 1(dz)

for all [x] ∈ ΓΛ, where ‖ · ‖ is the standard metric on TT and where H 1 is
standard 1-dimensional Hausdor� measure on T (we will later need to average
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in E, but we will develop the notation for that later). If ϕ ∈ C(S◦ \ E), then

(Aϕ)([x]) = lim
T→∞

1
T

∫ T

0

ϕ(zs(x))ds, x ∈ S◦ \ E.

De�ne an averaged di�usive operator (Lavef)([x]) def= (A (L (f ◦m))) ([x])
for all x ∈ M \ E and f ∈ C2(ΓΛ) (since ΓΛ is a C∞ manifold, f ◦ m ∈
C2(S◦ \ E)). We then expect that the limiting dynamics of XM will be given
by the generator Lave as long as it remains in ΓΛ. It will be killed at the ~`'s,
so we should also impose the requirement that (Lavef)(~`) = 0 for all ` ∈ Λ.

The remaining, and most interesting, question is the limiting behavior at
[E]. The following was conjectured in [Fre96, p. 74]. Since Lave is a nondegen-
erate elliptic operator on C2(ΓΛ) we can consequently de�ne the nonnegative
bilinear form 〈·, ·〉ave on T ∗ΓΛ by

〈df, dg〉ave ([x]) = (Lave(fg)) ([x])− f([x])(Laveg)([x])− g([x])(Lavef)([x])

for all f and g in C2(ΓΛ) and all [x] ∈ ΓΛ. We next de�ne area functions for
each Γ`. Let H 2 be the standard 2-dimensional Hausdor� measure on T. For
each ` ∈ Λ and each [x] ∈ Γ`, de�ne

(10) a`([x]) def= H 2{z ∈ Ð` : |HT,`(z)| ≤ |HT,`(x)|}.

We then de�ne the glueing operator G`f
def= lim[x]→[E],[x]∈Γ` 〈df, da`〉L ,ave ([x])

if this limit exists.

Lemma 2.7. Fix f ∈ C2(ΓΛ) such that lim[x]→[E]
[x]∈ΓΛ

(Lavef)([x]) exists. Then

G`f is well-de�ned for each ` ∈ Λ.

Proof. Same as that of [Sow03, Lemma 1.5]. �

Definition 2.8 (Limiting Domain and Generator) . De�ne

A †
def=

{
(f, g) ∈ C(M)× C(M) : f ∈ C2(ΓΛ), g = Lavef on ΓΛ,

2g([E])H 2(E) =
∑
`∈Λ

G`f , and g(~`) = 0 for all ` ∈ Λ

}
.

The requirement that

(11) 2g([E])H 2(E) =
∑
`∈Λ

G`f

is called the glueing condition. It means that [E] is �sticky� (see [HL81]); i.e.,
that, asymptotically, XM spends positive time at [E]. See also Remarks 2.13
of [Sow02] and Remark 1.7 of [Sow03] for some motivational comments.
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To formalize the theory surrounding A †, let's next make the usual setup on

the event space Ω† def= C([0,∞);M). De�ne the coordinate functions X†t (ω) def=
ω(t) for all t ≥ 0 and all ω ∈ Ω†. For each t ≥ 0, de�ne F †t

def= σ{X†s ; 0 ≤ s ≤
t} and de�ne a sigma-algebra on Ω† by F †

def=
∨
t≥0 F †t .

Proposition 2.9. The operator A † generates a strongly continuous, pos-

itive, contraction semigroup on C(M); i.e., there is a unique P† ∈ P(Ω†)
which solves the martingale problem with generator A † and initial distribu-

tion δ[x◦]. In other words, there is a unique P† ∈ P(Ω†) such that P†{X†0 =
[x◦]} = 1 and such that for (f, g) ∈ A †, 0 ≤ r1 < r2 · · · < rn ≤ s < t, and

{ϕ†j ; j = 1, 2 . . . n} ⊂ C(M),

(12) E
†

{f(X†t )− f(X†s )−
∫ t

s

g(X†u)du
} n∏
j=1

ϕ†j(X
†
rj )

 = 0,

where E† denotes the expectation operator associated with P
†.

The proof will be in Section 4.
To properly state our results, we need some restrictions on the ratio

%
def=

ω1

ω2
,

which is by assumption irrational. First, let's construct the continued-fraction
expansion of %. Set

(13) bzc def= max {j ∈ Z : j ≤ z} and ι(z) def= z − bzc

for all z ∈ R. Set k1
def= % and recursively de�ne2 kn+1

def= 1
ι(kn) for all n ∈ N.

For each n ∈ N, we then de�ne k̄n
def= bknc. For each j ∈ N, de�ne [[j]] def= j,

and if we have de�ned a number [[j1, j2 . . . jN ]] > 0 for all (j1, j2 . . . jN ) ∈ NN

for some N ∈ N, we then de�ne [[j1, j2 . . . jN+1]] def= j1 + 1/[[j2, . . . jN+1]] for
all (j1, j2 . . . jN+1) ∈ NN+1; this will of course be positive. We then de�ne

(14) %N
def= [k̄1, k̄2 . . . k̄N ]

for each nonnegative integer N . This is the continued-fraction expansion of %.

We can write %N of (14) as %N = a
(n)
N /a

(d)
N where a

(n)
N and a

(d)
N are relatively

prime integers; then a
(d)
N ↗ ∞. For each positive integer N , de�ne also for

future reference

νN
def= %− %N ;

2
N

def
= {1, 2 . . . }.
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then for all positive integers N ,

(15) |νN | ≤
1

a
(d)
N a

(d)
N+1

.

Our main theorem is

Theorem 2.10. Fix γ > 0. Assume that % is such that

(16) lim
N→∞

((
a

(d)
N

)721/14+γ

/a
(d)
N+1

)
= 0.

De�ne

(17) εN
def=
(

1/a(d)
N

)105/4+γ/2

for all N ∈ N. Then limN→∞ P
εN ,† = P

†.

Some of the reason why complicated exponents appear is given in Remark
9.6. We can in fact consider sequences other than that given by (17); see
Lemma 9.5 and Remark 9.6. Finally, we admit that the set of ρ's for which
(16) holds is very small, and that the sequence of ε's for which we can get the
desired result is also very small. New approaches will probably be needed for
the full result.

Not surprisingly, the proof is a bit complicated. Our thoughts are orga-
nized as follows. First, we will prove the tightness and uniqueness claims of
Proposition 2.6 and 2.9. Both of these results are straightforward. The hard
part is convergence, which takes up most of our e�orts. This starts in Section
5.

Dolgopyat and Koralov [DK] have a di�erent approach to a related problem.

3. Notation

Here we collect some useful facts.
For A and B subsets of some topological space, we adapt the usual notation

that A ⊂⊂ B if Ā is a compact subset of B◦.

3.1. Brackets. We �rst note that the generators Le and L de�ne brack-

ets�sections of T ∗R2 ⊗ T ∗R2 and T ∗T⊗ T ∗T�by requiring that

〈df, dg〉e (x) = (Le(fg))(x)− f(x)(Leg)(x)− g(x)(Lef)(x),

f, g ∈ C2(R2), x ∈ R2,

〈df, dg〉 (x) = (L (fg))(x)− f(x)(L g)(x)− g(x)(L f)(x),

f, g ∈ C2(T), x ∈ T.

Then 〈df, dg〉 (t(x)) = 〈d(f ◦ t), d(g ◦ t)〉e (x) for all f and g in C1(T) and all
x ∈ R2, and 〈df, dg〉ave ([x]) = (A〈d(f ◦m), d(g ◦m)〉)(x) for all f and g in
C1(ΓΛ) and all x ∈

⋃
`∈Λ Ð`. The brackets naturally appear when applying
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Le or L to compositions of functions; e.g., for f ∈ C2(T) and Φ ∈ C∞(R),
we have that

L (Φ ◦ f)(x) = Φ̇(f(x))(L f)(x) +
1
2

Φ̈(f(x)) 〈df, df〉 (x)

for all x ∈ T. We also note that the nondegeneracy assumption of (2) is exactly
that 〈df, df〉e (x) > 0 for all x ∈ R2 and f ∈ C1(R) such that df(x) 6= 0.

3.2. Euclidean notation. Let's also recall some PDE notation about
functions on subsets of Euclidean spaces.

Definition 3.1. Suppose that F is a subset of some Rd. For any �xed
nonnegative integer k, we say that ϕ ∈ Ck(F ) if ϕ has all derivatives of order
k and less in F ◦ and all of these derivatives are uniformly continuous on F ◦

(in the relative topology inherited from R
2); this is tantamount to requiring

that the limits of all of these derivatives exist at each point in ∂F .

Let's next develop some Euclidean tools, keeping in mind the notational
convention set down in footnote 1. We let 0e = (0, 0) be the origin of R2 (as
we did in (7)). Let (·, ·)e be the standard Euclidean metric on TR2, let ∇e be
the standard Euclidean gradient operator, let ωe

def= dx1∧dx2 be the standard
symplectic form on T ∗R2, and let ∇̄e be the standard Euclidean symplectic

gradient operator; e.g., Qe = ∇̄eH. Also, de�ne ‖x‖e
def=
√
x2

1 + x2
2 (as we did

in (8)) and n(x) def= x2
1 +x2

2 for all x = (x1, x2) ∈ R2. We have already de�ned
the Hausdor� measures H 1 and H 2 on T. Similarly, let H 1

e and H 2
e be,

respectively, 1- and 2-dimensional Hausdor� measure on R2; i.e., then for any
open O of R2 on which t

∣∣
O is a di�eomorphism, H n(t(A)) = H n

e (A) for all
subsets A of O and n ∈ {1, 2}.

The natural Riemannian metric (·, ·) and symplectic form ω(·, ·) on T are
de�ned from (·, ·)e and ωe by requiring that (T tX,T tY ) = (X,Y )e and
ω(T tX,T tY ) = ωe(X,Y ) for all X and Y in TxR

2 for any x ∈ R2. Thus
ω(Q, X) = XHT,` on D` for any vector �eld X on T. Secondly, for any
x ∈ t−1(D`) and any V ∈ TxR2,

ω(Q(t(x)), T tV ) = T tV HT,` = V (HT,` ◦ t) = ωe(∇̄e(HT,` ◦ t)(x), V )

= ω((T t∇̄e(HT,` ◦ t))(x), T tV ),

so Q(t(x)) = T t∇̄e(HT,` ◦ t)(x), as we claimed in the discussion following (5).

3.3. Graph-valued notation. First, note that the Ð`'s can be divided
into two types, wells and peaks. We will call Ð` a well if HT,` is negative in
Ð`. Conversely, we will call Ð` a peak if HT,` is positive in Ð`. Let ΛW be the
collection of indices in Λ such that Ð` is a well, and let ΛP be the collection
of indices in Λ such that Ð` is a peak.
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If ` ∈ ΛP , de�ne I`
def= (0, ~), and if ` ∈ ΛW , de�ne I`

def= (−~, 0). Fix
f ∈ C(ΓΛ). Then for each ` ∈ Λ, we let f` ∈ C(I`) be such that f([x]) =
f`(HT,`(x)) for all x ∈ Ð◦` .

Let now σ and β in C∞(T) be such that

(18) σ(t(x)) = 〈dH, dH〉 (x) and β(t(x)) def= (L H)(x)

for all x ∈ R2. We then de�ne σM and βM in C(ΓΛ) as σM
def= Aσ and

βM = Aβ (using (9)). If f ∈ C2(ΓΛ), de�ne (L †` f)(h) def= 1
2σM,`(h)f̈`(h) +

βM,`(h)ḟ`(h) for each h ∈ I`. Also, de�ne

(19) G`
def=
∫
z∈∂D`

σ(z)
‖Q(z)‖

H 1(dz)

for all ` ∈ Λ. De�ne also Ḡ`
def= G` if ` ∈ ΛP and Ḡ`

def= −G` if ` ∈ ΛW .
It is fairly easy to see that if f ∈ C(M), then (f, g) ∈ A † for some g ∈ C(M)

if and only if

(a.i) for each ` ∈ Γ, f` ∈ C(I`) and f`(0) def= limh→0
h∈I`

f`(h) is the same for

all ` ∈ Λ,
(a.ii) f` ∈ C2(I`) for each ` ∈ Λ,
(a.iii) for each ` ∈ Λ, L †` f` ∈ C(I`), and lim|h|→~

h∈I`
L †` f`(h) = 0, and

(L †` f`)(0) def= limh→0
h∈I`

L †` f`(h) is the same for all ` ∈ Λ,

(a.iv) we have that

2(L †f)([E])H 2(E) =
∑
`∈Λ

Ḡ` lim
h→0
h∈I`

ḟ`(h),

where (L †f)([E]) is the common value of the (L †` f`)(0)'s.
Lemma 2.7 tells us that if (a.i)�(a.iii) are true, then the limits in (a.iv) exists;
thus the requirement (a.iv) simply asserts that these limits are related in a
certain way. If (a.i)�(a.iv) are true, then (f, g) ∈ A †, where g is uniquely

de�ned by requiring that g([x]) = (L †` f`)(HT,`(x)) for each x in each Ð
◦
` ; we

note that (a.iii) ensures that g is well-de�ned at [E] and the ~`'s.

3.4. Covering of T by R2. We de�ne the usual metric on T; for x and

y in R2, de�ne dT(t(x), t(y)) def= infk∈Z2 ‖x− y − k‖R2 . De�ne ť◦ : T→ [0, 1)2

by setting ť◦((x1, x2) + Z2) def= (ι(x1), ι(x2)) for all (x1, x2) ∈ R2. Then t ◦ ť◦

is the identity map on T. For each ` ∈ Λ, de�ne xe`
def= ť◦(x`).

We next lift HT,` back to H.

Lemma 3.2. Let O be a connected component of t−1(D◦` ). Then H(x) −
H(y) = HT,`(t(x))− HT,`(t(y)) for all x and y in O.
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Proof. For any x ∈ O and V ∈ TxR2,

(20) V H = ωe(∇̄eH(x), V ) = ω(T t∇̄eH(x), T tV ) = ω(Q(t(x)), T tV )

= ω(∇̄HT,`(t(x)), T tV ) = T tV HT,` = V (HT,` ◦ t);

thus dH = d(HT,` ◦ t) on O. Since D◦` is di�eomorphic to the open unit disk
in R2, it is arcwise connected.

Fix now x and y in O. Since D◦` is arcwise connected, there is a piecewise
di�erentiable continuous map γ : [0, 1] → D◦` such that γ(0) = t(y) and
γ(1) = t(x). Since t : t−1(D◦` ) → D◦` is a covering map, there is a lift γe :
[0, 1] → t−1(D◦` ). By de�nition of O, it is fairly easy to see that in fact
γe([0, 1]) ⊂ O. By (20), we then have that

H(x)− H(y) =
∫ 1

t=0

dH(γ̇et )dt =
∫ 1

t=0

dHT,`(γ̇t)dt = HT,`(t(x))− HT,`(t(y)),

which is the desired result. �

Lemma 3.3. There is a disjoint collection {D`, ` ∈ Λ} of open subsets of

T such that for each ` ∈ Λ, D` ⊂⊂ D` and such that t is evenly covered over

D`.

Proof. We start by collecting together some ideas from Arnol'd [Arn91].
Fix ` ∈ Λ. Let Oe` be a connected component of t−1(D◦` ). By Lemma 3.2,
we see that H is bounded on Oe` , so by the proof of [Arn91, Lemma 3], Oe`
is bounded. Since D◦` is locally connected, t(Oe` ) = D◦` , and hence t−1(D◦` ) =
Oe` + Z

2. Since the open unit disk and hence D◦` is retractible to a point,
all of the Oe` + k's are disjoint. Since the D`'s are disjoint, Oe` and Oe`′ +
k must be disjoint for all distinct ` and ` in Λ and all k ∈ Z2. We next

claim that the constants d1
def= min`∈Λ distR2

(
Oe` , (Oe` + Z2) \ Oe` )

)
and d2

def=
min`, `′∈Λ,`′ 6=` distR2

(
Oe` ,Oe`′ + Z2

)
are positive; as usual,

distR2(A,B) def= inf {‖x− y‖R2 : x ∈ A and y ∈ B}
for any two subsets A and B of R2. Recall that the Oe` 's are bounded. Also
note that ∂Oe` ⊂ t−1(∂D`), and thus that ∂Oe` must be contained in the set
of critical lines of H. If d1 = 0, then ∂Oe` ∩ (∂Oe` + k) 6= ∅ for some ` ∈ Λ
and k ∈ Z2 \ {0}. If d2 = 0, then ∂Oe` ∩ (∂Oe`′ + k) 6= ∅ for some distinct
` and `′ in Λ and some k ∈ Z2. In either case, two critical lines of H must
intersect, contradicting the Morse assumption, and thus proving that d1 and
d2 are positive.

Take now δ < 1
2 min{d1, d2}, and de�ne

De`
def= (Oe` )δ =

{
x ∈ R2 : ‖x− y‖R2 < δ for some y ∈ Oe`

}
and set D`

def= t(De` ). Clearly the D`'s are open and disjoint, and, since D` is
open and contains D`, D` ⊂⊂ D`. Also, t : De` → D` is surjective and t is a
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local di�eomorphism on De` . To show that t is evenly covered over each D`,
we need to show that t is injective on De` . If t(x) = t(y) for some distinct x
and y in De` , then x ∈ De` ∩ (De` + k) 6= ∅ for some k ∈ Z2 \ {0}. But then
dist(Oe` ,Oe` + k) < 2δ < d1. This contradicts the positivity of d1, �nishing
the proof. �

Finally, for ϕ : T→ R, de�ne

‖Dϕ(t(x))‖ def= max
i∈{1,2}

∣∣∣∣∂(ϕ ◦ t)
∂xi

(x)
∣∣∣∣ ,

‖D2ϕ(t(x))‖ def= max
i,j∈{1,2}

∣∣∣∣∂2(ϕ ◦ t)
∂xi∂xj

(x)
∣∣∣∣

for all x = (x1, x2) ∈ R2 such that ϕ is C∞ at t(x).

3.5. Local coordinates. Let's now construct some coordinate charts near

the x's. De�ne H̃(x1, x2) def= x1x2 for all (x1, x2) ∈ R2.

Lemma 3.4. Fix ` ∈ Λ. There is a connected open neighborhood Ũ of 0e
(in R2) and, for each ` ∈ Λ, a map φ̃` : Ũ → T such that

(b.i) φ̃` is a di�eomorphism from Ũ to φ̃`(Ũ),
(b.ii) t is evenly covered over φ̃`(Ũ),
(b.iii) φ̃`(0e) = x`,

(b.iv) H̃ ◦ φ̃−1
` ◦ t− H is locally constant on t−1(φ̃`(Ũ)),

(b.v) φ̃`(Ũ) ⊂⊂ D` and Ũ ⊂⊂ (−1, 1)2.

Proof. Since t is a covering map, there is a connected neighborhood O` of x`
and a connected component Oe` of t−1(O`) such that t

∣∣
Oe`

is a di�eomorphism.

Let ť` : O` → Oe` be its inverse, and de�ne Ȟ`(x) def= H(̌t`(x)) − H(̌t`(x`)) for
all x ∈ O`. By Lemma 2.8 in [Sow05], there is a connected neighborhood
V` of x` which is contained in O` and a map ξ` : V` → R

2 such that ξ` is a
di�eomorphism from V` to ξ`(V`), ξ`(x`) = 0e, ξ` ◦ t is orientation-preserving,

and such that H̃ ◦ ξ` = Ȟ` on V`. The commutative diagram is thus

ť`(V`) ⊂ R2
H−H(̌t`(x`)) //

t

		

R

V` ⊂ T

ť`

II
Ȟ`

77oooooooooooooo ξ` // ξ`(V`) ⊂ R2

H̃

OO

Since V` ⊂ O, t−1(V`) = ť`(V`) + Z2, this being a decomposition of t−1(V`)
into disjoint components. For any x ∈ ť`(V`) and any K ∈ Z2,

H̃(ξ`(t(x+K)))− H(x+K) = H̃(ξ`(t(x)))− H(x)− 〈ω,K〉
R2

= Ȟ`(t(x))− H(x)− 〈ω,K〉
R2 = −H(̌t`(x`))− 〈ω,K〉R2 ,
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proving that H̃ ◦ ξ` ◦ t− H is locally constant on t−1(V`).
To complete the proof, let Ũ be a connected neighborhood of 0e such that

Ũ ⊂⊂ (−1, 1)2 ∩
⋂
`∈Λ ξ`(V` ∩ D`) and set φ̃`

def= ξ−1
` on Ũ . Since φ̃`(Ũ) ⊂

V` ⊂ O`, t is evenly covered over φ̃`(Ũ). �

For convenience de�ne φ`
def= φ̃−1

` on U`
def= φ̃`(Ũ); i.e.,

Ũ ⊂ R2

φ̃` ,,
U` ⊂ T

φ`

mm .

Let's next push various things through the φ`'s, using Euclidean geometry
on R2 as a reference. Note that

((∇̄eH̃)f)(x) = x1
∂f

∂x1
(x)− x2

∂f

∂x2
(x)

for all x = (x1, x2) ∈ R2 and all f ∈ C1(R2). Fix next ` ∈ Λ. De�ne the

second-order operators L̃` and L̃ ε
` on C2(Ũ) and the bilinear form 〈·, ·〉∼` on

T ∗Ũ by the formulae (L̃`f)(x) def= (L (f ◦ φ`))(φ̃`(x)), (L̃ ε
` f)(x) def= (L ε(f ◦

φ`))(φ̃`(x)), and 〈df, df〉∼` (x) def= (L̃`f
2)(x)−2f(x)(L̃`f)(x), which we require

to hold for all f ∈ C2(Ũ) and all x ∈ Ũ . We also de�ne

B̃`
def=

d(φ̃∗`ω)
dωe

on Ũ .

Then

(21) Tφ`Q(φ̃`(x)) =
1

B̃`(x)
∇̄eH̃(x), x ∈ Ũ .

Indeed, �x x ∈ Ũ and x′ ∈ t−1(φ̃`(x)). Then t(x′) = φ̃`(x) ∈ φ̃`(Ũ), and
φ`(t(x′)) = x. Fix V ∈ Tx′R2; then

ωe(Tφ`Q(φ̃`(x)), Tφ`T tV ) =
1

B̃`(x)
ω(Q(t(x′)), T tV )

=
1

B̃`(x)
ω(T t∇̄eH(x′), T tV ) =

1
B̃`(x)

ωe(∇̄eH(x′), V ) =
1

B̃`(x)
V H

=
1

B̃`(x)
V (H̃ ◦ φ` ◦ t) =

1
B̃`(x)

Tφ`T tV H̃

=
1

B̃`(x)
ωe(∇̄eH̃(φ`(t(x′)), Tφ`T tV ) =

1
B̃`(x)

ωe(∇̄eH̃(x), Tφ`T tV ).

Since Tφ` and T t are full rank, Tφ`T tTx′R
2 = TxR

2, and we have (21). From
(21), we have that(

L̃ ε
` f
)

(x) =
1

ε2B̃`(x)
(∇̄eH̃,∇ef)e(x) + (L̃`f)(x)
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��� ���

Figure 3. Cuto� Functions

for all x ∈ Ũ , ε ∈ (0, 1), f ∈ C2(Ũ), and ` ∈ Λ,

3.6. Useful functions. Next, let's �x some cuto� functions. Let c∧ ∈
C∞(R; [0, 1]) be even and such that supp c∧ ⊂ (−2, 2) and such that supp(1−
c∧) ⊂ R\ [−1, 1]. We then de�ne c∨

def= 1− c∧; see Figure 3. Then c∨(z) = 0 if
|z| ≤ 1, and c∨(z) = 1 if |z| ≥ 2. Note that ċ∨ = −ċ∧ and c̈∨ = −c̈∧, and that
both ċ∧ and c̈∧ have support in [−2,−1] ∪ [1, 2]. Thus, there is a constant
K22 > 0 such that

(22) |ċ∧(z)|+ |̈c∧(z)| ≤ K(22)c∧

(z
2

)
for all z ∈ R. De�ne l(x) def= ln(e + |x|−1) for all x > 0. Then l ≥ 1 and

l(x) ≈ ln 1
|x| when x → 0. Next, de�ne x−

def= min{x, 0} for all x ∈ R.
For x ∈ R, x− ≤ x. Thus, for x and y in R, x + y ≥ x− + y−; since
x−+ y− ≤ 0, we in fact have that x−+ y− ≤ min{x+ y, 0} = (x+ y)−. Since
|y−| = |y|χ{y≤0} ≤ |y| for all y ∈ R, we in fact have that

(23) 0 ≤ (x+ y)− ≥ x− − |y|

for all x and y in R. Finally, de�ne s(x) def= x/|x| for all x ∈ R \ {0}, and for

consistency, de�ne s(0) def= 0.

4. Tightness and uniqueness

4.1. Tightness. We �rst prove Proposition 2.6.
For each ω ∈ Ω, {Xt(ω); t ≥ 0} is a continuous path in T. Furthermore,

the map ω 7→ X(ω) from Ω into C([0,∞);R2) is measurable (where we endow
C([0,∞);R2) with the topology of uniform convergence on compacts).

Let's lift the process X to R2. De�ne Ω◦
def= {ω ∈ Ω : X0(ω) = x◦}

(the point x◦ was chosen in De�nition 2.4), and note that Ω◦ ∈ F0. De�ne

xe◦
def= ť◦(x◦). For ω ∈ Ω◦, let {Xe

t (ω); t ≥ 0} be the lift of {Xt(ω); t ≥ 0} to
T. For ω ∈ Ω \ Ω◦, de�ne Xe

t (ω) def= xe◦ for all t ≥ 0.

Lemma 4.1. The process {Xe
t ; t ≥ 0} is adapted to {Ft; t ≥ 0}.

Proof. Fix T ≥ 0. It su�ces to show that the set Aδ(ϕe)
def= {ω ∈ Ω :

‖Xe(ω)−ϕe‖C([0,T ];R2) < δ} is in FT for all ϕe ∈ C([0, T ];R2) and δ ∈ (0, 1/2)
(such sets are a base for the topology of C([0, T ];R2)).
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If ‖ϕe0 − xe◦‖R2 ≥ δ, then Aδ(ϕe) = ∅ ∈ FT . Thus, we henceforth assume
that ‖ϕe0 − xe◦‖R2 < δ. Then Aδ(ϕe) = (Aδ(ϕe) ∩ Ω◦) ∪ (Aδ(ϕe) \ Ω◦). If
sup0≤t≤T ‖ϕet−xe◦‖R2 ≥ δ, Aδ(ϕe)\Ω◦ = ∅, while if sup0≤t≤T ‖ϕet−xe◦‖R2 < δ,
Aδ(ϕe) \ Ω◦ = Ω. In either case, Aδ(ϕe) \ Ω◦ ∈ FT .

Set now ϕt
def= t(ϕet ) for all t ∈ [0, T ], and de�ne the set

Bδ(δ)
def= Ω◦ ∩ {ω ∈ Ω : sup

0≤t≤T
dT(Xt(ω), ϕt) < δ}.

We claim that Aδ(ϕe) ∩ Ω◦ = Bδ(ϕ). Since dT(t(x), t(y)) < ‖x − y‖R2 for
all x and y in R2, Aδ(ϕe) ∩ Ω◦ ⊂ Bδ(ϕ). To show the reverse inclusion, �x
ω ∈ Bδ(ϕ), and de�ne

I(ω) def= {t ∈ [0, T ] : ‖Xe
t (ω)− ϕet‖R2 < δ}.

Continuity implies that I(ω) is an open subset of [0, T ]. If t ∈ [0, T ] is such
‖Xe

t (ω) − ϕet‖R2 > δ, then by continuity it is in the interior of [0, T ] \ I(ω).
Consider �nally t ∈ [0, T ] such that ‖Xe

t (ω)−ϕet‖R2 = δ. Since δ < 1/2, there
is an open neighborhood O of t (in [0, T ]) such that ‖Xe

s (ω)− ϕes‖R2 < 1
2 for

all s ∈ O. For all k ∈ Z2 \ {0},

‖Xe
s (ω)−ϕes+k‖R2 ≥ ‖k‖R2−‖Xe

s (ω)−ϕes‖R2 ≥ 1− 1
2

=
1
2
> ‖Xe

s (ω)−ϕes‖R2 ,

so ‖Xe
s (ω) − ϕes‖R2 = dT(Xs(ω), ϕs) < δ for all s ∈ O. We conclude that

[0, T ] \ I(ω) is open (in the topology of [0, T ]). Since by assumption 0 ∈ I(ω),
the connectedness of [0, T ] implies that I(ω) = [0, T ], and hence that ω ∈
Aδ(ϕe) ∩ Ω◦, This implies that Bδ(ϕ) ⊂ Aδ(ϕe) ∩ Ω◦, and hence �nishes the
proof that Aδ(ϕe) ∩ Ω◦ = Bδ(ϕ).

Clearly Bδ(ϕ) ∈ FT ; collect things together, and the proof is complete. �

The main idea of the proof of tightness is that if XM varies a lot, then so
must H(Xe), but we can control the variation of H(Xe) by standard means.

Recall the metric on M de�ned by (8). Our �rst claim is the following.

Lemma 4.2. Fix T > 0 and µ > 0. Then there is a µ′ > 0 such that for

any η ∈ (0, 1),

(24)

ω ∈ Ω◦ : sup
0≤s<t≤T
|s−t|≤η

∣∣∣H(Xe
s∧e(ω)(ω))− H(Xe

t∧e(ω)(ω))
∣∣∣ < µ′


⊂

ω ∈ Ω◦ : sup
0≤s<t≤T
|s−t|≤η

d†(XM
s (ω), XM

t (ω)) < µ

 .
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Proof. Assume not. Then for each n ∈ N, there is an ηn ∈ (0, 1), an
ωn ∈ Ω◦ and an sn and a tn in [0, T ∧ e(ωn)] such that 0 < sn − tn ≤ ηn and
such that

(25)

sup
0≤s′<t′≤T∧e(ωn)
|s′−t′|≤ηn

|H(Xe
s′(ωn))− H(Xe

t′(ωn))| < 1
n
,

d†(XM
sn (ωn), XM

tn (ωn)) ≥ µ.

Since Xsn(ωn) and Xtn(ωn) are in the compact set S for all n, we can extract

a subsequence {nk; k =∈ N} of N such that x∗a
def= limk→∞XM

snk
(ωnk) and

x∗b
def= limk→∞XM

tnk
(ωnk) exist. We note that by continuity d†([x∗a], [x∗b ]) ≥ µ.

The triangle inequality implies that max{d†([x∗a], [E]), d†([x∗b ], [E])} ≥ µ/2.
We now de�ne the open set

O def= {z ∈M : d†(z, [x∗a]) < µ/5}

∪ {z ∈M : d†(z, [x∗b ]) < µ/5} ∪ {z ∈M : d†(z, [E]) < µ/5}.

Note that O is open and thus M \ O is compact. We cover M \ O. Fix
z ∈M\O. Then z ∈ m(Ð`) for some ` ∈ Λ. It is easy to check that M\m(Ð`)
is a closed set which does not contain z. Thus there is a µz ∈

(
0, 3µ

20

)
such

that µz < dist† (z,M \m(Ð`)), where, as usual, dist†(x,A) def= infy∈A d†(x, y)

for all points x ∈ M and all subsets A of M. De�ne then Oz
def= {z′ ∈ M :

d†(z′, z) < µz/3}. By compactness there is thus a �nite subset A of M \ O
such that M \ O ⊂

⋃
z∈AOz.

Now let k ∈ N be large enough that

d†(XM
snk

(ωnk), [x∗a]) <
µ

10
and d†(XM

tnk
(ωnk), [x∗b ]) <

µ

10
.

Then

d†(XM
tnk

(ωnk), [x∗a]) ≥ d†([x∗a], [x∗b ])− d†(XM
tnk

(ωnk), [x∗b ]) ≥ µ−
µ

10
=

9µ
10
.

Hence there is an r∗1 ∈ (snk , tnk) such that d†(XM
r∗1

(ωnk), [x∗a]) = µ/4. Thus

d†(XM
r∗1

(ωnk), [x∗a]) = µ/4 > µ/5 and

d†(XM
r∗1

(ωnk), [x∗b ]) ≥ d†([x∗a], [x∗b ])− d†(XM
r∗1

(ωnk), [x∗a]) ≥ µ− µ

4
=

3µ
4
>
µ

5
,

d†(XM
r∗1

(ωnk), [E]) ≥ d†([x∗a], [E])− d†(XM
r∗1

(ωnk), [x∗a]) ≥ µ

2
− µ

4
=
µ

4
>
µ

5
.

Thus XM
r∗1

(ωnk) ∈M \ O and thus is in Oz for some z ∈ A.
We consequently have that d†(XM

r∗1
(ωnk), z) < µz

3 , and since z ∈M \ O,

d†(XM
tnk

(ωnk), z) ≥ d†([x∗b ], z)− d†(XM
tnk

(ωnk), [x∗b ]) ≥
µ

5
− µ

10
=

µ

10
>

2µz
3
.
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Thus there is an r∗2 ∈ (r∗1 , tnk) such that d†(XM
s (ωnk), z) < 2µz

3 for all s ∈
[r∗1 , r

∗
2) and d†(XM

r∗2
(ωnk), z) = 2µz

3 . Let ` ∈ Λ be such that z ∈ m(Ð`), and
let x ∈ Ð` be such that m(x) = z. Then∣∣HT,`(Xr∗2

(ωnk))− HT,`(Xr∗1
(ωnk))

∣∣
≥
∣∣HT,`(Xr∗2

(ωnk))− HT,`(x)
∣∣− ∣∣HT,`(Xr∗1

(ωnk))− HT,`(x)
∣∣

≥ d†(XM
r∗2

(ωnk), z)− d†(XM
r∗1

(ωnk), z) ≥ 2µz
3
− µz

3
≥ 1

3
inf
z′∈A

µz′ .

We can now move back to H. For all s ∈ [r∗1 , r
∗
2),

dist†
(
XM
s (ωnk),M \m(Ð`)

)
≥ dist† (z,M \m(Ð`))− d†(XM

s (ωnk), z) ≥ µx −
2µx
3

> 0.

Thus XM
s (ωnk) ∈ m(Ð`) for all s ∈ [r∗1 , r

∗
2). Since m−1(m(Ð`)) = Ð` ⊂ D◦` ,

Xs(ωnk) ∈ D◦` for all s ∈ [r∗1 , r
∗
2). Let O be a connected component of t−1(D◦` ),

and let xe ∈ O be such that t(xe) = x. Then necessarily Xe
s (ωnk) ∈ O for all

s ∈ [r∗1 , r
∗
2). By Lemma 3.2 and the continuity of H and HT,`,

lim
k→∞

∣∣∣H(Xe
r∗2

(ωnk))− H(Xe
r∗1

(ωnk))
∣∣∣

≥ lim
k→∞

∣∣HT,`(Xr∗2
(ωnk))− HT,`(Xr∗1

(ωnk))
∣∣ ≥ 1

3
inf
z′∈A

µz′ .

This violates the �rst claim of (25), proving that our assumption is incorrect,
and thus proving the lemma. �

We now can give the

Proof of Proposition 2.6. From (24), we have that

(26) sup
0<ε<1

P
ε

 sup
0≤s<t≤T
|s−t|≤η

d†(XM
s , XM

t ) ≥ µ


≤ sup

0<ε<1
P
ε

 sup
0≤s<t≤T
|s−t|≤η

|H(Xe
s∧e)− H(Xe

t∧e)| ≥ µ′


for each η ∈ (0, 1) (use here the fact that Pε(Ω◦) = 1 for all ε ∈ (0, 1)). We
now compute that

H(Xe
t∧e) = H(Xe

0) +
∫ t∧e

0

β(Xs)ds+Mt∧e ,
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where M is a Pε-martingale with quadratic variation

〈M〉t =
∫ t

0

σ(Xs)ds, t ≥ 0.

Standard results imply that

lim
η→0

sup
0<ε<1

P
ε

 sup
0≤s<t≤T
|s−t|≤η

|H(Xe
s∧e)− H(Xe

t∧e)| ≥ µ′

 = 0.

Combining this and (26), we get that

lim
η→0

sup
0<ε<1

P
ε,†

 sup
0≤s<t≤T
|s−t|≤η

d†(X†s , X
†
t ) ≥ µ

 = 0,

which is the claimed tightness. �

4.2. Uniqueness. We next prove Proposition 2.9. As usual, we endow
C(M) with the topology generated by the ‖ · ‖C(M) norm, and we de�ne

D(A †) def= {f : (f, g) ∈ A †} and R(λ − A †) def= {λf − g : (f, g) ∈ A †}.
According to [EK86, Theorem 4.2.2], we need to prove three things: that
D(A †) is dense in C(M), that A † is dissipative, and that R(λ−A †) is dense
in C(M) for some λ > 0. We begin with

Lemma 4.3. The set D(A †) is dense in C(M).

Proof. Fix f ∈ C(M). We will kill the variation of f near [E] and the ~`'s
and replace the f`'s by smooth approximations. Note that smooth functions
which are �at near [E] and the ~`'s are in D(A †). For each n ∈ N and ` ∈ Λ,
let fn,` ∈ C∞c (I`) be such that |f`(h)− fn,`(h)| < 1/n for all h ∈ I` such that
1/(2n) < |h| < ~− 1/(2n). For each n ∈ N, de�ne

fn([x]) def=
∑
`∈ΛP

χÐ`(x) {fn,`(HT,`(x))c∨(nHT,`(x))c∨(n(HT,`(x)− ~))

+f`(~)c∧(n(HT,`(x)− ~))}

−
∑
`∈ΛW

χÐ`(x) {fn,`(HT,`(x))c∨(nHT,`(x))c∨(n(HT,`(x) + ~))

+f`(−~)c∧(n(HT,`(x) + ~))}

+ f([E])

{
1−

∑
`∈Λ

χÐ`(x)c∨(nHT,`(x))

}
for each x ∈ S and each positive integer n. Note that fn ∈ C2(ΓΛ). Thus, we
de�ne gn([x]) def= (Lavefn)([x]) if x ∈ ΓΛ and otherwise we set gn([x]) = 0. It is
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fairly clear that (fn, gn) ∈ A † for all n ∈ N and that limn→∞ ‖fn−f‖C(M) = 0.
This means that we have approximated an arbitrarily-chosen element of C(M)
by elements of D(A †). �

Lemma 4.4. The operator A † is dissipative.

Proof. From [EK86, Lemma 4.2.1], it su�ces to show the positive maxi-
mum principle. In other words, �x (f, g) ∈ A † and assume that x∗ ∈ M is
such that f(x∗) = maxx∈M f(x) ≥ 0; then we must show that g(x∗) ≤ 0.

If x∗ ∈
⋃
`∈Λ~`, then by de�nition of A †, g(x∗) = 0. Assume next that

x∗ ∈ ΓΛ. Since Lave is local and can be represented by a strongly elliptic
operator on the Γ`'s, we must here too have that g(x∗) ≤ 0. Finally, assume
that x∗ = [E]. By assumption that f attains its maximum at x∗ = [E], we
have that G`f ≤ 0 for all ` ∈ Λ (use the same argument as in the proof of
Lemma 4.4 of [Sow03]). Thus 2g([E])H 1(E) =

∑
`∈Λ G`f ≤ 0, which gives us

the desired result. �

Finally, we prove

Lemma 4.5. For each λ > 0, R(λ−A †) is dense in C(M).

Proof. It su�ces to �x a ϕ ∈ C(M) such that ϕ` ∈ C∞(I`) for all ` ∈ Λ,
and a λ > 0 and �nd an (f, g) ∈ A † such that

(27) g([x])− λf([x]) = ϕ([x]) x ∈M

(we have reversed signs to make the ensuing PDE's look more standard). We
separately consider several PDE's on each of the I`'s. For each ` ∈ Λ, de�ne
f`, fa,`, and fb,` as the solutions of the PDE's

L †` f` − λf` = ϕ` on I`, lim
h→0
h∈I`

f`(h) = 0, and lim
|h|→~
h∈I`

f`(h) = 0,

L †` fa,` − λfa,` = 0 on I`, lim
h→0
h∈I`

fa,`(h) = 1, and lim
|h|→~
h∈I`

fa,`(h) = 0,

L †` fb,` − λfb,` = 0 on I`, lim
h→0
h∈I`

fb,`(h) = 0, and lim
|h|→~
h∈I`

fb,`(h) = 1.

By standard results (see [Fel55] and [Fel57]), all of these PDE's have solutions;
furthermore, by standard smoothness results [Eva98, Theorem 6.3.6], these
solutions are in�nitely smooth. Also, by standard arguments (see Lemma 1.5

of [Sow03]), all of the ḟ`(0)'s, ḟa,`(0)'s, and ḟb,`(0)'s are all uniquely de�ned
by continuity.

Let's next de�ne some constants. Set C~,`
def= − 1

λϕ`(~) for ` ∈ ΛP
and set C~,`

def= − 1
λϕ`(−~) for ` ∈ ΛW . Next, de�ne C ′

def= 2λH 2(E) −
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`∈Λ Ḡ`ḟa,`(0). We claim that C ′ 6= 0. Indeed, consider the function

f◦([x]) =
∑
`∈Λ

χÐ`(x)fa,`(HT,`(x)) + χ[E]([x]), x ∈ S.

If C ′ = 0, then (as one can easily check) (f◦, λf◦) ∈ A †. By dissipativity,
0 = ‖λf◦ − λf◦‖C(M) ≥ λ‖f◦‖C(M), so in fact f◦ ≡ 0. Since clearly f◦ 6≡ 0, we
must conclude that C ′ 6= 0 We now can de�ne the last constant; set

C0
def=

∑
`∈Λ Ḡ`ḟ`(0) +

∑
`∈Λ C~,`Ḡ`ḟb,`(0)− 2ϕ([E])H 2(E)

C ′
.

Finally, de�ne

f̃([x]) =
∑
`∈Λ

χÐ`(x){f`(HT,`(x)) + C0fa,`(HT,`(x)) + C~,`fb,`(HT,`(x))}

+ C0χ[E]([x])

for all [x] ∈ M, and de�ne g̃
def= λf̃ + ϕ We claim that (f, g) is in A † and is

a solution of (27). We can easily check that f̃ ∈ C(M) and hence g̃ ∈ C(M).
Clearly f̃ ∈ C2(ΓΛ) and Lavef̃ = g̃ on ΓΛ. Thirdly g̃(~`) = λC~,`+ϕ`(~) = 0
if ` ∈ ΛP and g̃(~`) = λC~,` + ϕ`(−~) = 0 if ` ∈ ΛW . Finally, we can check
that

2H 2(E) {λC0 + ϕ([E])} =
∑
`∈Λ

Ḡ`ḟ`(0) + C0

∑
`∈Λ

Ḡ`ḟa,`(0) +
∑
`∈Λ

C~,`Ḡ`ḟb,`(0),

which implies that the glueing conditions hold. �

We have

Proof of Proposition 2.9. Use the above results and [EK86, Theorem 4.2.2].
�

5. Outline of the proof of convergence

We next organize the proof of Theorem 2.10. Intuitively, there are three
things that we must understand:

(c.i) When the process is not near [E], we can use stochastic averaging.
(c.ii) The process �sticks� in [E] in some quanti�able way.
(c.iii) When the process leaves [E], it does so according to the stated glueing

conditions.

We want to analytically extract these behaviors via arguments which start
with De�nition 2.4 and lead to (12). The hard work in proving Theorem 2.10
is in constructing various analytical characterizations of (c.i)�(c.iii). This will
take up the body of this paper. To organize our reasoning, we will in this
section simply state the main technical lemmas we need, and then put them
together to prove Theorem 2.10.
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Let's now �x once and for all (f, g) ∈ A †. Then we have that

f(m(x)) =
∑
`∈Λ

f`(HT,`(x))χÐ`(x) + f([E])χE(x)

g(m(x)) =
∑
`∈Λ

g`(HT,`(x))χÐ`(x) + g([E])χE(x).
x ∈ S

By de�nition of A †, f ◦m is C2 on S \ [E].

Remark 5.1. If f ◦m ∈ C2(S) (which in general will not occur unless the

ḟ`(0)'s are all identically zero and hence g([E]) = 0), then

E
ε

{f(XM
t )− f(XM

s )−
∫ t∧e

s∧e

(L ε(f ◦m))(Xu)du
} n∏
j=1

ϕj(Xrj )

 = 0.

Thus

E
ε

{f(XM
t )− f(XM

s )−
∫ t

s

g(XM
u )du

} n∏
j=1

ϕj(Xrj )


= E

ε

∫ t∧e

s∧e

{(L ε(f ◦m))(Xu)− g(m(Xu))} du
n∏
j=1

ϕj(Xrj )


and we want to show that the right-hand side tends to zero as ε → 0. Away
from [E], this should be standard stochastic averaging (item (c.i) above). The
more interesting behavior is that near [E]. When XM hits [E], how long does
it (asymptotically) stay there, and how does it (asymptotically) go back into
one of the Γ`'s? These behaviors cannot be identi�ed by functions f ∈ C(M)
such that f ◦ m is smooth (similarly, one cannot distinguish between killed
or re�ected Brownian motion by looking only at functions which are locally
constant near the origin). We need to look at more general f ∈ C(M); in
particular, we need to look at f ∈ C(M) such that Lavef is well-de�ned and
continuous (particularly at [E]) but which may have discontinuities in the �rst
derivatives at [E] (for the general theory of di�usions on a bounded interval,
see [EK86, Chapter 8.1] and [Man68]).

We will use a perturbed test function to make the above thoughts work.
We will see that the glueing conditions ensure that we can construct such a
family of perturbed test functions. The crucial result is the following. De�ne

fouter(x) def= f([E]) +
∑
`∈Λ

ḟ`(0)HT,`(x)χÐ`(x)

for all x ∈ S. As we will see, this is a good approximation of f ◦m near E.
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Proposition 5.2 (Corrector Functions) . Assume that (16) and (17) hold.
Then there is a sequence (Ψε

A; ε ∈ (0, 1)) of functions such that for each

N ∈ N, ΨεN
A + fouter is in C2(S) and such that

(28)

lim
N→∞

‖ΨεN
A ‖C(S) = 0,

lim
N→∞

E
εN

[{∫ t∧e

u=s∧e

{(L εNΨεN
A )(Xu)− g([E])χE(Xu)} du

}−]
= 0

for all 0 ≤ s < t.

We will construct Ψε
A at the end of Section 9.

Remark 5.3. Neglecting complications, we should roughly have that

M
(f,g)
t

def= f(XM
t )−

∫ t

0

g(XM
s )ds(29)

=
{

(f ◦m)(Xt∧e) + Ψε
A(Xt∧e)

−
∫ t∧e

0

(L ε(f ◦m + Ψε
A))(Xu)du

}
−Ψε

A(Xt∧e)

+
∫ t∧e

0

{(L ε(f ◦m))(Xu)− (g ◦m)(Xu)}χS\E(Xu)du

+
∫ t∧e

0

{(L εΨε)(Xu)− g([E])χE(Xu)} du.

Since f ◦ m is constant on E, L ε(f ◦ m) vanishes there. The martingale
problem ensures that the term in braces is a martingale. The �rst claim of
(28) implies that Ψε

A should be asymptotically negligible. Stochastic averaging
should show that the third line is also small. Finally, the second claim of (28)
should imply that the last line is asymptotically nonnegative. Thus M (f,g)

is asymptotically a submartingale. Since A † is a vector space, it contains
(−f,−g). Thus the exact same arguments show that M (−f,−g) = −M (f,g) is a
submartingale, so M (f,g) is asymptotically a martingale (cf. the submartingale
problem of [SV71]).

Notice that in contrast to standard applications of perturbed test function
theory, where the perturbed test functions primarily help us average, here
they also help to interpolate between a smooth state space and a singular
one. Notice also that the perturbed test functions need not be unique; they
need only exist.

To start to make the above thoughts precise, we would like to look at the
test function f ◦m+ Ψε

A. To control the third line in (29), we need to average
L (f ◦ m); to do so, we need L (f ◦ m) to be twice-di�erentiable. Since the
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de�nition of A † does not ensure that these higher derivatives exist, we �rst
need to approximate f (as we did in [Sow02], [Sow03]).

Lemma 5.4. There is a collection {fδ` ; ` ∈ Λ, δ ∈ (0, 1)} of functions and

a constant K > 0 such that for each ` ∈ Λ,
(d.i) fδ` ∈ C1(I`) ∩ C2(I`) for all δ ∈ (0, 1),
(d.ii) fδ` (0) = f([E]) and ḟδ` (0) = ḟ`(0) for all δ ∈ (0, 1),
(d.iii) limδ→0 ‖fδ` − f`‖C(I`) = 0,
(d.iv) limδ→0 ‖L †` fδ` − g`‖C(I`) = 0,

and such that for all δ ∈ (0, 1) and h ∈ I`,

(30)

∣∣∣∣dfδ`dh (h)
∣∣∣∣ ≤ K, ∣∣∣∣d2fδ`

dh2
(h)
∣∣∣∣ ≤ Kl(h),

∣∣∣∣d3fδ`
dh3

(h)
∣∣∣∣ ≤ K

δ|h|
,∣∣∣∣d4fδ`

dh4
(h)
∣∣∣∣ ≤ K

δ2|h|2
.

The proof, which requires some careful but standard molli�cation argu-
ments, is at the end of this section.

Fix now an exponent κ ∈ (0, 2/9) and de�ne the relaxation parameter

δε
def= εκ for all ε ∈ (0, 1). For ε in (0, 1), de�ne now

F ε(x) def=
∑
`∈Λ

fδε` (HT,`(x))χÐ`(x)c∨

(
HT,`(x)
δε

)

+ fouter(x)

{
1−

∑
`∈Λ

χÐ`(x)c∨

(
HT,`(x)
δε

)}
+ Ψε

A(x).

Lemma 5.5. We have that limε→0 ‖f ◦m− F ε‖C(S) = 0.

Proof. Use the �rst claim in (28), (d.iii) of Lemma 5.4, and the continuity
of f at [E]. �

For all x ∈ S and ε ∈ (0, 1), we then have

(L εF ε)(x) = g([x]) +
6∑
j=1

E ε
a,i(x),

where

E ε
a,1(x) def=

∑
`∈Λ

{
(L (fδε` ◦ HT,`))(x)− g`(HT,`(x))

}
c∨

(
HT,`(x)
δε

)
χÐ`(x),

E ε
a,2(x) def= (L εΨε

A)(x)− g([E])χE(x),

E ε
a,3(x) def=

∑
`∈Λ

{(L fouter)(x)− g`(HT,`(x))} c∧

(
HT,`(x)
δε

)
χÐ`(x),
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E ε
a,4(x) def= −

∑
`∈Λ

1
δε

ċ∧

(
HT,`(x)
δε

)
χÐ`(x)

{
fδε` (HT,`(x))− fouter(x)

}
β(x),

E ε
a,5(x) def= −

∑
`∈Λ

1
2δ2
ε

c̈∧

(
HT,`(x)
δε

)
χÐ`(x)

{
fδε` (HT,`(x))− fouter(x)

}
σ(x),

E ε
a,6(x) def= −

∑
`∈Λ

1
δε

ċ∧

(
HT,`(x)
δε

)
χÐ`(x)

{
ḟδε` (HT,`(x)) 〈dHT,`, dHT,`〉 (x)

− 〈dfouter, dHT,`〉 (x)} .

Let's bound the various error terms. The whole point of Proposition 5.2 was
to bound E ε

a,2. We will take care of E ε
a,1 below in Lemma 5.11 by averaging.

To start to take care of the remaining error terms (which are all concentrated
near ∂E), let's �rst state a residence-time result.

Lemma 5.6. There is a K5.6 > 0 such that for all t > 0,∑
`∈Λ

E
ε

[∫ t∧e

u=0

c∧

(
HT,`(Xu)

δ

)
σ(Xu)χÐ`(Xu)du

]
≤ K5.6(1 + t)δ,

∑
`∈Λ

E
ε

[∫ t∧e

u=0

c∧

(
HT,`(Xu)

δ

)√
σ(Xu)χÐ`(Xu)du

]
≤ K5.6(1 + t)

√
δ

for all ε and δ in (0, 1).

The proof will be given in Section 8.
We can now prove

Lemma 5.7. We have that

lim
ε→0

E
ε

[∫ t∧e

u=0

∣∣E ε
a,i(Xu)

∣∣ du] = 0

for all i ∈ {4, 5, 6} and t ≥ 0.

Proof. As in the proof of Lemmas 7.11 and 7.12 in [Sow03], we can �nd a
constant K > 0 such that

|fδε` (HT,`(x))− fouter(x)| ≤ K|HT,`(x)|2l(|HT,`(x)|),

|ḟδε` (HT,`(x))− ḟ`(0)| ≤ K|HT,`(x)|l(|HT,`(x)|)

for all ` ∈ Λ, x ∈ Ð` and ε ∈ (0, 1). Recall (22). Thus there is a K > 0 such
that

|E ε
a,4(x)| ≤ Kδεl(ε),

|E ε
a,5(x)| ≤ Kl(ε)

∑
`∈Λ

c∧

(
HT,`(x)

2δε

)
σ(x)χÐ`(x),
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|E ε
a,6(x)| ≤ Kl(ε)

∑
`∈Λ

c∧

(
HT,`(x)

2δε

)
σ(x)χÐ`(x)

for all ε in (0, 1), ` ∈ Λ, and x ∈ Ð`. We now use Lemma 5.6 to get the stated
results. �

To bound E ε
a,3, we need a slightly stronger bound on residence time near

∂E.

Lemma 5.8. There is a K > 0 such that for all t > 0,∑
`∈Λ

E
ε

[∫ t∧e

u=0

c∧

(
HT,`(Xu)

δ

)
χÐ`(Xu)du

]

≤ K(1 + t)

δ +

{
εa

(d)
N +

1

εa
(d)
N+1a

(d)
N

}2/3
 l(ε)

for all ε and δ in (0, 1) and all N ∈ N such that δ > ε2/3.

The proof will be given in Section 8.

Lemma 5.9. We have that

lim
N→∞

E
εN

[∫ t∧e

u=0

∣∣E εN
a,3 (Xu)

∣∣ du] = 0

for all t ≥ 0.

Proof. L fouter and g are bounded. Apply Lemma 5.8. Note that δε > ε2/3.
Also, note that

lim
N→∞

εNa
(d)
N = lim

N→∞

(
1

a
(d)
N

)105/4+γ−1

= lim
N→∞

(
1

a
(d)
N

)101/4+γ

= 0,

lim
N→∞

1

εNa
(d)
N+1a

(d)
N

= lim
N→∞

(a(d)
N )105/4+γ/2−1

a
(d)
N+1

= lim
N→∞

(a(d)
N )101/4+γ/2

a
(d)
N+1

= 0,

where in the second line we have used the fact that 101/4 < 721/14. �

Next, let's average in the Ð`'s. For ϕ ∈ C2(S \ E) and λ ∈ (0, 1), de�ne

Φz,λ
ϕ (x) def= −

∫ ∞
t=0

e−λtϕ(zt(x))dt, x ∈ S \ E.

Then we have

Lemma 5.10. Fix ϕ ∈ C∞(T). Then there is a K > 0 such that∣∣QΦz,λ
ϕ − {ϕ−Aϕ}

∣∣ ≤ Kλl(|HT,`|),
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|Φz,λ
ϕ | ≤

K

λ
, ‖DΦz,λ

ϕ ‖ ≤
K

λ2|HT,`|
and ‖D2Φz,λ

ϕ ‖ ≤
K

λ3|HT,`|2

on Ð` for all ` ∈ Λ.

The proof will be given in Section 8.5.

Lemma 5.11. We have that

lim
ε→0

E
ε

[∣∣∣∣∫ t∧e

u=s∧e

E ε
a,1(Xu)du

∣∣∣∣] = 0

for all 0 ≤ s < t.

Proof. For all ε in (0, 1) and x ∈ T, we have that
(31)

E ε
a,1(x) = Iε(x)+

∑
`∈Λ

{
(L †` f

δε
` )(HT,`(x))− g`(HT,`(x))

}
c∨

(
HT,`(x)
δε

)
χÐ`(x),

where

Iε(x) def=
∑
`∈Λ

{
(L (fδε` ◦ HT,`)(x)− (L †` f

δε
` )(HT,`(x))

}
c∨

(
HT,`(x)
δε

)
χÐ`(x)

for all x ∈ S. We use (d.iv) of Lemma 5.4 to bound the second term on the
right of (31).

We now appeal to Lemma 5.10. For ε ∈ (0, 1), de�ne

Υε
1(x) def=

∑
`∈Λ

{
ḟδε` (HT,`(x))Φz,δε

β (x) +
1
2
f̈δε` (HT,`(x))Φz,δε

σ (x)
}
χÐ`(x)

for all x ∈ S. Combining Lemmas 5.4 and 5.10, we have that for some K1 > 0,

(32)

∣∣∣QΥε
1 −

{
L (fδε` ◦ HT,`)− (L †` f

δε
` ) ◦ HT,`

}∣∣∣ ≤ K1δεl(|HT,`|),

|Υε
1| ≤

K1l(ε)
δε

, ‖DΥε
1‖ ≤

K1

δ3
ε |HT,`|2

, ‖D2Υε
1‖ ≤

K1

δ5
ε |HT,`|4

on Ð` for all ` ∈ Λ and all ε ∈ (0, 1). For all ε ∈ (0, 1), de�ne now

Υε
2(x) def= ε2

∑
`∈Λ

Υε
1(x)c∨

(
HT,`(x)
δε

)
χÐ`(x)

for all x ∈ S. Thus for all x ∈ S and ε ∈ (0, 1),

(L εΥε
2)(x) = Iε(x) +

5∑
i=1

Eε`,i(x)χÐ`(x),
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where for all ` ∈ Λ and x ∈ Ð`,

Eε`,1(x) =
∑
`∈Λ

{(QΥε
1)(x)

−
{

(L (fδε` ◦ HT,`))(x)− (L †` f
δε
` )(HT,`(x))

}}
c∨

(
HT,`(x)
δε

)
,

Eε`,2(x) = −ε
2

δε

∑
`∈Λ

Υε
1(x)ċ∧

(
HT,`(x)
δε

)
β(x),

Eε`,3(x) = − ε2

2δ2
ε

∑
`∈Λ

Υε
1(x)c̈∧

(
HT,`(x)
δε

)
σ(x),

Eε`,4(x) = ε2
∑
`∈Λ

(L Υε
1)(x)c∨

(
HT,`(x)
δε

)
,

Eε`,5(x) = −ε
2

δε

∑
`∈Λ

〈dΥε
1, dHT,`〉 (x)ċ∧

(
HT,`(x)
δε

)
.

We now return to (32). We see that there is a K2 > 0 such that

|Eε`,1(x)| ≤ K2δεl(ε), |Eε`,2(x)| ≤ K2
ε2l(ε)
δ2
ε

, |Eε`,3(x)| ≤ K2
ε2l(ε)
δ3
ε

,

|Eε`,4(x)| ≤ K2
ε2

δ9
ε

, |Eε`,5(x)| ≤ K2
ε2

δ6
ε

, and |Υε
2(x)| ≤ K2

ε2l(ε)
δε

for all x ∈ Ð`, ` ∈ Λ, and ε ∈ (0, 1). Thus there is a K3 > 0 such that for all
ε ∈ (0, 1),

E
ε

[∣∣∣∣∫ t∧e

s=0

Iε(Xs)ds
∣∣∣∣]

≤ K3(1 + t)
{
ε2l(ε)
δε

+ δεl(ε) +
ε2l(ε)
δ2
ε

+
ε2l(ε)
δ3
ε

+
ε2

δ9
ε

+
ε2

δ6
ε

}
≤ 6K3(1 + t)

{
δε +

ε2

δ9
ε

}
l(ε).

The requirement that κ < 2/9 allows us to complete the proof. �

We �nally collect things together.

Proof of Theorem 2.10. Fix (f, g) ∈ A †, 0 ≤ r1 < r2 · · · < rn ≤ s < t and
{ϕj ; j = 1, 2 . . . n} ⊂ Cb(M) such that ‖ϕj‖C(M) ≤ 1 for all j ∈ {1, 2, . . . n}.
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Then

E
ε

{f(XM
t )− f(XM

s )−
∫ t

s

g(XM
u )du

} n∏
j=1

ϕj(XM
rj )

+
≥ Eε

∫ t∧e

u=s∧e

{(L εF ε)(Xu)− g([Xu])} du

 n∏
j=1

ϕj(XM
rj )

+
− 2‖F ε − f ◦m‖C(M)

≥ Eε
{∫ t∧e

u=s∧e

{(L εF ε)(Xu)− g([Xu])} du
}− n∏

j=1

ϕj(XM
rj )

+
− 2‖F ε − f ◦m‖C(M)

≥ Eε
[{∫ t∧e

u=s∧e

{(L εF ε)(Xu)− g([Xu])} du
}−]

− 2‖F ε − f ◦m‖C(M).

Let N → ∞ and use Lemmas 5.5, 5.7, 5.9, and 5.11 and the second claim of
(28). We get that
(33)

lim
N→∞

E
εN

{f(XM
t )− f(XM

s )−
∫ t

s

g(XM
u )du

} n∏
j=1

ϕj(XM
rj )

+ ≥ 0.

Since A † is a vector space, (−f,−g) ∈ A †, so the fact that (33) holds for all
(f, g) ∈ A † implies that

lim
N→∞

E
εN

{f(XM
t )− f(XM

s )−
∫ t

s

g(XM
u )du

} n∏
j=1

ϕj(XM
rj )

+ ≤ 0

for all (f, g) ∈ A †. The combination of this and (33) implies that

lim
N→∞

E
εN

{f(XM
t )− f(XM

s )−
∫ t

s

g(XM
u )du

} n∏
j=1

ϕj(XM
rj )

+ = 0.

This clearly implies the stated claim. �

5.1. Proof of Lemma 5.4. The proof heavily uses the arguments of Lem-
mas A.6, A.7, and A.8 of [Sow03].

Proof of Lemma 5.4. The proof is similar to that of Lemma 7.6 of [Sow03].
Fix ` ∈ Λ. De�ne

β̃M,`(h) =
∫

z∈Ð`
HT,`(z)=h

β(z)
‖∇̄HT,`(z)‖

H 1(dz),
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σ̃M,`(h) =
∫

z∈Ð`
HT,`(z)=h

σ(z)
‖∇̄HT,`(z)‖

H 1(dz),

T̃`(h) =
∫

z∈Ð`
HT,`(z)=h

1
‖∇̄HT,`(z)‖

H 1(dz)

for all h ∈ I`; then βM,`(h) = β̃M,`(h)/T̃`(h) and σM,`(h) = σ̃M,`(h)/T̃`(h)
for all h ∈ I`.

Let's next get some bounds on σ̃M,`, β̃M,`, T̃`, and their �rst two deriva-

tives. Lemma 5.1 of [Sow03] gives bounds on T̃` from above and below and

on the size of the �rst two derivatives of T̃`. Note that σ/‖∇̄HT,`‖ is bounded
and positive on T \ X. Arguing as in the proofs of Lemmas A.8 and A.9
in [Sow03], we can get bounds on σ̃M,` from above and below. Clearly

|β̃M,`(h)| ≤ ‖β‖C(T)T̃`(h) for all h ∈ I`, giving us a bound on the size of

β̃M,`. Directly using Lemma A.7 of [Sow03], we can bound the size of the

�rst two derivatives of β̃M,` and σ̃M,`. Collecting all of this together, we can
�nd a K1 > 0 such that

1
K1
≤ σ̃M,`(h) ≤ K1,

∣∣∣∣dσ̃M,`

dh
(h)
∣∣∣∣ ≤ K1l(h),

∣∣∣∣d2σ̃M,`

dh
(h)
∣∣∣∣ ≤ K1

|h|
,

|β̃M,`(h)| ≤ K1l(h),

∣∣∣∣∣dβ̃M,`

dh
(h)

∣∣∣∣∣ ≤ K1

|h|
,

∣∣∣∣∣d2β̃M,`

dh
(h)

∣∣∣∣∣ ≤ K1

|h|2
,

l(h)
K1
≤ T̃`(h) ≤ K1l(h),

∣∣∣∣∣dT̃`dh (h)

∣∣∣∣∣ ≤ K1

|h|
,

∣∣∣∣∣d2T̃`
dh

(h)

∣∣∣∣∣ ≤ K1

|h|2

for all h ∈ I`.
Combining things and using Lemma A.8 of [Sow03], we can �nd a K2 > 0

such that

1
K2l(h)

≤ σM,`(h) ≤ K2

l(h)
,

∣∣∣∣dσM,`

dh
(h)
∣∣∣∣ ≤ K2

l2(h)|h|
,∣∣∣∣d2σM,`

dh2
(h)
∣∣∣∣ ≤ K2

l2(h)|h|2

for all h ∈ I`. By calculating as in the proof of Lemma A.8, we can �nd a
constant K3 > 0 such that

|βM,`(h)| ≤ K3,

∣∣∣∣dβM,`

dh
(h)
∣∣∣∣ ≤ K3

{
1

l(h)|h|
+

l(h)
l2(h)|h|

}
,∣∣∣∣∣d2βM,`

dh2
(h)

∣∣∣∣∣ ≤ K3

{
1

l(h)|h|2
+

1
l2(h)|h|2

+
l(h)

l3(h)|h|2
+

l(h)
l2(h)|h|2

}
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for all h ∈ I`; thus there is a K4 > 0 such that

|βM,`(h)| ≤ K4,

∣∣∣∣dβM,`

dh
(h)
∣∣∣∣ ≤ K4

l(h)|h|
, and

∣∣∣∣∣d2βM,`

dh2
(h)

∣∣∣∣∣ ≤ K4

l(h)|h|2
.

We �nally de�ne fδ` as in the proof of Lemma 7.6 of [Sow03]. We can then
�nd a constant K5 > 0 such that

(34) |fδ` (h)| ≤ K5, |fδ,(1)
` (h)| ≤ K5, and |fδ,(2)

` (h)| ≤ K5l(h)

for all h ∈ I`. There is then a constant K6 > 0 such that

|fδ,(3)
` (h)| ≤ K6l(h)

{
1
δ

+
1

l(h)|h|
+
{

1 +
1

l2(h)|h|

}
l(h)

}
,

and thus a constant K7 > 0 such that

(35) |fδ,(3)
` (h)| ≤ K7

δ|h|
for all h ∈ I`. From this, we can �nd a K8 > 0 such that

|fδ,(4)
` (h)| ≤ K8l(h)

{
1
δ2

+
1

l(h)|h|2
+
{

1
l(h)|h|

+
1

l2(h)|h|2

}
l(h)

+
{

1 +
1

l2(h)|h|

}
1
δ|h|

}
,

and hence there is a K9 > 0 such that

|fδ,(4)
` (h)| ≤ K9

δ2|h|2

for all h ∈ I`. Combine this, (34) and (35) to get (30). �

6. Relaxation of the Hamiltonian

We now construct a sequence of approximate Hamiltonians on R
2. The

salient features of these will be that they generate a �ow on T which (i) agrees
with Q on the Ð`'s, for which (ii) all of the x`'s are on the same heteroclinic
cycle, and (iii) the �ow is periodic on E except on this heteroclinic cycle.

First, recall Lemma 3.3. For each ` ∈ Λ, let De` be the connected component
of t−1(D`) which contains xe` . Then t

∣∣
De`

is a di�eomorphism; we let ť` be its

inverse. For each ` ∈ Λ, we can �nd an open subset D′` of T such that

D` ⊂⊂ D′` ⊂⊂ D`. De�ne De
`

def= ť(D`) and D′,e`
def= ť(D′`) for all ` ∈ Λ. For

each ` ∈ Λ, let $` ∈ C∞(R2; [0, 1]) be such that $` = 1 on D′,e` and $` = 0
on R2 \ De` .

Next, �x ` ∈ Λ. Since % is irrational, there are integers J
(1)
N,` and J

(2)
N,` such

that ∣∣∣∣J (1)
N,`%+ J

(2)
N,` −

H(xe`)
ω2

∣∣∣∣ ≤ |νN |2.
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De�ne now JN,`
def=
(
J

(1)
N,`, J

(2)
N,`

)
and HN,`

def= H (xe` − JN,`). We note that thus

HN,` = H(xe`)− J
(1)
N,`ω1 − J (2)

N,`ω2 = ω2

{
H(xe`)
ω2

− J (1)
N,`%− J

(2)
N,`

}
so

(36) |HN,`| ≤ |ω2||νN |2.

De�ning e1
def= (1, 0) ∈ R2, set

ĤN (x) def= ω2

−〈x, e1〉R2 +
∑
K∈Z2

`∈Λ

$`(x−K) 〈x−K − JN,`, e1〉R2


−
∑
K∈Z2

`∈Λ

$`(x−K)
HN,`
νN

, x ∈ R2.

We then de�ne a perturbed Hamiltonian and a perturbed frequency vector;

set HN (x) def= H(x) + νN ĤN (x) for all x ∈ R2 and set ωN
def= ω − ω2e1νN =

(ω2%N , ω2).

Lemma 6.1. Fix a positive integer N . For any x ∈ R2 and K ∈ Z2,

HN (x + K) = HN (x) + 〈ωN ,K〉R2 . For any ` ∈ Λ and any K ∈ Z2, HN ≡
H−HN,`−ω2νN 〈e1,JN,` +K〉

R2 on De,ς
` +K. In particular, HN (xe`−JN,`) = 0.

The proof will be given at the end of the section.

Analogously to (1), we now de�ne the vector �elds Qe,N
def= ∇̄eHN and

Q̂e,N
def= ∇̄eĤN , and (similarly to (3)) we then de�ne vector �elds QN and Q̂N

on T by requiring that (QNϕ)(t(x)) = (Qe,N (ϕ ◦ t))(x) and (Q̂Nϕ)(t(x)) =
(Q̂e,N (ϕ ◦ t))(x) for all ϕ ∈ C∞(T) and x ∈ R2. Then

(37) QN = Q + νNQ̂N

for all N ∈ N.

Lemma 6.2. For each ` ∈ Λ and N ∈ N, QN = Q on
⋃
`∈Λ D`. Fur-

thermore, supN∈N,x∈T ‖Q̂N (x)‖ < ∞. Finally, for N large enough, {x ∈ S :
QN (x) = 0} = {x ∈ S : Q(x) = 0}.

The proof will be given at the end of the section.
Let zN be the �ow of di�eomorphisms of T de�ned by

żNt (x) def= QN (zNt (x)) t ≥ 0

zN0 (x) = x.
x ∈ T
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���
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Figure 4. γN and CN

By Lemma 6.2, zNt = zt on
⋃
`∈Λ D` for all t ∈ R. Let now ∼N denote chain

equivalence with respect to zN , and let [x]N
def= {x′ ∈ T : x′ ∼N x} for all

x ∈ T. Since zN = z in the Ð`'s and z is periodic in Ð`, all points in all of
the Ð`'s are chain-recurrent and {[x]N : x ∈ Ð`} ' (0, ~`] for ` ∈ ΛP and
{[x]N : x ∈ Ð`} ' [−~`, 0) for ` ∈ ΛW . We next claim that {[x]N ; x ∈ E} is a
circle. De�ne

(38) rN
def=

ω2

a
(d)
N

for all N ∈ N. For all K = (k1, k2) ∈ Z2,

HN (xe` +K) = HN (xe` − JN,`) + ω2%N (J (1)
N,` + k1) + ω2(J (2)

N,` + k2)

= rN

{
a

(n)
N (J (1)

N,` + k1) + a
(d)
N (J (2)

N,` + k2)
}

;

hence

(39) HN (xe` +K) ∈ rNZ.

For each N ∈ N, next de�ne the codimension-one sets

γN
def= t

{
x ∈ t−1(E) : HN (x) ∈ ZrN

}
CN

def= t

{
x ∈ t−1(E) : HN (x) ∈

(
Z+

1
2

)
rN

}
;

see Figure 4.

Lemma 6.3. For large enough N ∈ N, γN ∩ (E ∪ X) and γN are path-

connected and all orbits of zN in E \ γN are periodic.

The proof will be given at the end of the section. Thus γN is the unique het-
eroclinic cycle of zN in S, and furthermore all points in E are chain-recurrent
under zN .

We next claim that there is a local Hamiltonian in S \ CN .



PSEUDOPERIODIC FLOWS 887

Lemma 6.4. For each N ∈ N, there is an Hloc
N ∈ B(S) such that Hloc

N is

C∞ on S◦ \ CN ,

(40)
Hloc
N (t(x)) = HN (x)−

⌊
HN (x)
rN

+
1
2

⌋
rN , x ∈ t−1(E),

Hloc
N (x) = HT,`(x), x ∈ Ð`, ` ∈ Λ.

This tells us that {[x]N ; x ∈ E} is the circle of circumference rN . Since γN
contains the ∂Ð`'s, which are limit points of the Ð`'s, we have that {[x]N ; x ∈
S} is a whiskered circle, where one whisker is attached for each trap. De�ne

W def= (−1/2, 1/2); we thus have that Hloc
N : E \ CN = rNW.

Remark 6.5. By removing CN , we have approximated E by a long and
thin ribbon. More precisely, the width of E \ CN , as parametrized by Hloc

N ,
is rN (the width of rNW). Since the area of E \ CN is equal to that of E
(we have removed only the one-dimensional manifold CN ), the �length� of the
ribbon should be of order 1/rN . This can be made more precise by using the
change-of-variables formula; the proof of Lemma 7.1 gives a related argument.

We note that Hloc
N has a very nice form near the x`'s.

Lemma 6.6. For each N ∈ N,

Hloc
N (x) = H̃(φ`(x))−

⌊
H̃(φ`(x))

rN
+

1
2

⌋
rN

if x ∈ U` ∩ E and Hloc
N (x) = H̃(φ`(x)) if x ∈ U` ∩ Ð`.

We will give the proof at the end of the section.

6.1. Omitted proofs.

Proof of Lemma 6.1. The function ĤN consists of a linear part and a pe-

riodic part. Via this decomposition, we have that ĤN (x + K) = ĤN (x) −
ω2 〈K, e1〉R2 for all x ∈ R2 and K ∈ Z2. Thus HN (x + K) − HN (x) =
〈ω,K〉

R2 −νNω2 〈e1,K〉R2 = 〈ωN ,K〉R2 for all x ∈ R2 and K ∈ Z2, giving us
the �rst claim.

If x ∈ De,ς
` , then

ĤN (x) = ω2

{
−〈x, e1〉R2 + 〈x− JN,`, e1〉R2

}
−HN,`
νN

= −ω2 〈JN,`, e1〉R2−
HN,`
νN

,

so for all K ∈ Z2,

HN (x+K)− H(x+K) = νN ĤN (x+K)

= νN

{
−ω2 〈JN,`, e1〉R2 −

HN,`
νN
− ω2 〈K, e1〉R2

}
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= −νNω2 〈JN,` +K, e1〉R2 − HN,`.

This gives the second claim. We then calculate that HN (xe` − JN,`) = H(xe` −
JN,`)− HN,` = 0, which gives us the last claim. �

Proof of Lemma 6.2. The �rst claim follows from Lemma 6.1. The second
claim is easy. De�ning

υ
def= inf

{
‖∇eH(z)‖e : z 6∈

⋃
`∈Λ

De,ς
` + Z2

}
,

K
def= sup

{
‖∇eĤN (z)‖e : z ∈ R2, N ∈ N

}
,

we see that υ > 0 and K <∞. If N ∈ N large enough that |νN |K < υ, then
{x ∈ S : QN (x) = 0} ⊂

⋃
`∈Λ Dς

`. Lemma 6.1 implies that HN − H is locally

constant on
⋃
`∈Λ De,ς

` + Z2, so the �nal claim follows. �

Let's now use a transversal. Arnol'd [Arn91] proves that there is a C∞

map ζ : R → t−1(E) such that dH(ζ̇(t)) = 1 and ζ(t + ω2) = ζ(t) + (0, 1) for

all t ∈ R. De�ne T e def= ζ(R).

Proof of Lemma 6.3. We start by de�ning some curves in t−1(E ∪ X). For
each x ∈ t−1(E∪X), let {ªNt (x); t ∈ R} be the unique element of C(R; t−1(E∪
X)) such that

(i) ªN0 (x) = x,

(ii) if ªNt (x) ∈ t−1(E), then ª̇
N

t (x) exists and ª̇
N

t (x) = ∇̄eHN
‖∇̄eHN‖e

(ªNt (x)),

(iii) {t ∈ R : ªNt (x) ∈ t−1(X)} is discrete.
It is easy to see that such a curve is uniquely de�ned. Indeed, the vector �eld
∇̄eHN/‖∇̄eHN‖e is well-de�ned on all of t−1(E \ X). Clearly t−1(∂E \ X) is

invariant under this vector �eld, so ªNt (x) is well-de�ned up to the time when
it reaches a point in t−1(X) (this time may be ∞). Requirement (iii) means
that if we hit a point in X, we must immediately go back into E. Looking
at local coordinates and using the fact that ∇̄eHN is hyperbolic at points
of t−1(X), we see that the trajectory of ªN must leave x along the unstable
manifold of QN , and the requirement that it remain in t−1(E∪X) (as opposed
to going into one of the t−1(∂D`)'s) speci�es the direction along the unstable
manifold.

Fix now ` ∈ Λ. We claim that

(41) γN ∩ (E ∪ X) = t(ªN
R

(xe`)).

Note that by (39), HN (xe`) = k◦rN for some k◦ ∈ Z.
To show the easy inclusion in (41), observe that for any t ∈ R, HN (ªNt (xe`)) =

HN (xe`) = k◦rN ∈ rNZ; thus t(ªN
R

(xe`)) ⊂ γN ∩ (E ∪ X). To see the other

direction, �x x ∈ t−1(E∪X) such that HN (x) = krN for some k ∈ Z. Since a(n)
N
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and a
(d)
N are relatively prime, there is a (j1, j2) ∈ Z2 such that a

(n)
N j1 +a

(d)
N j2 =

k◦ − k. De�ne x̂
def= x+ (j1, j2); clearly t(x̂) = t(x). De�ne also the two times

τ◦
def= inf{t ∈ R : ªNt (xe`) ∈ T e} and τ̂

def= inf{t ∈ R : ªNt (x̂) ∈ T e}; by
[Arn91] and perturbative arguments, we know that if N ∈ N is large enough,
τ◦ and τ̂ are �nite (independently of the x and ` we chose). We note that

HN (ªNτ◦(x
e
`)) = HN (xe`) = k◦rN and that

HN (ªNτ̂ (x̂)) = HN (x̂) = HN (x) + 〈ωN , (j1, j2)〉
R2 = krN + ω2{%N j1 + j2}

= rN{k + a
(n)
N j1 + a

(d)
N j2} = k◦rN .

Since {x ∈ T e : HN (x) = k◦rN} is a single point, which we shall denote by x∗,

we see that ªNτ◦(x
e
`) = x∗ = ªNτ̂ (x̂). Since the �ow ªN is unique, t(ªN−τ̂+τ◦(x

e
`)) =

t(ª−τ̂ (x∗)) = t(x̂) = t(x); i.e., t(x) ∈ t(ªN
R

(xe`)), �nishing the proof of (41).

Since t 7→ ªNt (xe`) is a piecewise-smooth continuous map, (41) implies that
γN ∩ (E∪X) is arcwise connected. Since each ∂D` is a homoclinic orbit of Q,
the ∂D`'s are arcwise connected. Since each one also intersects E∪X, we can
conclude that γN = (γN ∩ (E ∪ X)) ∪

⋃
`∈Λ ∂D` is arcwise connected.

The periodicity of orbits on E \ γN follows from Lemma 6.2 and arguments
as in the proof of Lemma 2.5 of [Sow05]. �

We next want to prove Lemmas 6.4 and 6.6. First, we need a natural, but
technical, result.

Lemma 6.7. Suppose that O ⊂ R2 is open and intersects t−1(∂D`). Sup-

pose further that both O and O ∩ t−1(∂D`) are arcwise connected. For each

N ∈ N, there is a kN ∈ Z such that HT,`(t(x)) − HN (x) = kN rN for all

x ∈ O ∩ t−1(D`). In particular, HN (x) = −kN rN for all x ∈ O ∩ t−1(∂D`).

Proof. We �rst claim that HN is constant on O ∩ t−1(∂D`). Let {γt; t ∈
[0, 1]} be a piecewise di�erentiable path in O∩ t−1(∂D`). For all t ∈ (0, 1) for
which γ̇t exists, T tγ̇t ∈ SpanQ(t(γt)), so

0 = ω(T tγ̇t,Q(t(γt))) = ω(T tγ̇t, T t∇̄eH(γt))

= ωe(γ̇t, ∇̄eH(γt)) = ωe(γ̇t, ∇̄eHN (γt)) = −dHN (γ̇t).

Thus t 7→ HN (γt) is constant on [0, 1]. Since (by assumption) O∩ t−1(∂D`) is
arcwise connected, HN must indeed be constant on O ∩ t−1(∂D`).

Fix next N ∈ N. We next claim that in fact there is a kN ∈ Z such that
HN ≡ −kN rN on O∩ t−1(∂D`). By assumption, there is an x ∈ O∩ t−1(∂D`).
Let {zt; 0 ≤ t < ∞} be a solution of żt = ∇̄eHN (zt) such that z0 = x.

Then t(zt) = z(t(x)) for all t ≥ 0. Since limt→∞ zt(x) = x`, z∞
def= limt→∞ zt

exists and is in t−1X. Keeping (39) in mind, we thus have that HN (x) =
limt→∞ HN (zt) = HN (z∞) = −kN rN for some kN ∈ Z. Since HN is, by our
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above arguments, constant on O ∩ t−1(∂D`), we must have that HN (x) =
−kN rN for all x ∈ O ∩ t−1(∂D`).

Next, we prove that HT,` ◦ t − HN is constant on O ∩ t−1(D`). Fix x ∈
O ∩ t−1(D`). Since O is arcwise connected and intersects t−1(∂D`), there is
a piecewise di�erentiable path {γt; t ∈ [0, 1]} such that γ0 = x and γ1 ∈
O ∩ t−1(∂D`). Let τ

def= inf{t ∈ [0, 1] : γt ∈ O \ t−1(D`)}. Then
HT,`(t(γτ ))− HT,`(t(x))

=
∫ τ

0

ω(∇̄HT,`(t(γs)), T tγ̇s)ds =
∫ τ

0

ω(Q(t(γs)), T tγ̇s)ds

=
∫ τ

0

ω(T t∇̄eH(γs), T tγ̇s)ds =
∫ τ

0

ωe(∇̄eH(γs), γ̇s)ds

=
∫ τ

0

ωe(∇̄eHN (γs), γ̇s)ds =
∫ τ

0

dHN (γ̇s)ds = HN (γτ )− HN (x).

Since HT,`(t(γτ )) = 0, HT,`(t(x)) = HN (x) − HN (γτ ) = HN (x) + kN rN . This
implies the �rst stated claim. The second stated claim follows from the �rst,
by taking x in O ∩ t−1(∂D`). �

Proof of Lemma 6.4. We �rst show that the right-hand side of (40) is well-
de�ned on E. Fix x ∈ t−1(E) and K = (k1, k2) in Z2. Then HN (x + K) =
HN (x) + rN

{
a

(n)
N k1 + a

(d)
N k2

}
. Since a

(n)
N and a

(d)
N are integers, HN (x+K)−

HN (x) ∈ rNZ, so

HN (x+K)−
⌊

HN (x+K)
rN

+
1
2

⌋
rN = HN (x)−

⌊
HN (x)
rN

+
1
2

⌋
rN .

Thus we can de�ne Hloc
N : S→ R by setting

Hloc
N (t(x)) def= HN (x)−

⌊
HN (x)
rN

+
1
2

⌋
rN

if x ∈ t−1(E) and Hloc
N (t(x)) def= HT,`(t(x)) if t(x) ∈ Ð` and ` ∈ Λ.

To �nish the proof, we need to show that Hloc
N thus de�ned is smooth on

S◦ \ CN . It is not di�cult to see that it is smooth on (S◦ \ CN ) \
⋃
`∈Λ ∂Ð`.

To proceed, �x now ` ∈ Λ and x∗ ∈ ∂D`.
By constructing local coordinates (use the Morse lemma at x`; otherwise

use standard coordinates as in [Boo86, Theorem 3.14]), we can �nd an open
neighborhood O of x∗ such that t is evenly covered over O, and both O and
O∩ ∂Ð` are arcwise connected. Let Oe be a connected component of t−1(O),
and let ť be the inverse of t

∣∣
Oe . Then O

e = ť(O) and Oe∩ t−1(D`) = ť(O∩D`)
are arcwise connected. From Lemma 6.7, we thus have that HT,`(t(x)) =
HN (x) − HN (̌t(x∗)) for all x ∈ ť(O ∩ D`) and HN (̌t(x∗)) ∈ rNZ. De�ne

O′ def= {x ∈ O : |HN (̌t(x)) − HN (̌t(x∗))| < rN/2}. It is fairly easy to see
that in fact Hloc

N (x) = HN (̌t(x)) − HN (̌t(x∗)) for all x ∈ O′. Since ť is a
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di�eomorphism, Hloc
N is indeed smooth at each point in ∂D`, completing the

proof. �

Proof of Lemma 6.6. Let O be the connected component of t−1(U` ∩ Ðς`)
which contains xe` − JN,`. We have that H − HN and H − H̃ ◦ φ` ◦ t are both

constant on O; thus HN − H̃ ◦ φ` ◦ t is constant on O. Hence for x ∈ O
HN (x)− H̃(φ`(t(x))) = HN (xe` − JN,`)− H̃(φ`(t(xe` − JN,`)))(42)

= −H̃(φ`(x`)) = −H̃(0e) = 0.

Thus, for x ∈ O ∩ t−1(E),

Hloc
N (t(x)) = H̃(φ`(t(x))−

⌊
H̃(φ`(t(x)))

rN
+

1
2

⌋
rN ;

while for x ∈ O ∩ t−1(Ð`), the combination of (42) and Lemma 6.7 implies
that

Hloc
N (t(x)) = HN (x)− HN (xe` − JN,`) = H(x) = H̃(φ`(t(x))).

Since t
∣∣
O is a di�eomorphism with range U` ∩ Ðς`, the stated follows. �

7. Dominant analysis

We now want to use the machinery of [Sow05] to �glue� at γN . We have
two questions to answer. First of all, if we start on γN , what is the relative
likelihood of going into each of the Ð`'s, versus the relative likelihood of going
back to E? Secondly, if we start in E, how long does it (on average) take
to get to γN , where we are back to the �rst question. The �rst question is
one of glueing, and the second question should involve some sort of Poisson

equation (recall that one usually studies occupation times by solving Poisson
equations). The combination of the likelihood of going back to E and then
returning to γN at a later time should give the stickiness coe�cient of (c.ii),
and the relative likelihood of going into the di�erent Ð`'s should give (c.iii).
Lemma 7.7 is the result which brings all of this into focus.

The long-term behavior of z in E should (and will) be important in our
calculations. For ϕ ∈ C(E), de�ne

(Aϕ)([E]) def=
1

H 2(E)

∫
z∈E

ϕ(z)H 2(dz);

then for any x ∈ E,

lim
T→∞

1
T

∫ T

s=0

ϕ(zs(x))ds = (Aϕ)([E]);

this is an extension of (9).
Let's �rst focus on γN . Recall that [Sow05] gives us a solvability con-

dition for correcting for a smoothness defect in certain types of test func-
tions near a homoclinic orbit. Let's write down the function we wish to
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correct. Similarly to (18), de�ne σN and βN in C∞(T) by requiring that
σN (t(x)) = 〈dHN , dHN 〉 (x) and βN (t(x)) = (L HN )(x) for all x ∈ R2. Recall
the G`'s of (19), and de�ne

G̃N
def=
∫
z∈γN∩E

σN (z)
‖QN (z)‖

H 1(dz).

We can calculate the asymptotics of G̃N . De�ne

(43) k
def= (Aσ)([E])H 2(E).

Lemma 7.1. We have that limN→∞ rN G̃N = k.

Proof. It is su�cient to calculate locally. Since σN/‖QN‖ is bounded, we
can excise neighborhoods near the critical points of QN in E (i.e., points in
X). Similar calculations allow us to excise neighborhoods of ∂Ð`. Let O be
an open subset of E and let Oe be an open subset of R2 such that t(Oe) = O,
t
∣∣
Oe is a di�eomorphism, and Oe is a compact set which does not contain any

critical points of HN . Then by continuity and change-of-variables formula
[EG92, Section 3.4.3],

lim
N→∞

rN

∫
z∈γN∩E∩O

σN (z)
‖QN (z)‖

H 1(dz)

= lim
N→∞

rN

∫
z∈t−1(E)∩Oe

HN (z)∈rNZ

σN (z)
‖∇eHN (z)‖e

H 1
e (dz)

=
∫
z∈t−1(E)∩Oe

σ(z)H 2
e (dz) =

∫
z∈E∩O

σ(z)H 2(dz).

This leads to the claimed result. �

Now de�ne

zN (x) def=


rN
k

{∑
`∈ΛW

G`ḟ`(0)
}

Hloc
N (x) if x ∈ E and Hloc

N (x) > 0
rN
k

{∑
`∈ΛP

G`ḟ`(0)
}

Hloc
N (x) if x ∈ E and Hloc

N (x) < 0

ḟ`(0)Hloc
N (x) if x ∈ Ð`

0 if x ∈ S and Hloc
N (x) = 0.

This captures, to �rst order, the behavior of f ◦ m on the Ð`'s near ∂E. We
claim that we can �nd a small corrector function which compensates for the
loss of smoothness of zN across γN . To see this, we �rst decompose S \ γN
into connected components (see [Sow05]). Note that

{x ∈ S : Hloc
N (x) > 0} = {x ∈ E : Hloc

N (x) > 0} ∪
⋃
`∈ΛP

Ð`,

{x ∈ S : Hloc
N (x) < 0} = {x ∈ E : Hloc

N (x) < 0} ∪
⋃

`∈ΛW

Ð`,
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both of these being disjoint unions. We then have that

γN ∩ ∂{x ∈ S : Hloc
N (x) > 0} =

{
(γN ∩ E) ∪

⋃
`∈ΛW

∂Ð`

}
∪
⋃
`∈ΛP

∂Ð`,

γN ∩ ∂{x ∈ S : Hloc
N (x) < 0} =

{
(γN ∩ E) ∪

⋃
`∈ΛP

∂Ð`

}
∪
⋃

`∈ΛW

∂Ð`.

We thus have that

∑
`∈ΛP

G`ḟ`(0) +

{
G̃N +

∑
`∈ΛW

G`

}{
rN

k

∑
`∈ΛW

G`ḟ`(0)

}
≈
∑
`∈ΛP

G`ḟ`(0) +
∑
`∈ΛW

G`ḟ`(0)

≈
∑
`∈ΛW

G`ḟ`(0) +

{
G̃N +

∑
`∈ΛP

G`

}{
rN

k

∑
`∈ΛP

G`ḟ`(0)

}
.

This should allow us to glue as in [Sow05]. To make this precise, de�ne

f
+
N

def=

∑
`∈ΛW

G`ḟ`(0)∑
`∈ΛP

G`

{
1− rN G̃N

ג

− rN

ג

∑
`∈ΛW

G`

}
,

f
−
N

def=

∑
`∈ΛP

G`ḟ`(0)∑
`∈ΛW

G`

{
1− rN G̃N

ג

− rN

ג

∑
`∈ΛP

G`

}
,

ẑN (x) def=



rN
k

{∑
`∈ΛW

G`ḟ`(0)
}

Hloc
N (x) if x ∈ E and Hloc

N (x) > 0
rN
k

{∑
`∈ΛP

G`ḟ`(0)
}

Hloc
N (x) if x ∈ E and Hloc

N (x) < 0

{ḟ`(0) + f+
N}Hloc

N (x) if x ∈ Ð` and ` ∈ ΛP
{ḟ`(0) + f−N}Hloc

N (x) if x ∈ Ð` and ` ∈ ΛW
0 if x ∈ S and Hloc

N (x) = 0.

Then we exactly have that

∑
`∈ΛP

G`{ḟ`(0) + f+
N}+

{
G̃N +

∑
`∈ΛW

G`

}{
rN

k

∑
`∈ΛW

G`ḟ`(0)

}
=
∑
`∈ΛP

G`ḟ`(0) +
∑
`∈ΛW

G`ḟ`(0)

=
∑
`∈ΛW

G`{ḟ`(0) + f−N}+

{
G̃N +

∑
`∈ΛP

G`

}{
rN

k

∑
`∈ΛP

G`ḟ`(0)

}
.
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By Lemma 7.1 and the fact that limN→∞ rN = 0, we have that

(44) lim
N→∞

|f+
N | = lim

N→∞
|f+
N | = 0.

Proposition 7.2 (Glueing). There are constants K7.2 ∈ (1,∞) and δ̄7.2 ∈
(0, 1) such that for each N ∈ N and δ ∈ (0, δ̄7.2) and ε in (0, 1) such that ε <√
δ/K7.2 and ε < r

3/2
N /4, there is a function Ψδ,ε,N

D such that Ψδ,ε,N
D + ẑN ∈

C2(S \ CN ), and such that |Ψδ,ε,N
D (x)| ≤ K7.2εl(ε)/r

3/4
N

(L εΨδ,ε,N
D )(x)

≥ −K7.2

{
|µN,ε|
r
5/4
N

+
1

r
3/4
N

√
δ

}
l(ε) exp

[
− 1
K7.2

∣∣∣∣Hloc
N (x)

√
rN

ε

∣∣∣∣]σN (x)

− K

r
1/4
N

√
δ

exp
[
− 1
K7.2

∣∣∣∣Hloc
N (x)

√
rN

ε

∣∣∣∣]√σN (x)

− K7.2

εr
3/4
N

exp
[
−
∣∣∣∣Hloc

N (x)
ε
√
δ

∣∣∣∣]σN (x)− K7.2εl(ε)

r
3/4
N

√
δ

− K7.2

εr
3/4
N

exp

[
− 1
K7.2

√
δ

ε

]
− K7.2

ε7/3
√
δ

exp

− 1
K7.2

(
r
3/2
N

ε

)1/2


for all x ∈ S \ (CN ∪ γN ).

We will prove this in Section 10. The unspeci�ed parameter δ comes from
the proof of Theorem 3.8 of [Sow05]. Using the calculations of the next section,

we will show that the terms which bound L εΨδ,ε,N
D from below are in fact

small. We will then optimize over δ in Lemma 8.8. We will also later correct
for the di�erence between zN and ẑN .

Remark 7.3. We would like the �ribbon� of Remark 6.5 to be asymptot-
ically wider than the boundary layer of the glueing corrector. This means
that the boundary layer does not interfere with itself across the ribbon. The

lower bound on L εΨδ,ε,N
D tells us that the glueing corrector has a boundary

layer of size Hloc
N = O

(
ε√
rN

)
. Thus we want that rN � ε√

rN
, or rather that

rN � ε2/3. The requirement that ε < r
3/2
N /4 is a re�ection of this.

Let's now look inside E, i.e., at the issue of the Poisson equation. Here we
want to solve the PDE L εu ≈ g([E]) such that ẑN captures the nonsmooth
behavior of u near γN . Since γN and ẑN are both given in terms of Hloc

N ,
let's look at the e�ect of L ε on functions of Hloc

N . For convenience, de�ne
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ξN ∈ C∞p (T) by requiring that

(45) ξN (t(x)) def=
1
νN

(∇̄eH,∇eHN )e(x) = (∇̄eH,∇eĤN )e(x)

for all x ∈ R2. If u(x) = U(Hloc
N (x)/rN ) (this scaling turns E \ CN into

a reference strip of unit width) on some open subset O of E \ CN , where
U ∈ C2(R), then

(46) (L εu)(x) =
νNξN (x)
ε2rN

U̇

(
Hloc
N (x)
rN

)
+
σN (x)

2r2N
Ü

(
Hloc
N (x)
rN

)
+
βN (x)
rN

U̇

(
Hloc
N (x)
rN

)
for all x ∈ O. The �rst two terms are the dominant ones.

The theory of averaging tells us that we should replace the coe�cients
in (46) by constants. The operator L ε generates a drift of size 1/ε2 in the
direction of Q; keeping in mind that we are using QN as an approximation
of Q, we have a drift along γN of size 1/ε2. Comparing this to the drift and
di�usion in the ∇Hloc

N -direction, we should have a separation of scales, and be
able to replace ξN and σN by their averages over the orbits of zN (which is
an approximation of the average with respect to z).

Lemma 7.4. There is a function ξ∗ ∈ C∞(T) and a K > 0 such that

(e.i) ξ∗ ≡ 0 in each Dς` ,
(e.ii) |ξN (x)− ξ∗(x)| ≤ K|νN | for all x ∈ E,
(e.iii) (Aξ∗)([E]) = ω2

H 2(E) .

Proof. De�ne

ξe,∗(x) def= ω2
∂H

∂x2
(x)

−1 +
∑
K∈Z2

`∈Λ

$`(x−K)


+ ω2


∂H

∂x2
(x)

∑
K∈Z2

`∈Λ

∂$`

∂x1
(x−K) 〈x−K − JN,`, e1〉R2

− ∂H

∂x1
(x)

∑
K∈Z2

`∈Λ

∂$`

∂x2
(x−K) 〈x−K − JN,`, e1〉R2


for all x = (x1, x2) ∈ R2 (i.e., we have neglected the contributions involving
HN,`). From this we clearly see that ξe,∗ ∈ C∞p (R2) and we then de�ne ξ∗ by



896 RICHARD B. SOWERS

setting ξ∗(t(x)) = ξe,∗(x) for all x ∈ R2. It is clear that ξ∗ ≡ 0 on
⋃
`∈Λ Dς

`

since for each ` ∈ Λ, $` = 1 on Dς
` and more generally $` is locally constant

on
⋃
`∈Λ Dς

`. The stated bound on ξN − ξ∗ is also easy to see (recall (36)).
Next, set

G`(x) def=
∑
K∈Z2

$`(x−K) 〈x−K − JN,`, e1〉R2

for x = (x1, x2) ∈ R2. Then G` ∈ C∞p (R2) and

ξe,∗(x) = −ω2
∂H

∂x2
(x) + ω2

∑
`∈Λ

(∇̄eH,∇eG`)e(x)

for all x = (x1, x2) ∈ R2. We compute that∫
(x1,x2)∈t−1(E)∩[0,1)2

∂H

∂x2
(x1, x2)dx1dx2

=
∫

(x1,x2)∈[0,1)2

∂H

∂x2
(x1, x2)dx1dx2

−
∑
`∈Λ

∫
(x1,x2)∈t−1(D`)∩[0,1)2

∂H

∂x2
(x1, x2)dx1dx2

=
∫ 1

x1=0

{H(x1, 1)− H(x1, 0)} dx1 −
∑
`∈Λ

∫
z∈De`

∂H

∂x2
(x1, x2)dx1dx2 = ω2.

The integrals in De
` are zero by the divergence theorem since H is constant on

∂D`.
Next, note that suppG` ⊂ De` + Z

2 and that (∇̄eH,∇eG`)e(x) = ∂H
∂x2

(x)
for all x = (x1, x2) ∈ De

` + Z2. Thus∫
(x1,x2)∈t−1(E)∩[0,1)2

(∇̄eH,∇eG`)e(x1, x2)dx1dx2

=
∫

(x1,x2)∈De`
(∇̄eH,∇eG`)e(x1, x2)dx1dx2

−
∫

(x1,x2)∈De`

(∇̄eH,∇eG`)e(x1, x2)dx1dx2

=
∫

(x1,x2)∈De`
(∇̄eH,∇eG`)e(x1, x2)dx1dx2

−
∫

(x1,x2)∈De`

∂H

∂x2
(x1, x2)dx1dx2.

Since ∇̄eH has zero divergence and since G` ≡ 0 on ∂De` , the �rst term is
zero. Since H is constant on ∂De

` , the second term is also zero. �
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De�ne now

(47) ג
def=

(Aξ∗)([E])
(Aσ)([E])

=
ω2

k

and, for all N ∈ N and ε ∈ (0, 1), µN,ε
def= νNג rN/ε

2. Combining (15) and
(38), we have that

(48) |µN,ε| ≤
|ω2ג|

ε2a
(d)
N+1(a(d)

N )2

for all ε ∈ (0, 1) and N ∈ N. After we replace ξN by ξ∗ and σN by σ, then
µN,ε is the ratio of the averaged drift to di�usion coe�cients in (46). Note
that (46) now becomes

(49) (L εu)(x) =
1
r2N

{
µN,ε

ξN (x)
ג

U̇

(
Hloc
N (x)
rN

)
+
σN (x)

2
Ü

(
Hloc
N (x)
rN

)
+ rNβN (x)U̇

(
Hloc
N (x)
rN

)}
.

Then (47) becomes
(
A(ξ∗1−ג)

)
([E]) = (Aσ)([E]). This helps us distinguish

between several important cases; viz., when µN,ε is bounded, and when it
becomes large.

Let's now get back to our Poisson equation in E. For N ∈ N and ε ∈ (0, 1),
de�ne

u
N,ε
P (h) def=

1
µN,ε

{
h− 1− exp [−2µN,εh]

1− exp [−2µN,ε]

}
, h ∈ R.

The importance of uN,εP is contained in the following

Lemma 7.5. For each ε ∈ (0, 1) and N ∈ N, uN,εP ∈ C2([0, 1]) and

(50)

µN,εu̇
N,ε
P (h) +

1
2
ü
N,ε
P (h) = 1, h ∈ (0, 1),

u
N,ε
P (1) = u

N,ε
P (0) = 0,

u̇
N,ε
P (1)− u̇

N,ε
P (0) = 2.

Furthermore, there is a K > 0 such that

(51)
∣∣∣uN,εP (h)

∣∣∣ ≤ K and
∣∣∣u̇N,εP (h)

∣∣∣ ≤ K
for all h ∈ [0, 1], ε ∈ (0, 1), and N ∈ N.

Proof. The PDE and boundary conditions can be directly checked. Note
that

u̇
N,ε
P (h) =

1
µN,ε

− 2 exp [−2µN,εh]
1− exp [−2µN,ε]

, h ∈ (0, 1).
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Note that u̇
N,ε
P is monotone, so suph∈(0,1)

∣∣∣u̇N,εP (h)
∣∣∣ ≤ ∣∣∣u̇N,εP (0)

∣∣∣ +
∣∣∣u̇N,εP (1)

∣∣∣
for all ε ∈ (0, 1) and N ∈ N. To get (51), it is su�cient to consider subse-
quences (εk; k ∈ N) in (0, 1) and (Nk; k ∈ N) in N such that limk→∞ εk = 0
and limk→∞Nk = ∞ and such that limk→∞ µNk,εk exists as an element of
[−∞,∞]. If limk→∞ µNk,εk 6= 0, then clearly

lim
k→∞

∣∣∣u̇N,εP (0)
∣∣∣ and lim

k→∞

∣∣∣u̇N,εP (1)
∣∣∣

are �nite. Assume next that limk→∞ µNk,εk = 0. By taking Taylor ex-

pansions of the exponential, we can verify that limk→∞ u̇
N,ε
P (0) = −1 and

limk→∞ u̇
N,ε
P (0) = 1. The claimed bound on u̇

N,ε
P follows. Since u

N,ε
P (0) = 0,

the claimed bound on u
N,ε
P follows from the claimed bound on u̇

N,ε
P . �

Let's now de�ne two constants; set

û
N,ε
+

def=

{
g([E])u̇N,εP (1)

(Aσ)([E])
− 1
ג

∑
`∈ΛP

G`ḟ`(0)

}
rN + f+

N ,

û
N,ε
−

def=

{
g([E])u̇N,εP (0)

(Aσ)([E])
− 1
ג

∑
`∈ΛW

G`ḟ`(0)

}
rN + f−N

for all ε ∈ (0, 1) and N ∈ N. In light of (44) and the bound on u̇
N,ε
P in Lemma

7.5, we have that

(52) lim
N→∞
ε→0

∣∣∣ûN,ε+

∣∣∣ = lim
N→∞
ε→0

∣∣∣ûN,ε− ∣∣∣ = 0.

Finally, de�ne

U
N,ε
P (x) def=

g([E])
(Aσ)([E])

r
2
Nu

N,ε
P

(
ι

(
Hloc
N (x)
rN

))
χE(x)

+
∑
`∈ΛP

û
N,ε
+ HT,`(x)χÐ`(x) +

∑
`∈ΛW

û
N,ε
− HT,`(x)χÐ`(x)

for all x ∈ S, ε ∈ (0, 1), and N ∈ N (where ι is as was de�ned in (13)).

Lemma 7.6. For each ε ∈ (0, 1) and N ∈ N, UN,εP ∈ C∞(S \ γN ) ∩ C(S).

Proof. Clearly U
N,ε
P is C∞ on

⋃
`∈Λ Ð`. Lemma 6.4 ensures that Hloc

N is

smooth on E \ CN . Thus ι(Hloc
N /rN ) is smooth on all of E \ CN except possibly

the set {
x ∈ E :

Hloc
N (x)
rN

∈ Z
}

= {x ∈ E : Hloc
N (x) = 0} = γN .
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We proceed by checking that U
N,ε
P is continuous at γN . Since

lim
x→γN
x∈E

(Hloc
N (x)/rN ) = 0,

u
N,ε
P (ι(0+)) = u

N,ε
P (0) = 0 = u

N,ε
P (1) = u

N,ε
P (ι(0−)),

U
N,ε
P is continuous at γN ∩E. Similarly, since the common value of uN,εP (ι(0+))

and u
N,ε
P (ι(0−)) is zero, UN,εP is continuous at the ∂D`'s.

Thus far, we have proved that U
N,ε
P is continuous on S \ CN and that it is

smooth on S \ (CN ∪ γN ). It remains to show that UN,εP is smooth on CN . For
any x ∈ t−1(E),

ι

(
Hloc
N (t(x))
rN

)
= ι

(
HN (x)
rN

−
⌊

HN (x)
rN

+
1
2

⌋)
= ι

(
HN (x)
rN

)
(since ι(z+ k) = ι(z) for all z ∈ R and k ∈ Z). Since ι is smooth at all points
of Z + 1

2 , ι(Hloc
N /rN ) is smooth at all points of CN . Since ι

(
Z+ 1

2

)
= 1

2 and

U
N,ε
P is smooth at 1

2 , the claimed result follows. �

We also have

Lemma 7.7. For each ε ∈ (0, 1) and N ∈ N, UN,εP − ẑN + fouter is C1 at

γN .

Proof. Clearly U
N,ε
P − ẑN + fouter is continuous at γN since UN,εP , ẑN , and

fouter are all continuous at γN .
Consider next di�erentiability at points of γN ∩ E. We need to show that

g([E])
(Aσ)([E])

rN u̇
N,ε
P (1)− rN

k

∑
`∈ΛP

G`ḟ`(0)

=
g([E])

(Aσ)([E])
rN u̇

N,ε
P (0)− rN

k

∑
`∈ΛW

G`ḟ`(0);

the �rst term is the transversal derivative of U
N,ε
P − ẑN + fouter when we

approach γN ∩ E from the direction where Hloc
N < 0, and the second term is

the transversal derivative of UN,εP −ẑN +fouter when we approach γN ∩E from
the direction where Hloc

N > 0. In light of (43), this is equivalent to showing
that

g([E])
{
u̇N,εP (1)− u̇N,εP (0)

}
=

1
H 2(E)

{∑
`∈ΛP

G`ḟ`(0)−
∑
`∈ΛW

G`ḟ`(0)

}
,

and substituting the last line of (50), this is in turn equivalent to showing
that

2g([E])H 2(E) =
∑
`∈ΛP

G`ḟ`(0)−
∑
`∈ΛW

G`ḟ`(0).
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This is exactly the glueing condition (11).
Next, consider ∂Ð`. Here we use the facts that

g([E])
(Aσ)([E])

rN u̇
N,ε
P (1)− rN

ג

∑
`∈ΛP

G`ḟ`(0) = û
N,ε
+ − {ḟ`(0) + f+

N}+ ḟ`(0),

g([E])
(Aσ)([E])

rN u̇
N,ε
P (0)− rN

ג

∑
`∈ΛW

G`ḟ`(0) = û
N,ε
− − {ḟ`(0) + f−N}+ ḟ`(0);

we use the �rst equality if ` ∈ ΛP , and the second if ` ∈ ΛW . �

Since

U
N,ε
P + Ψδ,ε,N

D + fouter = {UN,εP − ẑN + fouter}+ {Ψδ,ε,N
D + ẑN},

this lemma means that U
N,ε
P + Ψδ,ε,N

D + fouter is C1 at γN . In the proof of
Proposition 5.2 (at the end of Section 9), we will use this to help construct
Ψε
A of Proposition 5.2; see (84).

We next want to study L ε
U
N,ε
P . De�ne

v
N,ε
P (h) def=

exp [−2µN,εh]
1− exp [−2µN,ε]

, h ∈ [0, 1],

V
N,ε
P (x) def= v

N,ε
P

(
ι

(
Hloc
N (x)
rN

))
, x ∈ E.

By (49), we have

(L ε
U
N,ε
P )(x) = g([E])χE(x) + g([E])χE(x)

4∑
i=1

EN,ε
i (x)

+
∑
`∈ΛP

û
N,ε
+ β(x)χÐ`(x) +

∑
`∈ΛW

û
N,ε
− β(x)χÐ`(x),

where
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(53)

EN,ε
b,1 (x) def=

1
(Aξ∗)([E])

{ξ∗(x)− (Aξ∗)([E])} (Lemma 9.4),

EN,ε
b,2 (x) def=

1
(Aξ∗)([E])

{ξN (x)− ξ∗(x)} (Lemma 7.8),

EN,ε
b,3 (x) def=

{
σ(x)

(Aσ)([E])
− ξ∗(x)

(Aξ∗)([E])

}
(2µN,ε)V

N,ε
P (x) (Lemma 9.3),

EN,ε
b,4 (x) def=

1
(Aσ)([E])

{σN (x)− σ(x)}(2µN,ε)VN,εP (x) (Lemma 9.2),

EN,ε
b,5 (x) def= − 1

(Aξ∗)([E])
{ξN (x)− ξ∗(x)}(2µN,ε)VN,εP (x) (Lemma 9.2),

EN,ε
b,6 (x) def=

βN (x)
(Aσ)([E])

rN u̇
N,ε
P

(
ι

(
Hloc
N (x)
rN

))
(Lemma 7.9).

We want to show that the e�ect of the EN,ε
b,i 's is negligible. This is always

true for two of them.

Lemma 7.8. There is a K > 0 such that supx∈E |E
N,ε
b,2 (x)| ≤ K|νN | for

all ε ∈ (0, 1) and N ∈ N.

Proof. Use (e.ii) of Lemma 7.4. �

Lemma 7.9. There is a constant K > 0 such that supx∈E |E
N,ε
b,6 (x)| ≤ KrN

for all ε ∈ (0, 1) and N ∈ N.

Proof. Since limN→∞ rN = 0, the desired result follows from Lemma 7.5.
�

The remainder of the error terms will take some work to bound.

8. Residence time and averaging

Not surprisingly, the EN,ε
b,i for i ∈ {1, 3, 4, 5} are small due to the interplay

of (i) a bound on residence time near γN and (ii) averaging. In this section,
we develop some relevant technical estimates. Our analysis of the error terms
of (53) will be completed in the next section.

For each N ∈ N, de�ne the set NN
def= S\ (CN ∪γN ); on NN , zN is periodic

and Hloc
N is smooth.

The calculations in E will be fairly complicated, so to get warmed up, we
will start with the proof of Lemma 5.6. Lemma 5.6 is essentially a di�usive

bound; it shows that as long as X is in one of the Ð`'s, di�usivity prevents it
from spending too much time near ∂E.
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Proof of Lemma 5.6. De�ne

Υδ
1(h) def= 2

∫ h

r=0

(h− r)c∧(r)dr, h ∈ R,

Υδ
2(x) def=

∑
`∈Λ

δ2Υδ
1

(
HT,`(x)

δ

)
χÐ`(x), x ∈ S.

Then Υδ
1(0) = Υ̇δ

1(0) = 0; thus Υδ
2 ∈ C1(T). Furthermore, there is a K > 0

such that |Υ̇δ
1(h)| ≤ K and |Υδ

1(h)| ≤ K|h| for all h ∈ R. We can also calculate
that

(L εΥδ
2)(x) =

∑
`∈Λ

c∧

(
HT,`(x)

δ

)
σ(x)χÐ`(x)+δ

∑
`∈Λ

Υ̇δ
1

(
HT,`(x)

δ

)
β(x)χÐ`(x)

for all ε and δ in (0, 1) and all x ∈ S \ ∂E. This fairly easily leads to the
�rst stated claim (one must use a smoothing argument as in [Sow02, Lemma
6.7] to approximate Υδ

2 by elements of C2(T) before applying the martingale
problem). To get the second stated claim, we use Young's inequality to see
that √

σ(x) ≤ σ(x)
2
√
δ

+

√
δ

2

for all x ∈ S and δ ∈ (0, 1). �

Let's next construct a similar di�usive bound to control the amount of time
that X spends near γN . This bound does not restrict X to lie in one of the
Ð`'s, so we must contend with the fact that Hloc

N (X) has a drift of size µN,ε/r2N
in E (see (49)), which may be large. Note that |rN | ≤ |ω2|.

Lemma 8.1. There is a constant K > 0 such that

E
ε

[∫ t∧e

u=0

η

(
Hloc
N (Xu)
δrN

)
σN (Xu)du

]
≤ K(1 + t)δ {1 + |µN,ε|}

∫
R

|η(z)|dz

for all δ and ε in (0, 1), all N ∈ N, all t > 0, and all η ∈ C(R) ∩ L1(R) such

that η ≥ 0.

Proof. The proof is similar to that of Lemma 5.6. Fix δ, ε, N , t, and η as
required. Set

η̄δ
def=
∫ 1/(2δ)

z=−1/(2δ)

η(z)dz,

Υδ
1(h) def= η

(
h

δ

)
− δη̄δ, h ∈ R,
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Υδ
2(h) def= 2

∫ h

s=−1/2

(h− s)Υδ
1(s)ds

− 2(h+ 1/2)
∫
s∈W

(1/2− s)Υδ
1(s)ds, h ∈ R,

Υδ,N
3 (x) def= r

2
NΥδ

2

(
Hloc
N (x)
rN

)
, x ∈ S.

Then Υδ
2 ∈ C2(R) and

1
2

Ϋδ
2(h) = η

(
h

δ

)
− δη̄δ, h ∈ R,

Υ̇δ
2(h) = 2

∫ h

s=−1/2

Υδ
1(r)dr − 2

∫
r∈W

Υδ
2(r)(1/2− r)dr, h ∈ R,

Υδ
2

(
−1

2

)
= Υδ

2

(
1
2

)
= 0 and Υ̇δ

2

(
−1

2

)
= Υ̇δ

2

(
1
2

)
.

Thus Υδ,N
3 ∈ C1(S) ∩ C2(NN ) and

(L εΥδ,N
3 )(x) = η

(
Hloc
N (x)
δrN

)
σN (x) + Eδ,ε,N (x)

for all x ∈ NN , where

Eδ,ε,N (x) = −δη̄δσN (x) + Υ̇δ
2

(
Hloc
N (x)
rN

){
µN,ε

ξN (x)
ג

+ rNβN (x)
}

for all x ∈ E. Note that |Υ̇δ
2(h)| ≤ 8δ‖η‖L1(R) and |Υδ

2(h)| ≤ 8δ‖η‖L1(R)(|h|+
1/2) for all h ∈ R. Set

K
def= sup

{
σN (x),

|ξN (x)|
|ג|

, |βN (x)|, x ∈ S, N ∈ N
}
.

Then

|Eδ,ε,N (x)| ≤ Kδ {1 + 8|µN,ε|+ 8rN} ‖η‖L1(R),

|Υδ,N
3 (x)| ≤ 8δ

(∣∣∣∣ ~rN
∣∣∣∣+

rN

2rN
+

1
2

)
r
2
N‖η‖L1(R) ≤ 8δ (|~|+ |ω2|) rN‖η‖L1(R);

recall the assumption that rN < 1. Combine estimates to get the desired
result. �

De�ne now E(z) def= exp
[
−
√
z2 + 1

]
for all z ∈ R and note that

(54) K(54)
def= sup

z∈R

c∧(z)
E(z)

is �nite. Also note that since 1+z2 ≤ (1+ |z|)2 for all z ∈ R, |z| ≤
√

1 + z2 ≤
1 + |z| for all z ∈ R, so
(55) e−1 exp [−|z|] ≤ E(z) ≤ exp [−|z|]
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for all z ∈ R. We then have

Lemma 8.2 (Di�usive Bound). There is a constant K8.2 > 0 such that

E
ε

[∫ t∧e

u=0

E

(
Hloc
N (Xu)
δrN

)
σN (Xu)du

]
≤ K8.2(1 + t)δ {1 + |µN,ε|} ,

E
ε

[∫ t∧e

u=0

E

(
Hloc
N (Xu)
δrN

)√
σN (Xu)du

]
≤ K8.2(1 + t)

√
δ {1 + |µN,ε|}

for all δ and ε in (0, 1), all N ∈ N, and all t > 0.

Proof. The �rst statement directly follows from Lemma 8.1 by using η
def= E.

To get the second claimed result, we use Young's inequality to see that√
σN (x) ≤

√
δ{1 + |µN,ε|}

2
+

1
2
√
δ{1 + |µN,ε|}

σN (x)

for all x ∈ S. Using the �rst claim, we can now get the second. �

We now can prove our basic residence time result in E. As a preliminary,
we �rst state a somewhat technical estimate near the x`'s. This estimate is
like Lemma 5.3 of [Sow05].

Lemma 8.3. There is a � ∈ C∞(T), a collection {�ε; ε ∈ (0, 1)} of

elements of C∞(T), and a constant K8.3 > 0 such that

(i) 0 ≤ � ≤ 1, and � = 1 in a neighborhood of each of the x`'s,
(ii) supp� ⊂

⋃
`∈Λ U`,

and such that �(x) ≤ (L ε�ε)(x) +K8.3{l(ε)σ(x) + ε}, |�ε(x)| ≤ K8.3ε
2l(ε),

and
√
〈d�ε, d�ε〉 (x) ≤ K8.3ε for all ε ∈ (0, 1) and x ∈ T.

We delay the proof of this result until the end of the section. Observe that

(56) υ(56)
def= inf {σN (x) + �(x) : x ∈ S, N ∈ N}

is positive; thus
(57)

1 ≤ 1
υ(56)

{σN (x) + �(x)} ≤ 1 +K8.3

υ(56)
l(ε)σN (x) +

K8.3

υ(56)
ε+

1
υ(56)

(L ε�ε)(x)

for all x ∈ S and N ∈ N.

Proposition 8.4. There is a K > 0 such that for all t ≥ 0,

(58) E
ε

[∫ t∧e

u=0

c∧

(
Hloc
N (Xu)
δ1rN

)
du

]
≤ K(1 + t)

{
δ1(1 + |µN,ε|) +

ε
√

1 + |µN,ε|
rN

√
δ1

}
l(ε)
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for all δ1 ∈ (0, 1/4) and ε ∈ (0, 1) and N ∈ N and such that

(59)
∑
`∈Λ

E
ε

[∫ t∧e

u=0

c∧

(
Hloc
N (Xu)
δ2

)
χÐ`(Xu)du

]

≤ K(1 + t)

{
δ2 +

ε√
δ2

+
(
ε{1 + |µN,ε|}

rN

)2/3
}

l(ε)

for all δ2 and ε ∈ (0, 1) and N ∈ N such that δ2 > ε2 and ε < rN/8.

Proof. Fix δd, δe, and ε in (0, 1), N ∈ N, and t > 0. De�ne

cδd,δe,N (x) def= c∧

(
Hloc
N (x)
δd

)
χS\E(x) + c∧

(
Hloc
N (x)
δerN

)
χE(x)

for all x ∈ E (remember that according to Lemma 6.4, Hloc
N agrees with the

HT,`'s on the Ð`'s). By (57), we have that for all x ∈ S,
(60)

cδd,δe,N (x) ≤ K8.3

υ(56)
ε+

1 +K8.3

υ(56)
{Eδd,ε,N1 (x) + Eδd,ε,N3 (x)}+

1
υ(56)

Iδd,δe,ε,N (x),

where

Eδd,ε,N1 (x) = l(ε)c∧

(
Hloc
N (x)
δd

)
σ(x)χS\E(x),

Eδe,ε,N2 (x) = l(ε)c∧

(
Hloc
N (x)
δerN

)
σN (x)χE(x),

Iδd,δe,ε,N (x) = (L ε�ε)(x)cδd,δe,N (x).

From Lemmas 5.6 and 8.2, we have that

(61)

E
ε

[∫ t∧e

u=0

Eδd,ε,N1 (Xu)du
]
≤ K5.6(1 + t)δdl(ε),

E
ε

[∫ t∧e

u=0

Eδe,ε,N2 (Xu)du
]
≤ K(54)K8.2(1 + t)δel(ε) {1 + |µN,ε|} .

De�ne next Υδd,δe,ε,N (x) def= �ε(x)cδd,δe,N (x) for all x ∈ S. If δe ∈ (0, 1/4),
then Υδd,δε,ε,N is smooth (in particular, it is smooth at CN ). Noting also that
QN = Q on the support of �ε, we have that

(L εΥδd,δe,ε,N )(x) = Iδd,δe,ε,N + Eδd,ε,N3 (x)χS\E(x) + Eδe,ε,N4 (x)χE(x)

for all x ∈ S, where

Eδd,ε,N3 (x) = �ε(x)
{

ċ∧

(
Hloc
N (x)
δd

)
β(x)
δd

+ c̈∧

(
Hloc
N (x)
δd

)
σ(x)
2δ2
d

}
+

1
δd

〈
d�ε, dHloc

N

〉
(x)ċ∧

(
Hloc
N (x)
δd

)
,
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Eδe,ε,N4 (x) = �ε(x)
{

ċ∧

(
Hloc
N (x)
δerN

)
βN (x)
rNδe

+ c̈∧

(
Hloc
N (x)
δerN

)
σN (x)
2δ2
e r

2
N

}
+

1
δerN

〈
d�ε, dHloc

N

〉
(x)ċ∧

(
Hloc
N (x)
δerN

)
for all x ∈ T. It is easy to see that there is a K1 > 0 such that |ċ∧(z)| ≤ K1E(z)
and |̈c∧(z)| ≤ K1E(z) for all z ∈ R; also recall (22). Thus, there is a K2 > 0
such that ∣∣∣Eδd,ε,N3 (x)

∣∣∣ ≤ K2ε
2l(ε)
δd

+
K2ε

2l(ε)
δ2
d

c∧

(
Hloc
N (x)
2δd

)
σ(x)

+
K2ε

δd
c∧

(
Hloc
N (x)
2δd

)√
σ(x),∣∣∣Eδe,ε,N4 (x)

∣∣∣ ≤ K2ε
2l(ε)

δerN
+
K2ε

2l(ε)
δ2
e r

2
N

E

(
Hloc
N (x)
δerN

)
σN (x)

+
K2ε

δerN
E

(
Hloc
N (x)
δerN

)√
σN (x)

and |Υδd,δe,ε,N (x)| ≤ K2ε
2l(ε) for all δd and ε in (0, 1), δe ∈ (0, 1/4), all

N ∈ N, and all x ∈ S. Combining and using Lemmas 5.6 and 8.2, we can �nd
a K3 > 0 such that

(62)

E
ε

[∫ t∧e

u=0

Iδd,δe,ε,N (Xu)du
]
≤ K3(1+t)

{
ε2l(ε) +

ε2l(ε)
δd

+
ε2l(ε)δd
δ2
d

+
ε
√
δd
δd

,

+
ε2l(ε)
δerN

+
ε2l(ε)δe{1 + |µN,ε|}

δ2
e r

2
N

+
ε
√
δe{1 + |µN,ε|}

δerN

}
for all δd and ε in (0, 1), all δe ∈ (0, 1/4), all N ∈ N, and all t > 0. Combining
(60), (61), and (62), we have that there is a K4 > 0 such that

(63) E
ε

[∫ t∧e

u=0

cδd,δe,N (Xu)du
]
≤ K4(1 + t)

{
ε+ ε2 + δd + δe{1 + |µN,ε|}

+
ε2

δd
+

ε√
δd

+
ε2

δerN
+
ε2{1 + |µN,ε|}

δer2N
+
ε
√

1 + |µN,ε|√
δerN

}
l(ε)

for all δd and ε in (0, 1), all δe ∈ (0, 1/4), all N ∈ N, and all t > 0.
Consider now the quantity in braces in (63). Since ε and δd are in (0, 1),

ε2 < ε < ε/
√
δd. Since (1 + |µN,ε|)/rN > 1/rN > 1/|ω2|, the seventh term is

e�ectively smaller than the eighth. Since we are interested in showing that
residence time is small, we should also restrict our interest to δd and δe such



PSEUDOPERIODIC FLOWS 907

that

(64) δd > ε2 and δe >

(
ε

rN

)2

{1 + |µN,ε|}.

When this is so, the �fth term in braces in (63) is smaller than the sixth term
and the eighth term is smaller than the ninth. Thus, for all δd and ε in (0, 1),
and all δe ∈ (0, 1/4), all N ∈ N, and all t > 0 such that (64) holds, we have
that

E
ε

[∫ t∧e

u=0

cδd,δe,N (Xu)du
]

(65)

≤ K4(1 + t)

{
δd + δe{1 + |µN,ε|}+

ε√
δd

+
ε
√

1 + |µN,ε|√
δerN

}
l(ε).

We �rst prove (58). If δ1 ≤ (ε/rN )2{1 + |µN,ε|}, then

c∧

(
Hloc
N

δ1rN

)
≤ 1 ≤

ε
√

1 + |µN,ε|
rN

√
δ1

≤ δ1(1 + |µN,ε|) +
ε
√

1 + |µN,ε|
rN

√
δ1

.

If δ1 < (ε/rN )2{1 + |µN,ε|}, we use (65) with δe = δ1 and δd = δ1rN . Note
that when δ1 < (ε/rN )2{1 + |µN,ε|},

δd = δ1rN >
ε2

rN
{1 + |µN,ε|} ≥ ε2 (�rst requirement of (64)) ,

δd = δ1rN < δ1|ω2| < δ1{1 + |µN,ε|}|ω2| (use in (65)),

ε√
δd
≤ |ω2|1/2

ε
√

1 + |µN,ε|√
δ1rN

(use in (65)).

We can now get (58) from (65).
We next prove (59). If 1 + |µN,ε| ≥ rN/ε, then

c∧

(
Hloc
N

δ2

)
≤ 1 ≤

(
ε

rN
{1 + |µN,ε|}

)2/3

≤ δ2 +
ε√
δ2

+
(
ε

rN
{1 + |µN,ε|}

)2/3

.

If 1 + |µN,ε| < rN/ε, we use (65) with δd = δ2 and set

δe =
(
ε

rN

)2/3 1
{1 + |µN,ε|}1/3

.

When 1 + |µN,ε| < rN/ε and ε < rN/8,

δe{1 + |µN,ε|}+
ε
√

1 + |µN,ε|
rN

√
δe

= 2
(
ε

rN
{1 + |µN,ε|}

)2/3

(use in (65)),

δe ≤
(
ε

rN

)2/3

<

(
1
8

)2/3

=
1
4
,
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δe =
(
ε

rN

)2

{1 + |µN,ε|}
(

rN/ε

1 + |µN,ε|

)4/3

≥
(
ε

rN

)2

{1 + |µN,ε|}

(second requirement of (64)) .

We can now get (59) from (65). �

We �nally give

Proof of Proposition 5.8. We use Lemma 8.4. First, note that if δ > ε2/3,
then δ > ε2 and ε/

√
δ = δ(ε/δ3/2) ≤ δ. From (38) and (48), we have that

there is a constant K > 0 such that

ε

rN
{1 + |µN,ε|} ≤ K

{
εa

(d)
N +

1

εa
(d)
N+1a

(d)
N

}
for all ε ∈ (0, 1) and N ∈ N. �

While this result gives us some control over the amount of time spent
near γN , it is weaker than we need, particularly when |µN,ε| becomes large,

and when we bound EN,ε
b,3 . To extend the bound on residence time near γN ,

we average ξ∗ near γN . Note that we want to carry out this average along
the integral curves of zN rather than z, since the orbits of zN are periodic
(while those of z are not). Hopefully, averages over integral curves of zN are
su�ciently close to those of z. Since the orbit time of QN tends to in�nity
near γN , we also need to average with respect to a speeded-up version of z
(whose orbit time near γN stays bounded). Note that because z is ambiguous
at γN , we cannot average exactly on γN . For each N ∈ N, de�ne the vector
�eld

Q̄N (x) def=
QN (x)
σ(x)

, x ∈ E \ X

and let pN be the �ow of di�eomorphisms of E generated by Q̄N ; i.e., by

ṗNt (x) = Q̄N (pNt (x)), t ∈ R
pN0 (x) = x

x ∈ E

(since E is invariant under zN , pN is well-de�ned on E).

Lemma 8.5. There is a λ8.5 ∈ (0, 1) such that for each λ ∈ (0, λ8.5), there
is a constant K8.5

λ , an N8.5
λ ∈ N, a collection {Φ̆p,λ

N ; N ∈ N, N ≥ N8.5
λ } of

functions, and a collection {E 8.5(λ,N); N ∈ N, N ≥ N8.5
λ } of numbers such

that such that for each integer N ≥ N8.5
λ , Φ̆p,λ

N ∈ C2(NN ) and |Φ̆p,λ
N (x)| ≤

K8.5
λ , ‖DΦ̆p,λ

N (x)‖ ≤ K8.5
λ , and ‖D2Φ̆p,λ

N (x)‖ ≤ K8.5
λ for all x ∈ NN and such

that

(66)
∣∣∣(QΦ̆p,λ

N )(x)− {ξ∗(x)− {σ(x)ג
∣∣∣ ≤ E 8.5(λ,N)σ(x) +K8.5

λ rN
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for all λ ∈ (0, λ8.5), all integers N ≥ N8.5
λ , and all x ∈ NN , and such that

limλ→0 limN→∞ E 8.5(λ,N) = 0.

Before proceeding, de�ne

(67) ξ̄∗(x) def=
ξ∗(x)
σ(x)

, x ∈ E \ X;

we will use ξ̄∗ in the proof of Lemma 8.5; we will also need it below. Note
that ξ̄∗ is bounded. Also, note that there is a K(68) > 0 such that

(68) σ ≤ K(68)σN

on S for all N ∈ N.
We now have

Lemma 8.6. There is a K > 0 and an N8.6 ∈ N such that for all t ≥ 0,

E
ε

[∫ t∧e

u=0

E

(
Hloc
N (Xu)|µN,ε|

rN

)
σN (Xu)χE(Xu)du

]
≤ K(1 + t)

{
1

|µN,ε|+ 1
+ rN{1 + |µN,ε|}+

ε2{1 + |µN,ε|}4

r2N

}
for all ε ∈ (0, 1) and all integers N such that N ≥ N8.6.

Proof. Fix ε ∈ (0, 1) and N ∈ N. The relevance of this bound is clearly
when |µN,ε| is large; i.e., when 1/|µN,ε| is small. As we shall see, it will
be convenient to focus on the case that |µN,ε| > 2. If |µN,ε| ≤ 2, then
1 ≤ 3/(1 + |µN,ε|), so

E

(
Hloc
N |µN,ε|
rN

)
σN ≤ sup

N∈N
‖σN‖C(T) ≤ sup

N∈N
‖σN‖C(T)

3
1 + |µN,ε|

≤ 3 sup
N∈N
‖σN‖C(T)

{
1

1 + |µN,ε|
+
ε2µ4

N,ε

r2N

}
.

Assume now that |µN,ε| > 2. For convenience, de�ne

δN,ε
def=

1
|µN,ε|

and CN,ε
def=
∫ 1/(2δN,ε)

−1/(2δN,ε)

E(s)ds;

then 0 ≤ CN,ε ≤
∫
s∈R E(s)ds <∞.

We �rst solve an averaged PDE. Set

Υε,N
1 (h) def= 2

∫ h

s=−1/2

E

(
s

δN,ε

)
exp [−|µN,ε|(h− s)] ds

+ 2
exp

[
−|µN,ε|

(
h+ 1

2

)]
1− exp [−|µN,ε|]

∫
s∈W

E

(
s

δN,ε

)
exp

[
−|µN,ε|

(
1
2
− s
)]

ds,
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Υε,N
2 (h) def=

∫ h

s=−1/2

Υε,N
1 (s)ds− 2δN,εCN,ε

|µN,ε|

(
h+

1
2

)
,

Υε,N
3 (h) def= Υε,N

2 (s(µN,ε)h)

for all h ∈ W, and de�ne

Υε,N
4 (x) def= r

2
NΥε,N

3

(
Hloc
N (x)
rN

)
χE(x)

+
∑
`∈Λ

{
r
2
NΥε,N

3 (0) + rN Υ̇ε,N
3 (0)HT,`(x)

}
χÐ`(x)

for all x ∈ S. Then Υε,N
3 ∈ C∞(W),

µN,ε
2

Υ̇ε,N
3 (h) +

1
2

Ϋε,N
3 (h) = E

(
h

δN,ε

)
− δN,εCN,ε, h ∈ W,

Υε,N
3 (−1/2) = Υε,N

3 (1/2) = 0 and Υ̇ε,N
3 (−1/2) = Υ̇ε,N

3 (1/2).

The true averaged PDE would have µN,ε in place of µN,ε/2; we allow for an
averaging error.

Note that

Υ̇ε,N
3 (h) = s(µN,ε)Υ

ε,N
1 (s(µN,ε)h)− 2δN,εCN,ε

µN,εג
, h ∈ W.

Then for x ∈ S \ γN ,

(L εΥε,N
4 )(x) = E

(
Hloc
N (x)
δN,εrN

)
σN (x) + Iε,N1 (x) +

6∑
i=1

Eε,Ni (x),

where

Iε,N1 (x) = |µN,ε|
{
ξ∗(x)
ג

− σ(x)
2

}
Υε,N

1

(
s(µN,ε)

Hloc
N (x)
rN

)
χE(x),

Eε,N1 (x) =
|µN,ε|
ג

{ξN (x)− ξ∗(x)}Υε,N
1

(
s(µN,ε)

Hloc
N (x)
rN

)
χE(x),

Eε,N2 (x) =
|µN,ε|

2
{σ(x)− σN (x)}Υε,N

1

(
s(µN,ε)

Hloc
N (x)
rN

)
χE(x),

Eε,N3 (x) = −2CN,εδN,ε
ג

{
ξN (x)
ג

− σN (x)
2

}
χE(x),

Eε,N4 (x) = −CN,εδN,εσN (x)χE(x),

Eε,N5 (x) = rNβN (x)Υ̇ε,N
3

(
Hloc
N (x)
rN

)
χE(x),

Eε,N6 (x) =
∑
`∈Λ

rNβ(x)Υ̇ε,N
3 (0)χÐ`(x).
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Let's now bound Υ̇ε,N
3 . We �rst note that Υε,N

1 is nonnegative and E is
bounded. Thus, there is a K1 > 0 such that

(69) 0 ≤ Υε,N
1 (h) ≤ K1

|µN,ε|
= K1δN,ε

for all ε ∈ (0, 1) and N ∈ N such that |µN,ε| > 2 (note that 1−exp [−2|µN,ε|] ≥
1− e−4 when |µN,ε| > 2). We then can �nd a K2 > 0 such that |Υ̇ε,N

2 (h)| ≤
K2δN,ε and |Υε,N

2 (h)| ≤ K2δN,ε for all h ∈ W, ε ∈ (0, 1), and N ∈ N such
that |µN,ε| > 2. Thus, there is a constant K3 > 0 such that for all x ∈ S,
ε ∈ (0, 1), and N ∈ N such that |µN,ε| > 2

|Eε,Ni (x)| ≤ K3|µN,ε||νN | =
K3

|ג|
ε2µ2

N,ε

rN

for i ∈ {1, 2} and |Eε,Ni (x)| ≤ K3δN,ε for i ∈ {3, 4, 5, 6}. Hence, there is a
K4 > 0 such that

(70) E
ε

[∫ t∧e

u=0

E

(
Hloc
N (Xu)
δN,εrN

)
σN (Xu)χE(Xu)du

]
+ Eε

[∫ t∧e

u=0

Iε,N1 (Xu)χE(Xu)du
]
≤ K4(1 + t)

{
δN,ε +

ε2µ2
N,ε

rN

}

for all ε ∈ (0, 1) and N ∈ N such that |µN,ε| > 2.
We now need to bound Iε,N1 from below. We should be able to do this

by averaging. Fix λ∗ ∈ (0, λ8.5) and an integer N8.6 ≥ N8.5
λ∗ such that

E 8.5(λ∗, N) < |ג|
2 for all integers N ≥ N8.6. Then∣∣∣(QΦ̆p,λ∗

N )(x)− {ξ∗(x)− {σ(x)ג
∣∣∣ ≤ |ג|

2
σ(x) +K8.6

λ∗ rN

for all x ∈ NN and all integers N ≥ N8.6. Then for all integers N ≥ N8.6 and
x ∈ NN ,

ξ∗(x)
ג

− σ(x)−
(QΦ̆p,λ∗

N )(x)
ג

≥ −σ(x)
2
−
K8.6
λ∗

|ג|
rN

and hence

ξ∗(x)
ג

− σ(x)
2
≥

(QΦ̆p,λ∗

N )(x)
ג

−
K8.6
λ∗

|ג|
rN .

To carry out the calculations, we need to stay away from γN and CN , since
Φ̆p,λ∗

N loses smoothness on these curves. Fix ε and N as required in the claim.

De�ne ϑN,ε
def= 1/µ2

N,ε. Then (recalling the positivity claim of (69)) we have
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that Iε,N1 ≥ Iε,N2 + Iε,N3 −K8.6
λ∗

Eε,N7 |ג|/ on S, where

Iε,N2 (x) def=
|µN,ε|
ג

(QΦ̆p,λ
N )(x)Υε,N

1

(
s(µN,ε)

Hloc
N (x)
rN

){
c∨

(
Hloc
N (x)

ϑN,εrN

)
−c∧

(
|Hloc
N (x)| − rN/2
ϑN,εrN

)}
χE(x),

Iε,N3 (x) def= |µN,ε|
{
ξ∗(x)
ג

− σ(x)
2

}
Υε,N

1

(
s(µN,ε)

Hloc
N (x)
rN

){
c∧

(
Hloc
N (x)

ϑN,εrN

)
+c∧

(
|Hloc
N (x)| − rN/2
ϑN,εrN

)}
χE(x),

Eε,N7
def= rN |µN,ε|Υε,N

1

(
s(µN,ε)

Hloc
N (x)
rN

){
c∨

(
Hloc
N (x)

ϑN,εrN

)
−c∧

(
|Hloc
N (x)| − rN/2
ϑN,εrN

)}
χE(x);

the requirement that |µN,ε| > 2 implies that Iε,N2 is smooth; in particular, 0

is not in the support of h 7→ c∧

(∣∣∣h−1/2
ϑN,ε

∣∣∣). It is easy to see that there is a

constant K6 > 0 such that

(71) |Eε,N7 (x)| ≤ K6|µN,ε|rN

for all x ∈ NN . To bound Iε,N3 , use Lemma 8.1 with δ = ϑN,ε and η(z) def=
c∧(z)+c∧(z−1/(2ϑN,ε)) for z ∈ R. Recall (68) and that ξ̄∗ of (67) is bounded.
Thus there is a constant K7 > 0 such that
(72)

E
ε

[∫ t∧e

s=0

Iε,N3 (Xs)ds
]
≤ K7(1 + t)|µN,ε|δN,εϑN,ε(1 + |µN,ε|) ≤

3K7

2
(1 + t)δN,ε

(note that supz≥2
1+z
z = 3

2 ) for all ε, N , and t as required in the claim.
Finally, we average. Fix ε and N as required in the claim. De�ne

Υε,N
5 (h) def= Υε,N

1 (s(µN,ε)h)
{

c∨

(
h

ϑN,ε

)
− c∧

(∣∣∣∣h− 1/2
ϑN,ε

∣∣∣∣)} , h ∈ W,

Υε,N
6 (x) def=

ε2

ג

Φ̆p,λ∗

N (x)|µN,ε|Υε,N
5

(
Hloc
N (x)
rN

)
χE(x), x ∈ S.

Then

(L εΥε,N
6 )(x) = Iε,N2 (x) +

1
ג

χE(x)
11∑
i=8

Eε,Ni (x)

for all x ∈ S where

Eε,N8 (x) = ε2|µN,ε|Υε,N
5

(
Hloc
N (x)
rN

)
(L Φ̆p,λ∗

N )(x),
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Eε,N9 (x) =
ε2|µN,ε|

r2N

Υ̇ε,N
5

(
Hloc
N (x)
rN

){µN,ε
ג

ξN (x) + rNβN (x)
}

Φ̆p,λ∗

N (x),

Eε,N10 (x) =
ε2|µN,ε|

2r2N
Ϋε,N

5

(
Hloc
N (x)
rN

)
Φ̆p,λ∗

N (x)σN (x),

Eε,N11 (x) =
ε2|µN,ε|

rN
Υ̇ε,N

5

(
Hloc
N (x)
rN

)〈
dΦ̆p,λ∗

N , dHloc
N

〉
(x).

Note that

Υ̇ε,N
1 (h) = 2E

(
h

δN,ε

)
− |µN,ε|Υε,N

1 (h),

Ϋε,N
1 (h) =

2
δN,ε

Ė

(
h

δN,ε

)
− |µN,ε|Υ̇ε,N

1 (h)

=
2
δN,ε

Ė

(
h

δN,ε

)
− 2|µN,ε|E

(
h

δN,ε

)
+ µ2

N,εΥ
ε,N
1 (h)

for all h ∈ W. Use now (69). We can thus �nd a constant K8 > 0 such that

|Υ̇ε,N
1 (h)| ≤ K8,

|Ϋε,N
1 (h)| ≤ K8

(
1
δN,ε

+ |µN,ε|+
µ2
N,ε

|µN,ε|

)
≤ 3K8|µN,ε|

for all h ∈ W and ε and N as required. Thus, there is a K9 > 0 such that

|Υ̇ε,N
5 (h)| ≤ K9

{
1 +

1
|µN,ε|ϑN,ε

}
≤ 2K9|µN,ε|,

|Ϋε,N
5 (h)| ≤ K9

{
1

|µN,ε|ϑ2
N,ε

+
1

ϑN,ε
+ |µN,ε|

}
≤ 3K9|µN,ε|3

for all h ∈ W and ε and N as required. Consequently, there is a K10 > 0 such
that

|Eε,N8 (x)| ≤ K10ε
2, |Eε,N9 (x)| ≤ K10ε

2 |µN,ε|3

r2N

, |Eε,N10 (x)| ≤ K10ε
2
µ4
N,ε

r2N

,

|Eε,N11 (x)| ≤ K10ε
2 |µN,ε|2

rN
, |Υε,N

6 (x)| ≤ K10ε
2

for all x ∈ NN and ε and N as required. Hence, taking the largest of the
numerators and smallest of the denominators, there is a K11 > 0 such that∣∣∣∣Eε [∫ t∧e

s=0

Iε,N2 (Xs)ds
]∣∣∣∣ ≤ K11(1 + t)

ε2µ4
N,ε

r2N

.

for all ε and N as required. Combine this, (70), (71), and (72), and again
take the largest of the numerators and smallest of the denominators. Again
using the fact that supz≥2

1+z
z = 3

2 , we have that δN,ε ≤
3

2{1+|µN,ε|} . �
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8.1. Proof of Lemma 8.3. To set up some notation, de�ne x̃1(x) def= x1

for all x = (x1, x2) ∈ R2, and de�ne

w(z) =
∫ |z|
y=0

{
e−y

2/2

∫ y

z=0

ez
2/2dz

}
dy

for all z ∈ R. The properties of w are given in Lemma 5.2 of [Sow05]. In
particular, w is smooth and ẅ(z) + zẇ(z) = 1 and zẇ(z) > 0 for all z ∈ R,
and there is a constant K > 0 such that

(73) |w(z)| ≤ Kl(|z|−1), |ẇ(z)| ≤ K

|z|+ 1
, and |ẅ(z)| ≤ K

for all z ∈ R (the bound on w and ẇ were given in Lemma 5.2 of [Sow05]; the
bound on ẅ comes from combining the bound on ẇ with the PDE for w).

Proof of Lemma 8.3. Let κ ∈ (0, 1) be such that x ∈ Ũ if n(x) < 2κ (n

was de�ned in Subsection 3.2). De�ne �̃(x) def= c∧

(
n(x)
κ

)
for all x ∈ R2. Then

0 ≤ �̃ ≤ 1, �̃(x) = 1 if ‖x‖e ≤
√
κ, and supp �̃(x) ⊂ Ũ . De�ne the constants

α1
def= inf

{√
2

〈dx1, dx1〉∼` (x)B̃`(x)
: x ∈ Ũ , ` ∈ Λ

}
,

α2
def= sup

{
2

α2
1 〈dx1, dx1〉∼` (x)

: x ∈ Ũ , ` ∈ Λ
}

;

in light of (2), α1 > 0, so α2 is well-de�ned.

De�ne �̃
ε
(x) def= ε2α2w (α1x1(x)/ε) �̃(x) for all x ∈ R2 and ε ∈ (0, 1).

Note that �̃
ε ∈ C∞c (Ũ). We then compute that (L̃ ε

` �̃
ε
)(x) = Aε`(x)�̃(x) +

α2{Eε`,1(x) + Eε`,2(x)} for all ε ∈ (0, 1) and x ∈ Ũ and ` ∈ Λ, where

Aε`(x) def= α2

{
α1x1(x)
B̃`(x)ε

ẇ

(
α1

x1(x)
ε

)
+
α2

1 〈dx1, dx2〉∼` (x)
2

ẅ

(
α1

x1(x)
ε

)}
,

Eε`,1(x) def= w

(
α1

x1(x)
ε

)
(∇̄eH̃,∇e�̃)e(x)

B̃`(x)
,

Eε`,2(x) def= εα1ẇ

(
α1

x1(x)
ε

){
(L̃`x1)(x)�̃(x) +

〈
dx1, d�̃

〉∼
`

(x)
}

+ ε2
w

(
α1

x1(x)
ε

)
(L̃`�̃)(x).

From the PDE and bounds of (73), it is fairly easy to see that there is a
K1 > 0 such that Aε`(x) ≥ 1 and |Eε`,2| ≤ K1{ε+ ε2l(ε)} for all ε ∈ (0, 1) and
x ∈ Ũ . To bound Eε`,1, we �rst note that (∇̄eH̃,∇e�̃)e(x) is nonzero only when
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√
κ ≤ ‖x‖e ≤

√
2κ. Since

〈
dH̃, dH̃

〉
∼

(x) > 0 for all x ∈ Ũ \ {0}; thus

sup
x∈Ũ\{0e}

∣∣∣(∇̄eH̃,∇e�̃)e(x)
∣∣∣〈

dH̃, dH̃
〉
∼

(x)

is �nite. Hence there is a K2 > 0 such that |Eε`,1(x)| ≤ K2l(ε)
〈
dH̃, dH̃

〉
∼

(x)

for all ε ∈ (0, 1) and x ∈ Ũ . Combine things together to see that for some
constant K3 > 0,

�̃(x) ≤ (L̃ ε
` �̃

ε
)(x) +K3

{
l(ε)

〈
dH̃, dH̃

〉
∼

(x) + ε
}

for all x ∈ Ũ and ε ∈ (0, 1).
For all ` ∈ Λ and x ∈ T, de�ne now �(x) def=

∑
`∈Λ �̃(φ`(x))χU`(x) and

�ε(x) def=
∑
`∈Λ �̃

ε
(φ`(x))χU`(x) for all ε ∈ (0, 1). The bound on �ε and√

〈d�ε, d�ε〉 are fairly easy to see; use Lemma 5.2 of [Sow05]. �

Finally, let's state the lemma which will allow us to average ξ∗ in NN away

from γN . This will be useful in bounding EN,ε
b,1 . For each N ∈ N and x ∈ NN ,

de�ne

ΦzN ,λ
ξ∗ (x) def=

∫ ∞
s=0

e−λrNsξ∗(zNs (x))ds.

Lemma 8.7. There is a constant K > 0 and a sequence {E 8.7
n ; n ∈ N} of

positive real numbers such that for λ ∈ (0, 1) and N ∈ N,∣∣∣QΦzN ,λ
ξ∗ − {ξ∗ − (Aξ∗)([E])}

∣∣∣
≤ K

{
λ+ rN l2(Hloc

N ) +
|νN |

λ2r2N |Hloc
N |

+ E 8.7
N

}
,∣∣∣ΦzN ,λ

ξ∗

∣∣∣ ≤ K

λrN
,

∥∥∥DΦzN ,λ
ξ∗

∥∥∥ ≤ K

λ2r2N |Hloc
N |

,∥∥∥D2ΦzN ,λ
ξ∗

∥∥∥ ≤ K

λ3r3N |Hloc
N |2

on NN , and such that limN→∞ E 8.7
N = 0.

We close this section by using the above results to bound the errors in
Proposition 7.2. De�ne

δN,ε
def=

(
ε{1 + |µN,ε|}

r
9/4
N

+

√
ε{1 + |µN,ε|}

rN

)
·

r
7/4
N

1 + |µN,ε|
(74)

=
ε

r
1/2
N

+
ε1/2

r
3/4
N

{1 + |µN,ε|}1/2
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and then set ΨN,ε
C

def= ΨδN,ε,ε,N
D .

Lemma 8.8. There is a constant K8.8 > 1 such that for each N ∈ N
and ε in (0, 1) such that ε < r

3/2
N /K8.8, we have that supx∈S |Ψ

ε,N
C (x)| ≤

K8.8εl(ε)/r
3/4
N and

E
ε

[{∫ t∧e

u=s∧e

(L εΨε,N
C )(Xu)du

}−]

≥ −K8.8(1 + t)
ε17/6

exp

− 1
K8.8

(
r
3/2
N

ε

)1/2


−K8.8(1 + t)

{
ε1/2{1 + |µN,ε|}

r2N

+
ε1/4{1 + |µN,ε|}3/4

r
11/8
N

+
ε{1 + |µN,ε|}2

r
11/4
N

}
l(ε)

for all 0 ≤ s ≤ t.

Proof. We can use Lemma 8.2 with δ being either ε/r
3/2
N or ε

√
δN,ε/rN ; to

do so, we need that ε/r
3/2
N < 1 and ε

√
δN,ε/rN < 1. We get that there is a

constant K > 0 such that

E
ε

[{∫ t∧e

u=s∧e

(L εΨε,N
C )(Xu)du

}−]

≥ −K(1 + t)

{
εl(ε)

r
3/4
N

√
δN,ε

+
1

εr
3/4
N

exp

[
− 1
K7.2

√
δN,ε

ε

]

+
1

ε7/3
√
δN,ε

exp

− 1
K7.2

(
r
3/2
N

ε

)1/2


−K(1 + t)

{
|µN,ε|
r
5/4
N

+
1

r
3/4
N

√
δN,ε

}
ε

r
3/2
N

{1 + |µN,ε|}l(ε)

−K(1 + t)
1

r
1/4
N

√
δN,ε

√
ε

r
3/2
N

{1 + |µN,ε|}

− K(1 + t)

εr
3/4
N

ε
√
δN,ε

rN
{1 + |µN,ε|}
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≥ −K(1 + t)

{
1

εr
3/4
N

exp

[
− 1
K7.2

√
δN,ε

ε

]

+
1

εr
7/3
N

√
δN,ε

exp

− 1
K7.2

(
r
3/2
N

ε

)1/2


−K(1 + t)IN,ε(δN,ε)l(ε)−K(1 + t)
ε{1 + |µN,ε|}2

r
11/4
N

l(ε)

for all ε ∈ (0, 1) and N ∈ N such that (combining the requirements of Propo-
sition 7.2 and Lemma 8.2)

(75)

ε

r
3/2
N

< 1,
ε
√
δN,ε

rN
< 1, δN,ε < δ̄7.2,

ε <

√
δN,ε

K7.2
,

ε

r
3/2
N

<
1
4
,

where for convenience we have de�ned

IN,ε(δ) =
1√
δ

{
ε

r
3/4
N

+
ε{1 + |µN,ε|}

r
9/4
N

+

√
ε{1 + |µN,ε|}

rN

}
+
√
δ
{1 + |µN,ε|}

r
7/4
N

for all δ and ε in (0, 1) and N ∈ N.
Bounding δN,ε from below by the �rst term after the last equality of (74),

we have that

1
ε7/3

√
δN,ε

≤ 1
ε7/3

√
r
1/2
N

ε
=

1
ε17/6

,

√
δN,ε

ε
≥ ε1/2

εr
1/4
N

=
1

ε1/2r
1/4
N

=

(
r
3/2
N

ε

)1/2
1
rN
≥ 1
|ω2|

(
r
3/2
N

ε

)1/2

for all ε ∈ (0, 1) and N ∈ N. Thus,

1

εr
3/4
N

exp

[
− 1
K7.2

√
δN,ε

ε

]
+

1
ε7/3

√
δN,ε

exp

− 1
K7.2

(
r
3/2
N

ε

)1/2


≤
{

1
ε(ε2/3)3/4

+
1

ε17/6

}
exp

− 1
K7.2(1 + |ω2|)

(
r
3/2
N

ε

)1/2


≤
{

1
ε3/2

+
1

ε17/6

}
exp

− 1
K7.2(1 + |ω2|)

(
r
3/2
N

ε

)1/2
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≤ 2
ε17/6

exp

− 1
K7.2(1 + |ω2|)

(
r
3/2
N

ε

)1/2


for all ε ∈ (0, 1) and N ∈ N.
Since ε and rN are in (0, 1) and 1 + |µN,ε| ≥ 1,

ε

r
3/4
N

=
ε{1 + |µN,ε|}

r
9/4
N

r
6/4
N

1 + |µN,ε|
≤ ε{1 + |µN,ε|}

r
9/4
N

|ω2|3/2.

Thus we have that

IN,ε(δN,ε) ≤
1 + |ω2|3/2√

δN,ε

{
ε{1 + |µN,ε|}

r
9/4
N

+

√
ε{1 + |µN,ε|}

rN

}

+
√
δN,ε
{1 + |µN,ε|}

r
7/4
N

≤ {3 + |ω2|3/2}

√√√√ε{1 + |µN,ε|}
r
9/4
N

+

√
ε{1 + |µN,ε|}

rN

√
{1 + |µN,ε|}

r
7/4
N

= {3 + |ω2|3/2}

{
ε{1 + |µN,ε|}2

r4N

+
ε1/2{1 + |µN,ε|}3/2

r
11/4
N

}1/2

= {6 + 2|ω2|3/2}

{
ε1/2{1 + |µN,ε|}

r2N

+
ε1/4{1 + |µN,ε|}3/4

r
11/8
N

}
for all ε ∈ (0, 1) and N ∈ N; the choice (74) of δN,ε makes both terms on the
right of the �rst inequality to have the same order.

We need to check that there is a K > 1 such that (75) holds when ε <

r
3/2
N /K. We start by rewriting the constraints of (75) as

ε <
r
3/2
N

4
,

ε

r
1/2
N

+
ε1/2

r
3/4
N

{1 + |µN,ε|}1/2
<

r
2
N

ε2
,

ε

r
1/2
N

+
ε1/2

r
3/4
N

{1 + |µN,ε|}1/2
< δ̄7.2,

ε2 ≤ 1
K2

7.2

{
ε

r
1/2
N

+
ε1/2

r
3/4
N

{1 + |µN,ε|}1/2

}
.

(the last requirement of (75) implies the �rst). These inequalities hold if

ε <
r
3/2
N

4
,

ε

r
1/2
N

<
r
2
N

2ε2
, ε1/2

r
3/4
N <

r
2
N

2ε2
,

ε

r
1/2
N

<
δ̄7.2
2
, ε1/2

r
3/4
N <

δ̄7.2
2
,

ε2 <
ε

K2
7.2r

1/2
N

;
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i.e., if

ε < min

{
r
3/2
N

4
,
r
5/6
N

21/3
,
r
1/2
N

22/5
,
δ̄7.2r

1/2
N

2
,
δ̄2
7.2

4r3/2N

,
1

K2
7.2r

1/2
N

}
,

which in turn is true if

ε <
δ̄2
7.2

(K2
7.2 + 4)(1 + |ω2|)3

r
3/2
N .

In verifying this, note that if −3/2 ≤ α ≤ 3/2,

r
3/2
N

(1 + |ω2|)3
= r

α
N

r
3/2−α
N

(1 + |ω2|)3
≤ r

α
N

(1 + |ω2|)3/2−α

(1 + |ω2|)3
= r

α
N

1
(1 + |ω2|)3/2+α

≤ r
α
N .

�

9. Error estimates in NN
We now want to continue the bounds of Lemmas 7.8 and 7.9 and bound

the remaining EN,ε
b,i 's of (53).

We start with a useful lemma.

Lemma 9.1. There is a K9.1 > 0 such that∣∣∣(2µN,ε)VN,εP (x)
∣∣∣ ≤ K9.1{1 + |µN,ε|}E

(
Hloc
N (x)µN,ε

rN

)
for all ε ∈ (0, 1) and N ∈ N and all x ∈ E.

Proof. First �x h ∈ W. We claim that

(76)
∣∣∣2µN,εvN,εP (ι(h))

∣∣∣ ≤ |2µN,ε|
1− exp [−2|µN,ε|]

exp [−2|µN,εh|] .

Assume �rst that µN,ε > 0. Then

(77) |1− exp [−2µN,ε]| = 1− exp [−2µN,ε] = 1− exp [−2|µN,ε|] .
We also calculate that ι(h) = h ≥ h if 0 ≤ h < 1/2, and ι(h) = h+ 1 ≥ −h if
−1/2 < h < 0, implying that

−2µN,ει(h) = −2|µN,ε|ι(h) ≤ −2|µN,ε||h| = −2|µN,εh|.
Combining this and (77), we get (76).

Assume next that µN,ε < 0. We then rewrite v
N,ε
P (ι(h)) as

v
N,ε
P (ι(h)) =

exp [2µN,ε(1− ι(h))]
exp [2µN,ε]− 1

.

We then have that |exp [−2µN,ε]− 1| = 1 − exp [2µN,ε] = 1 − exp [−2|µN,ε|].
We also have that 1 − ι(h) = 1 − h ≥ h if 0 ≤ h < 1/2, and 1 − ι(h) =
(1− (h+ 1)) ≥ −h if −1/2 < h < 0. This implies that

2µN,ε(1− ι(h)) = −2|µN,ε|(1− ι(h)) ≤ −2|µN,ε||h| ≤ −2|µN,εh|.
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Thus we again get (76).
We �nish the proof by noting that supz>0{z(1 + z)−1(1− e−z)−1} is �nite

and by then using (55). �

We can now bound EN,ε
b,4 and EN,ε

b,5 of (53).

Lemma 9.2. There is a K > 0 such that supx∈E |E
N,ε
b,i (x)| ≤ Kε2{1 +

|µN,ε|}2/rN for all ε ∈ (0, 1), N ∈ N and i ∈ {4, 5}.

Proof. We �rst note that there is a K1 > 0 such that |σN (x)− σ(x)| ≤
K1|νN | and |ξN (x)− ξ∗(x)| ≤ K1|νN | for all x ∈ NN . By combining this
with Lemma 9.1, we can �nd a constant K > 0 such that

|EN,ε
b,i (x)| ≤ K|νN |{1 + |µN,ε|} =

K

|ג|
ε2

rN
|µN,ε|{1 + |µN,ε|}

≤ K

|ג|
ε2

rN
{1 + |µN,ε|}2. �

We can bound EN,ε
b,3 by combining Lemmas 8.2 and Lemma 8.5.

Lemma 9.3. There is a K > 0 such that for all 0 ≤ s ≤ t,

E
ε

[∣∣∣∣∫ t∧e

u=s∧e

EN,ε
b,3 (Xu)χE(Xu)du

∣∣∣∣]
≤ KE 8.5(λ,N)(1 + t)

{
1 + rN{1 + |µN,ε|}2 +

(
ε

rN

)2

{1 + |µN,ε|}5
}

+KK8.5
λ (1 + t){1 + |µN,ε|}7/3

(
ε

rN

)2/3

for all λ ∈ (0, λ8.5) and all integers N ≥ N8.5
λ such that

(78) 1 + |µN,ε| ≤
r
2
N

ε2
.

Proof. Fix ε ∈ (0, 1), N ∈ N, and x ∈ E. We �rst write that

EN,ε
b,3 (x) = − 1

(Aξ∗)([E])
{ξ∗(x)− {σ(x)ג (2µN,ε)V

N,ε
P (x).

De�ne now a relaxation parameter ϑN,ε
def= {1 + |µN,ε|}1/3(ε/rN )2/3; the re-

quirement of (78) is exactly that ϑN,ε ∈ (0, 1). Then

EN,ε
b,3 (x) def= − 1

(Aξ∗)([E])
{Iε,N1 (x) + Iε,N2 (x)},
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where (recalling (67)),

Iε,N1 (x) def= {ξ̄∗(x)− VN,εP(2µN,ε){ג (x)c∧

(
Hloc
N (x)

ϑN,εrN

)
σ(x),

Iε,N2 (x) def= {ξ∗(x)− σ(x)}(2µN,ε)VN,εPג (x)c∨

(
Hloc
N (x)

ϑN,εrN

)
.

We now use (54) and Lemma 9.1. Thus there is a constant K1 > 0 such
that

|Iε,N1 (x)| ≤ K{1 + |µN,ε|}E
(

Hloc
N (x)µN,ε

rN

)
c∧

(
Hloc
N (x)

ϑN,εrN

)
σN (x)

= K{1 + |µN,ε|}c∧
(

Hloc
N (x)

ϑN,εrN

)
σN (x)

(note that ‖E‖C(R) = 1). Thus by Lemma 8.2, there is a K > 0 such that

E
ε

[∫ t∧e

s=0

∣∣∣Iε,N1 (Xs)
∣∣∣χE(Xs)ds

]
≤ K(1 + t){1 + |µN,ε|}2ϑN,ε(79)

= K(1 + t){1 + |µN,ε|}7/3
(
ε

rN

)2/3

for all ε ∈ (0, 1) and N ∈ N.
We bound Iε,N2 by averaging. Fix ε ∈ (0, 1), λ ∈ (0, λ8.5), an integer

N ≥ N8.5
λ , and x ∈ S. De�ne

Υε,λ,N (x) def= ε2Φ̆p,λ
N (x)(2µN,ε)V

N,ε
P (x)c∨

(
Hloc
N (x)

ϑN,εrN

)
χE(x).

Then

(L εΥε,λ,N )(x) =

{
Iε,N2 (x) + Iε,λ,N3 (x) +

4∑
i=1

Eε,λ,Ni (x)

}
χE(x)

where

Iε,λ,N3 (x) =
{

(QΦ̆p,λ
N )(x)− {ξ∗(x)− {σ(x)ג

}
(2µN,ε)V

N,ε
P (x)c∨

(
Hloc
N (x)

ϑN,εrN

)
,

Eε,λ,N1 (x) =
ε2

r2N

{
µN,ε

ξN (x)
ג

+ rNβN (x)
}{
−2µN,εc∨

(
Hloc
N (x)

ϑN,εrN

)
+

1
ϑN,ε

ċ∧

(
Hloc
N (x)

ϑN,εrN

)}
(2µN,ε)V

N,ε
P (x)Φ̆p,λ

N (x),

Eε,λ,N2 (x) =
ε2

2r2N
σN (x)

{
4µ2

N,εc∨

(
Hloc
N (x)

ϑN,εrN

)
+

4µN,ε
ϑN,ε

ċ∧

(
Hloc
N (x)

ϑN,εrN

)
− 1
ϑ2
N,ε

c̈∧

(
Hloc
N (x)

ϑN,εrN

)}
(2µN,ε)V

N,ε
P (x)Φ̆p,λ

N (x),
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Eε,λ,N3 (x) = ε2(2µN,ε)V
N,ε
P (x)c∨

(
Hloc
N (x)

ϑN,εrN

)
(L Φ̆p,λ

N )(x),

Eε,λ,N4 (x) =
ε2

rN

{
−2µN,εc∨

(
Hloc
N (x)

ϑN,εrN

)
− 1
ϑN,ε

ċ∧

(
Hloc
N (x)

ϑN,εrN

)}
(2µN,ε)V

N,ε
P (x)

〈
dHloc

N , dΦ̆p,λ
N

〉
(x)

for all x ∈ E. Using Lemma 9.1, we can thus �nd a constant K1 > 0 such
that3

(80)

|Eε,λ,Ni | ≤ K1K
8.5
λ {1 + |µN,ε|}3

ε2

r2Nϑ
2
N,ε

= K1K
8.5
λ {1 + |µN,ε|}7/3

(
ε

rN

)2/3

, i ∈ {1, 2, 3, 4},

|Υε,λ,N | ≤ K1K
8.5
λ ε2{1 + |µN,ε|} = K1K

8.5
λ {1 + |µN,ε|}

ε2|ω2|2

r2Nϑ
2
N,ε

≤ K1K
8.5
λ |ω2|2{1 + |µN,ε|}7/3

(
ε

rN

)2/3

on E for all ε ∈ (0, 1), λ ∈ (0, λ8.5), and all integers N ≥ N8.5
λ . Combining

Lemmas 8.6 and 9.1, we furthermore can �nd a constant K2 > 0 such that

E
ε

[∣∣∣∣∫ t∧e

u=s∧e

Iε,λ,N3 (Xu)χE(Xu)du
∣∣∣∣]

≤ K9.1K(68)E
8.5(λ,N){1 + |µN,ε|}

× Eε
[∫ t∧e

u=s∧e

E

(
Hloc
N (Xu)µN,ε

rN

)
σN (Xu)χE(Xu)du

]
+K9.1K(68)K

8.5
λ rN{1 + |µN,ε|}

≤ K2E
8.5(λ,N)

{
1 + rN{1 + |µN,ε|}2 +

(
ε

rN

)2

{1 + |µN,ε|}5
}

+K9.1K(68)K
8.5
λ rN{1 + |µN,ε|}

for all ε ∈ (0, 1), λ ∈ (0, λ8.5), and all integers N ≥ N8.5
λ . Combine things to

get the stated result. �

We �nally bound EN,ε
b,1 .

3The relaxation parameter ϑN,ε was chosen so that the errors in (79) and the �rst line
of (80) would be of the same order.
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Lemma 9.4. There is a K > 0 such that

E
ε

[∣∣∣∣∫ t∧e

u=s∧e

EN,ε
b,1 (Xu)χE(Xu)du

∣∣∣∣]
≤ K(1 + t)

{
ε1/3

r
5/6
N

{1 + |µN,ε|}1/2 +
ε2/3

r
2/3
N

{1 + |µN,ε|}2/3
}

l(ε)

+K(1 + t)
{
εl(ε) + rN l2(ε) + rN l2(rN ) + rN l2

(
1

1 + |µN,ε|

)
+ E 8.7

N

}
for all ε ∈ (0, 1) and N ∈ N such that

(81) ε <
r
5/2
N

128(1 + |ω2|)
, and 1 + |µN,ε| <

r
15/2
N

ε3
.

Proof. Fix a relaxation parameter ϑ ∈ (0, 1/4). For all ε ∈ (0, 1), N ∈ N,
and x ∈ E, EN,ε

b,1 (x) = Iε,N,ϑ(x) + Eε,N,ϑ1 (x), where

Iε,N,ϑ(x) def= {ξ∗(x)− (Aξ∗)([E])}c∨
(

Hloc
N (x)
ϑrN

)
,

Eε,N,ϑ1 (x) def= {ξ∗(x)− (Aξ∗)([E])}c∧
(

Hloc
N (x)
ϑrN

)
;

the requirement that ϑ ∈ (0, 1/4) ensures that c∨

(
Hloc
N

ϑrN

)
is smooth, particu-

larly at CN . Using Proposition 8.4 on Eε,N,ϑ1 , we have that there is a K1 > 0
such that

E
ε

[∫ t∧e

s=0

∣∣∣Eε,N,ϑ1 (Xs)
∣∣∣χE(Xs)ds

]
≤ K1(1 + t)

{
ϑ{1 + |µN,ε|}+

ε
√

1 + |µN,ε|
rN

√
ϑ

+ ε

}
l(ε)

for all ε ∈ (0, 1) and N ∈ N and all ϑ ∈ (0, 1/4).
To bound Iε,N,ϑ, we average. Fix ε ∈ (0, 1), ϑ ∈ (0, 1/4), N ∈ N, and

λ ∈ (0, 1). For all x ∈ S, de�ne

Υε,λ,N,ϑ def= ε2c∨

(
Hloc
N (x)
ϑrN

)
ΦzN ,λ
ξ∗ (x)χE(x);

then

(L εΥε,λ,N,ϑ)(x) =

{
Iε,N,ϑ(x) +

7∑
i=2

Eε,λ,N,ϑi (x)

}
χE(x)

for all x ∈ S, where

Eε,λ,N,ϑ2 (x) def= c∨

(
Hloc
N (x)
ϑrN

){
(QΦzN ,λ

ξ∗ )(x)− {ξ∗(x)− (Aξ∗)(x)}
}
,
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Eε,λ,N,ϑ3 (x) def= ε2c∨

(
Hloc
N (x)
ϑrN

)
(L ΦzN ,λ

ξ∗ )(x),

Eε,λ,N,ϑ4 (x) def= − ε2

ϑr2N

ξN (x)
ג

ċ∧

(
Hloc
N (x)
ϑrN

)
ΦzN ,λ
ξ∗ (x)

{
µN,ε

ξN (x)
ג

+ rNβN (x)
}
,

Eε,λ,N,ϑ5 (x) def= − ε2

2ϑ2r2N

c̈∧

(
Hloc
N (x)
ϑrN

)
ΦzN ,λ
ξ∗ (x)σN (x),

Eε,λ,N,ϑ6 (x) def= − ε2

ϑrN
ċ∧

(
Hloc
N (x)
ϑrN

)〈
dHloc

N , dΦzN ,λ
ξ∗

〉
(x)

for all x ∈ E. Use now Lemma 8.7; there is then a constant K2 > 0 such that

|Eε,λ,N,ϑ2 (x)| ≤ K2

{
λ+ rN l2(ϑrN ) +

|νN |
λ2r3Nϑ

+ E 8.7
N

}
= K2

{
λ+

1
ג

ε2|µN,ε|
λ2r4Nϑ

+ rN l2(ϑrN ) + E 8.7
N

}
,

|Eε,λ,N,ϑ3 (x)| = K2

λ3

ε2

r5Nϑ
2
, |Eε,λ,N,ϑ4 (x)| ≤ K2

λ

ε2

r3Nϑ
{1 + |µN,ε|},

|Eε,λ,N,ϑ5 (x)| ≤ K2

λ

ε2

r3Nϑ
2
, |Eε,λ,N,ϑ6 (x)| ≤ K2

λ2

ε2

r4Nϑ
2
,

|Υε,λ,N,ϑ(x)| ≤ K2

λ

ε2

rN

for all ε and λ in (0, 1), all ϑ ∈ (0, 1/4), all N ∈ N, and all x ∈ E. Thus, there
is a constant K3 > 0 such that

E
ε

[∣∣∣∣∫ t∧e

u=s∧e

Iε,N,ϑ(Xu)χE(Xu)du
∣∣∣∣] ≤ K3(1 + t)

{
λ+

ε2{1 + |µN,ε|}
λ3r5Nϑ

2

}
+K3(1 + t){rN l2(ϑrN ) + E 8.7

N }

for all ε and λ in (0, 1), all ϑ ∈ (0, 1/4), and all N ∈ N. Combining things,
we �nd that there is a constant K4 > 0 such that

E
ε

[∣∣∣∣∫ t∧e

u=s∧e

EN,ε
b,1 (Xu)χE(Xu)du

∣∣∣∣]
≤ K4(1 + t)IN,ε(λ, ϑ)l(ε)

+K4(1 + t){εl(ε) + rN l2(ϑrN ) + E 8.7
N }

for all ε ∈ (0, 1) and N ∈ N and all real λ and ϑ such that

(82) 0 < λ < 1 and 0 < ϑ <
1
4
,
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where we have for convenience de�ned

(83) IN,ε(λ, ϑ) def= λ+
ε2{1 + |µN,ε|}

λ3ϑ2r5N

+ ϑ{1 + |µN,ε|}+
ε
√

1 + |µN,ε|
rNϑ1/2

for all λ and ϑ in (0,∞).
Fix now ε ∈ (0, 1) and N ∈ N. De�ne

ϑN,ε
def=

(
ε
√

1+|µN,ε|
r
5/2
N

+ ε2{1+|µN,ε|}
r2N

)1/3

{1 + |µN,ε|}2/3
,

λN,ε
def=

ε1/2{1 + |µN,ε|}1/4

r
5/4
N ϑ

1/2
N,ε

=
ε1/2

r
5/4
N

{1 + |µN,ε|}7/12(
ε
√

1+|µN,ε|
r
5/2
N

+ ε2{1+|µN,ε|}
r2N

)1/6
.

We chose λN,ε to make both λ-terms in (83) to be of the same order;

IN,ε(λN,ε, ϑN,ε) = 2
ε1/2{1 + |µN,ε|}1/4

r
5/4
N ϑ

1/2
N,ε

+ ϑN,ε{1 + |µN,ε|}+
ε
√

1 + |µN,ε|
rNϑ

1/2
N,ε

≤ 3

ϑ
1/2
N,ε

√√√√ε
√

1 + |µN,ε|
r
5/2
N

+
ε2{1 + |µN,ε|}

r2N

+ ϑN,ε{1 + |µN,ε|}.

We then chose ϑN,ε to make both terms in the �nal expression of the same
order;

IN,ε(λN,ε, ϑN,ε) ≤ 4

(
ε
√

1 + |µN,ε|
r
5/2
N

+
ε2{1 + |µN,ε|}

r2N

)1/3

{1 + |µN,ε|}1/3

≤ 8
ε1/3

r
5/6
N

{1 + |µN,ε|}1/2 + 8
ε2/3

r
2/3
N

{1 + |µN,ε|}2/3.

We now need to show that (81) implies that ϑN,ε and λN,ε satisfy the
admissibility requirements of (82). Clearly λN,ε and ϑN,ε are positive. We
also need that(
ε
√

1 + |µN,ε|
r
5/2
N

+
ε2{1 + |µN,ε|}

r2N

)1/3

<
1
4
{1 + |µN,ε|}2/3

(
ϑN,ε <

1
4

)
,

ε1/2

r
5/4
N

{1 + |µN,ε|}7/12 <

(
ε
√

1 + |µN,ε|
r
5/2
N

+
ε2{1 + |µN,ε|}

r2N

)1/6

(λN,ε < 1) .

These are equivalent to the requirements that

ε
√

1 + |µN,ε|
r
5/2
N

+
ε2{1 + |µN,ε|}

r2N

<
1
64
{1 + |µN,ε|}2

(
ϑN,ε <

1
4

)
,
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ε3{1 + |µN,ε|}7/6

r
15/2
N

<
ε
√

1 + |µN,ε|
r
5/2
N

+
ε2

r2N

{1 + |µN,ε|} (λN,ε < 1) .

These inequalities hold if (but not only if)

max

{
ε
√

1 + |µN,ε|
r
5/2
N

,
ε2{1 + |µN,ε|}

r2N

}
<

1
128
{1 + |µN,ε|}2

(
ϑN,ε <

1
4

)
,

ε3

r
15/2
N

{1 + |µN,ε|}7/6 <
ε
√

1 + |µN,ε|
r
5/2
N

(λN,ε < 1) .

The �rst of these inequalities is equivalent to requiring that both ε < r
5/2
N {1+

|µN,ε|}3/2/128 and ε < rN

√
1 + |µN,ε|/

√
128. Since 1+ |µN,ε| > 1, this is true

if the �rst requirement of (81) holds. The second inequality is equivalent to

requiring that 1 + |µN,ε| < r
15/2
N /ε3.

Finally, we bound ϑN,εrN from below by taking the second term in the
numerator of the de�nition of ϑN,ε; we have that

ϑN,εrN ≥
ε2/3

r
1/3
N

{1 + |µN,ε|}1/3
;

thus, there is a constant K > 0 such that

l(ϑN,εrN ) ≤ K
{

l(ε) + l(rN ) + l

(
1

1 + |µN,ε|

)}
for all ε and rN in (0, 1) and all N ∈ N. �

De�ne now the function Ψε,N
B and the constant K(84) by

(84) Ψε,N
B

def= Ψε,N
C + U

N,ε
P and K(84)

def= 27 +K8.8 + 256(1 + |ω2|).

For each γ ∈ (0, 2/7), let Sγ be the collection of (ε,N) ∈ (0, 1)×N such that

(85) ε <
r
105/(4−14γ)
N

K(84)
|µN,ε| < εγ

r
15/2
N

K(84)ε2/7
, and rN < 1.

We then have

Lemma 9.5. Suppose that {(εk, Nk); k ∈ N} is a sequence of elements of

Sγ such that limk→∞ εk = 0, limk→∞Nk = ∞, and limk→∞ rkl
2(εk) = 0.

Then limk→∞ ‖Ψεk,Nk
B ‖C(S) = 0 and

lim
k→∞

E
εk

[{∫ t∧e

u=s∧e

(L εkΨεk,Nk
B )(Xu)du

}−]
= 0

for all t ≥ s ≥ 0.
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Proof. Collect together Lemmas 7.8, 7.9, 8.8, 9.2, 9.3, and 9.4. Recall also
(23). We have that there is a constant K > 0 such that

(86) E
ε

[{∫ t∧e

s=0

(L εΨε,N
B )(Xs)ds

}−]

≥ −K(1 + t)
{
|νN |+ rN + {1 + |µN,ε|}2

ε2

rN

}
−KE 8.5(λ,N)(1 + t)

{
1 + {1 + |µN,ε|}2rN +

(
ε

rN

)2

{1 + |µN,ε|}5
}

−KK8.5
λ (1 + t){1 + |µN,ε|}7/3

(
ε

rN

)2/3

−K(1 + t)

{
ε1/3

r
5/6
N

{1 + |µN,ε|}1/2 +
ε2/3

r
2/3
N

{1 + |µN,ε|}2/3
}

l(ε)

−K(1 + t)
{
εl(ε) + rN l2(ε) + rN l2(rN ) + rN l2

(
1

1 + |µN,ε|

)
+ E 8.7

N

}

− K(1 + t)
ε17/6

exp

− 1
K8.8

(
r
3/2
N

ε

)1/2


−K(1 + t)

{
ε1/2{1 + |µN,ε|}

r2N

+
ε1/4{1 + |µN,ε|}3/4

r
11/8
N

+
ε{1 + |µN,ε|}2

r
11/4
N

}
l(ε)

−K(1 + t)

{∑
`∈ΛP

∣∣∣ûN,ε+

∣∣∣+
∑
`∈ΛW

∣∣∣ûN,ε− ∣∣∣}
for all ε ∈ (0, 1) and N ∈ N such that

ε <
r
3/2
N

K8.8
, 1 + |µN,ε| ≤

r
2
N

ε2
, ε <

r
5/2
N

128(1 + |ω2|)
, and 1 + |µN,ε| <

r
15/2
N

ε3
.

Fix now γ ∈ (0, 2/7). Let S ′γ be the collection of (ε,N) ∈ (0, 1) × N such
that

(87)

{1 + |µN,ε|}2 ≤ ε2γ rN

ε2
, 1 + |µN,ε| < εγ

1
rN
, {1 + |µN,ε|}5 ≤ ε5γ r

2
N

ε2
,

{1 + |µN,ε|}7/3 ≤ ε7γ/3 r
2/3
N

ε2/3
, {1 + |µN,ε|}1/2 ≤ εγ/2

r
5/6
N

ε1/3
,

{1 + |µN,ε|}2/3 ≤ ε2γ/3 r
2/3
N

ε2/3
, {1 + |µN,ε|} ≤ εγ

r
2
N

ε1/2
,

{1 + |µN,ε|}3/4 ≤ ε3γ/4 r
11/8
N

ε1/4
, and {1 + |µN,ε|}2 ≤ ε2γ r

11/4
N

ε
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and such that

ε <
r
3/2
N

K8.8
, 1 + |µN,ε| ≤

r
2
N

ε2
, ε <

r
5/2
N

128(1 + |ω2|)
, and 1 + |µN,ε| <

r
15/2
N

ε3
.

Note that limε→0 ε
γ l(ε) = limN→∞ rN l2(rN ) = 0. Also note that if (ε,N) ∈

S ′γ , then

1
ε17/3

exp

− 1
K8.8

(
r
3/2
N

ε

)1/2


≤ 1
ε17/3

exp
[
−{128(1 + |ω2|})2/5

K8.8

(ε2/5)3/4

ε1/2

]
≤ 1
ε17/3

exp
[
−{128(1 + |ω2|})2/5

K8.8

1
ε1/5

]
.

Fix now a sequence (εk, Nk) in S ′γ such that limk→∞ εk = 0, limk→∞Nk =
∞, and limk→∞ rkl

2(εk) = 0. The de�nition of S ′γ implies that all of the terms
involving 1+ |µN,ε| tend to zero. The second bound of (87) implies that there
is a K > 0 such that l(1/{1 + |µN,ε|}) ≤ Kl(rN ) for all (ε,N) ∈ S ′γ . Thus

limk→∞ rN l2(1/{1 + |µN,ε|}) = 0. We also clearly have that limk→∞ |νNk | =
limk→∞ rNk = 0. We use (52) on the terms involving |ûN,ε+ | and |ûN,ε− |. We
also use Lemmas 8.5 and 8.7 to control the behavior of E 8.5(λ,N) and E 8.7

N .
We get that

lim
k→∞

E
ε

[{∫ t∧e

u=s∧e

(L εΨεk,Nk
B )(Xu)du

}−]
≥ −K(1 + t) lim

N→∞
|E 8.5(λ,N)|.

We now take λ→ 0 to get the claimed result (recalling Lemma 8.5).
We now show that Sγ ⊂ S ′γ . If rN < 1, then

r
5/2
N

K(84)
≤ min

{
r
3/2
N

K8.8
,

r
5/2
N

128(1 + |ω2|)

}
and

r
15/2
N

ε2
≤ min

{
r
2
N

ε2
,
r
15/2
N

ε3

}
.

Rewriting the requirements on 1 + |µN,ε|, we get that (ε,N) ∈ (0, 1)×N is in
S ′γ if

(88) 1 + |µN,ε| < εγ min

{
r
1/2
N

ε
,

1
rN
,
r
2/5
N

ε2/5
,
r
2/7
N

ε2/7
,
r
5/3
N

ε2/3
,
rN

ε
,
rN

ε1/2
,
r
11/6
N

ε1/3
,
r
11/8
N

ε1/2

}

and rN < 1, ε < r
5/2
N /K(84) and 1 + |µN,ε| < r

15/2
N /ε2.

Picking out the largest exponent of rN in the denominator and the smallest
exponent of ε in the denominator, in (88), we see that (ε,N) ∈ (0, 1) × N is
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in S ′γ if

ε <
r
5/2
N

K(84)
, rN < 1, and 1 + |µN,ε| < min

{
r
15/2
N

ε2
,
r
11/6
N

ε2/7−γ

}
.

Since γ is by assumption positive, ε2/7−γ > ε2 for all ε ∈ (0, 1), so (ε,N) ∈
(0, 1)× N is in S ′γ if

ε <
r
5/2
N

K(84)
, rN < 1, and 1 + |µN,ε| <

r
15/2
N

ε2/7−γ .

In order that the upper bound on 1+ |µN,ε| be non-vacuous, we necessarily
must have that r

15/2
N /ε2/7−γ ≥ 1. Since K(84) > 27 and γ < 1/7,

ε <
r
105/(4−14γ)
N

K(84)
implies that

r
15/2
N

ε2/7−γ ≥ K
2/7−γ
(84) ≥ (27)1/7 ≥ 2

(note that 15
2 /(

2
7 − γ) = 105/(4− 14γ)), in which case

|µN,ε| <
1
2

r
15/2
N

ε2/7−γ implies that 1 + |µN,ε| <
r
15/2
N

ε2/7−γ .

In other words, if

ε < min

{
r
5/2
N

K(84)
,
r
105/(4−14γ)
N

K(84)

}
, rN < 1, and |µN,ε| <

1
2

r
15/2
N

ε2/7−γ ,

then (ε,N) ∈ S ′γ . Since γ ∈ (0, 1/7), 105/(4 − 14γ) > 5/2. Also, K(84) > 2.
This allows us to see that Sγ ⊂ S ′γ , �nishing the proof. �

We �nally have

Proof of Proposition 5.2. Fix γ′ ∈ (0, 1/7) such that

γ′ < γ and
105

4− 14γ′
<

105
4

+ γ.

We want to show that (εN , N) ∈ Sγ′ for N large enough. We calculate that

εN

r
105/(4−14γ′)
N

=
1

|ω2|105/(4−14γ′)

(
1

a
(d)
N

)105/4+γ/2−105/(4−14γ′)

,

|µN,εN |
(r15/2
N /ε

2/7−γ′
N )

≤ |ג|
|νN |rNε2/7−γ′

N

ε2
N r

15/2
N

≤ |ג| |νN |
r
13/2
N ε

12/7
N

≤ |ג|
|ω2|13/2

(a(d)
N )13/2+12/7(105/4+γ/2)

a
(d)
N+1a

(d)
N

=
|ג|

|ω2|13/2

(a(d)
N )721/14+6γ/7

a
(d)
N+1

≤ |ג|
|ω2|13/2

(a(d)
N )721/14+γ

a
(d)
N+1

.
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Clearly rN < 1 for N large enough and limN→∞ rN l2(εN ) = 0. �

Remark 9.6. The origin of the complicated exponents in Theorem 2.10
is the expression on the right of (86), which must tend to zero. This of
course can happen for many other sequences {εN ; N ∈ N} (not just (17)).
Similarly, we could probably slightly relax the requirements of (85). We have
already tested the patience of the reader (and author) enough to make any
such re�nements ill-considered.

One can also see why we can only look at speci�c sequences of ε's, rather
than the whole continuum. If one starts with Remark 7.3 and requires that ε <

r
3/2
N , then one might like to take all ε such that r

3/2
N+1 ≤ ε < r

3/2
N ; i.e., partition

(0, 1) (and hence the choice of ε) into intervals of the form [r3/2N+1, r
3/2
N ). One

must then consider ε ≈ r
3/2
N+1. But if ε ≈ r

3/2
N+1 and |νN | ≈ rN rN+1, then

|µN,ε| ≈
r
2
N

r2N+1

�
r
15/2
N

r
3/7
N+1

≈
r
15/2
N

ε2/7

(since r
11/7
N+1 � 1 � r

−11/2
N ). Thus, if ε is at the left edge of the interval

[r3/2N+1, r
3/2
N ), the second requirement of (85) is far from being satis�ed.

It is important to note that we DO allow |µN,ε| to grow, but not too quickly.
Our calculations would de�nitely be easier (but our results much weaker) if
we forced |µN,ε| to stay bounded or to tend to zero; the separation of scales
in (49) would become even stronger.

Some of the complexity of the exponents in Theorem 2.10 comes from the
comments of Remark 7.3 that the glueing corrector along γN not interfere
with itself across NN . To reduce this interference, we would like rN to be as
large as possible. On the other hand, the larger that rN is, the larger |µN,ε|
is. This competition restricts things.

Another perspective on the issue of separation of scales is suggested by
Figure 4. Our calculations hinged upon being able to �rst stochastically av-
erage in the small loop on the right-hand side of Figure 4, and then to solve
a Poisson equation on the loop and show that it had certain asymptotics. A
signi�cantly di�erent approach might be to follow calculations like [FW94]
and show that boundary layer calculations around ∂E re�ect the fact that
the global invariant measure is Lebesgue measure. Perhaps the mixing cal-
culations like [SK92] might be useful in carrying out such a program. If one
would attempt to use [SK92], one would need to bound the e�ect of noisy
errors in the �special �ow� (and to show some uniformity in the error bounds
of [SK92]).
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10. Bounds on the corrector function

Here we prove Proposition 7.2, which is the basic glueing estimate. This
will follow from the work of [Sow05], [Sow].

Let's set up our problem in the framework of [Sow05], [Sow]. We start
by rewriting things in terms of the geometry de�ned by L . We start in the

usual way. For each f ∈ C∞(T), de�ne (M1,fg)(x) def= 〈df, dg〉 (x) for all
g ∈ C∞(T) and x ∈ T. It is easy to check that M1,f is a derivation of C∞(T)
(treated as an algebra over R; see [Boo86, p. 39]), so there is a vector �eld
M2,f on T such that (M1,fg)(x) = (M2,f (x),∇g(x)) for all g ∈ C∞(T) and
x ∈ T. Furthermore, the map f 7→ M2,f is linear in f and that M2,f2(x) =
2f(x)M2,f (x) for all f ∈ C∞(T) and x ∈ T, so there is in fact a �ber map

M̃ : TT→ TT such that M2,f (x) = M̃∇f(x) for all f ∈ C∞(T) and x ∈ T. It
is also easy to see that (M̃X, Y ) = (X, M̃Y ) for all X and Y in any common

TxT, and by considering local charts, it is easy to see that M̃ is smooth. The
nondegeneracy assumption of (2) also implies that M̃ |TxT > 0 for all x ∈ T.
De�ne �nally (X,Y )G

def= (X, M̃−1Y ) for all X and Y in any common TxT,

where M̃−1 is a smooth inverse of M̃ ; then (·, ·)G is a Riemannian metric on T.

We have that ∇Gf = M̃∇̄f , where ∇G is the gradient operator with respect
to (·, ·)G. Thus (∇Gf,∇Gg)G = 〈df, dg〉 for all f and g in C∞(T). Next, de�ne
the two vector �eld ẽ1 and ẽ2 on T by requiring that (ẽif)(t(x)) = ∂(f◦t)

∂xi
(x)

for all x = (x1, x2) ∈ R2, f ∈ C∞(T), and i ∈ {1, 2}. De�ne the �ber map

J : TT→ TT by JX def= (X, ẽ1)ẽ2 − (X, ẽ2)ẽ1 for all X ∈ TT. De�ne then a

second �ber map JG : TT→ TT as JGX
def= M̃1/2J M̃−1/2X for all X ∈ TT,

where M̃1/2 is a self-adjoint and smooth square root of M̃ , and M̃−1/2 is

its inverse. Finally, de�ne ωG(X,Y ) def= (X,JGY )G for all X and Y in any
common TxT. It is easy to check that ωG is a symplectic form which is related

to (·, ·)G. De�ne also ǉ def= dωe
dt∗ωG

and then de�ne ǉG ∈ C∞(T) by requiring

that ǉG ◦ t = ǉ. With this setup, for any x ∈ t−1(S \ CN ) and X ∈ TxR2,

ωG(QN (t(x)), T tX) = ωG(T t∇̄eHN (x), T tX) =
1

ǉ(x)
ωe(∇̄eHN (x), X)

=
1

ǉ(x)
XHN =

1
ǉ(x)

X(Hloc
N ◦ t) =

1
ǉG(t(x))

ωG(∇̄GHloc
N (t(x)), T tX)

so that QN = 1
ǉG
∇̄GHloc

N on S\CN . Let ∆G be the Laplace-Beltrami operator

de�ned by (·, ·)G and de�ne the operators bGf
def= ǉG{L f − 1

2∆Gf} and

LGf
def= ǉG

2 ∆Gf + bGf for all f ∈ C∞(T); then bG is a smooth vector �eld

on T and L = 1
ǉG

LG. For all ε ∈ (0, 1),

L ε =
1
ǉG

{
1
ε2
∇̄GHloc

N + LG

}
− ν

ε2
Q̂N
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(recall (37)).
Let ∨ be the standard maximum operator on R. De�ne

ḠN
def= max

{(∨
`∈Λ

G`

)
, (G̃N +

∑
`∈ΛP

G`), (G̃N +
∑
`∈ΛW

G`)

}
, κN

def=
√

π

2ḠN
,

MN
def= Ḡ

1/4
N


(
rN

ג

∑
`∈ΛP

G`ḟ`(0)

)2(
G̃N +

∑
`∈ΛP

G`

)

+

(
rN

ג

∑
`∈ΛW

G`ḟ`(0)

)2(
G̃N +

∑
`∈ΛW

G`

)

+
∑
`∈ΛP

(ḟ`(0) + f+
N )2G` +

∑
`∈ΛW

(ḟ`(0) + f−N )2G`

}1/2

+ max

{ ∨
`∈ΛP

∣∣∣∣∣ḟ`(0) + f+
N −

rN

ג

∑
`∈ΛP

G`ḟ`(0)

∣∣∣∣∣ ,
∨

`∈ΛW

∣∣∣∣∣ḟ`(0) + f−N −
rN

ג

∑
`∈ΛW

G`ḟ`(0)

∣∣∣∣∣ ,
rN

ג

∣∣∣∣∣ ∑
`∈ΛW

ḟ`(0)G` −
∑
`∈ΛW

ḟ`(0)G`

∣∣∣∣∣
}
.

Lemma 10.1. There is a K10.1 > 0 such that ḠN ≤ K10.1
rN

,
√
rN/K10.1 ≤

κN ≤ K10.1
√
rN , and MN ≤ K10.1/r

1/4
N for all N .

Proof. The dominant component of ḠN is G̃N , which is of order 1/rN . This
gives us the �rst two bounds. The square root and ∨ terms in MN are both
of order 1. �

For each N ∈ N, de�ne E∗N (z) def= exp
[
− 1

2

√
(κNz)2 + 1

]
for all z ∈ R

Also, note that for each N ∈ N, ξN of (45) is zero on
⋃
`∈Λ Ð

ς
` \ CN , and that

supN∈N ‖ξN‖C(S\CN ) <∞. We can also see that

inf

{
σN (x) : x ∈ S \

(
CN ∪

⋃
`∈Λ

Ð
ς
`

)
, N ∈ N

}
is positive, so there is a constant K > 0 such that

(89) ‖Q̂N‖ ≤ KσN
on S \ CN for all N ∈ N.

The heart of the corrector functions lay in the following lemma.
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Proposition 10.2. There are constants K10.2 > 1 and δ̄10.2 ∈ (0, 1) such

that for each N ∈ N, δ ∈ (0, δ̄10.2) and ε in (0, 1) such that ε <
√
δ/K10.2,

there is a function Ψδ,ε,N
C such that Ψδ,ε,N

C + ẑN ∈ C2(S \ CN ), such that

|Ψδ,ε,N
C (x)| ≤ K10.2εr

−3/4
N E∗N

(
Hloc
N (x)/ε

)
and∣∣∣(L εΨδ,ε,N

C )(x)
∣∣∣

≤ K10.2

r
3/4
N

√
δ
E∗N

(
Hloc
N (x)
ε

)
+
K10.2|νN |
ε2r

1/4
N

E∗N

(
Hloc
N (x)
ε

)
σN (x)

+
K10.2

εr
3/4
N

exp
[
−
∣∣∣∣Hloc

N (x)
ε
√
δ

∣∣∣∣]σN (x) +
K10.2

εr
3/4
N

exp

[
− 1
K10.2

√
δ

ε

]
for all x ∈ NN , and such that

(90) ‖∇GΨδ,ε,N
C (x)‖G ≤

K10.2

r
3/4
N

E∗N

(
Hloc
N (x)
ε

)
for all x ∈ S \ CN such that |Hloc

N (x)| ≥ ε.

Proof. The proof essentially follows from [Sow]. Namely, there is a constant
K ′ > 0 and a δ◦ ∈ (0, 1) such that for all N ∈ N, δ ∈ (0, δ◦), and ε ∈ (0, 1) such
that ε ≤

√
δ/K1, there is a function Ψδ,ε,N

C such that Ψδ,ε,N
C +ẑN ∈ C2(S\CN ),

|Ψδ,ε,N
C (x)| ≤ KεMN Ḡ

1/2
N E∗N

(
Hloc
N (x)/ε

)
for all x ∈ NN , and such that

(91)

∣∣∣∣ 1
ε2

(∇̄GHloc
N ,∇GΨδ,ε,N

C )G(x) + (LGΨδ,ε,N
C )(x)

∣∣∣∣
≤ K1MN Ḡ

1/2
N

{
1√
δ
E∗N

(
Hloc
N (x)
ε

)
+
σN (x)
ε

exp
[
−
∣∣∣∣Hloc

N (x)
ε
√
δ

∣∣∣∣]+
1
ε

exp

[
− 1
K1

√
δ

ε

]}
for all x ∈ NN . Note that in [Sow05], we never explicitly showed that

Ψδ,ε,N
C + ẑN has continuous derivatives of order 2 and less (we did show

that ε−2(∇̄GHloc
N ,∇GΨδ,ε,N

C )G + LGΨδ,ε,N
C is continuous). In fact, one can

easily see that derivatives of order 2 and less all exist and are smooth except
at the critical points (i.e., X). One can mollify at these points.

We now write that (L εΨδ,ε,N
C )(x) = Eδ,ε,N1 (x)/ǉG(x) + Eδ,ε,N2 (x), where

Eδ,ε,N1 (x) =
1
ε2

(∇̄GHloc
N ,∇GΨδ,ε,N

C )G(x) + (LGΨδ,ε,N
C )(x),

Eδ,ε,N2 (x) = −νN
ε2

(Q̂N ,∇GΨδ,ε,N
C )G(x).
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We bound Eδ,ε,N1 by using (91). From Lemma 6.1, we secondly have that

Q̂N is zero in a neighborhood of the x`'s, so from [Sow] and (89), we have that
there is a constant K2 > 0 such that

|Eδ,ε,N2 (x)| ≤ K2MN |νN |
ε2

E∗N

(
Hloc
N (x)
ε

)
σN (x)

on E\CN . Combining our estimates and using Lemma 10.1, we get the desired

bound on L εΨδ,ε,N
C .

The bound on ∇GΨδ,ε,N
C follows from [Sow05, Lemma 4.10]; again, we use

Lemma 10.1. �

Recall next Lemma 8.3 and (57). De�ne

Ψδ,ε,N
B (x) def= c∧

(
Hloc
N (x)

ε1/2r
1/4
N

){
Ψδ,ε,N
C (x) +

K10.2

υ(56)r
3/4
N

√
δ
�ε(x)E∗N

(
Hloc
N (x)
ε

)}
.

Proof of Proposition 7.2. Note that

(92) ε1/2
r
1/4
N = rN

(
ε

r
3/2
N

)1/2

and

√
rN

(
ε1/2

r
1/4
N

)
ε

=

(
r
3/2
N

ε

)1/2

.

When ε/r3/2 < 1
4 , c∧(Hloc

N /(ε1/2
r
1/4
N )) is zero in a neighborhood of CN .

We calculate that

(L εΨδ,ε,N
B )(x) = c∧

(
Hloc
N (x)

ε1/2r
1/4
N

)
4∑
i=1

Eδ,ε,Ni (x) +
7∑
i=5

Eδ,ε,Ni (x),

where

Eδ,ε,N1 (x) def=

{
(L εΨδ,ε,N

C )(x) +
K10.2

υ(56)r
3/4
N

√
δ

(L ε�ε)(x)E∗N

(
Hloc
N (x)
ε

)}
,

Eδ,ε,N2 (x) def=
K10.2�ε(x)

υ(56)εr
3/4
N

√
δ
Ė∗N

(
Hloc
N (x)
ε

){
νN
ε2

ξN (x)
ג

+ βN (x)
}
,

Eδ,ε,N3 (x) def=
K10.2�ε(x)

2υ(56)ε2r
3/4
N

√
δ
Ë∗N

(
Hloc
N (x)
ε

)
σN (x),

Eδ,ε,N4 (x) def=
K10.2

υ(56)εr
3/4
N

√
δ

(∇G�ε,∇GHloc
N )G(x)Ė∗N

(
Hloc
N (x)
ε

)
,

Eδ,ε,N5 (x) def=
1

ε1/2r
1/4
N

ċ∧

(
Hloc
N (x)

ε1/2r
1/4
N

){
Ψδ,ε,N
C (x)

+
K10.2�ε(x)

υ(56)r
3/4
N

√
δ
E∗N

(
Hloc
N (x)
ε

)}{
νN
ε2

ξN (x)
ג

+ βN (x)
}
,
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Eδ,ε,N6 (x) def=
1

2εr1/2N

c̈∧

(
Hloc
N (x)

ε1/2r
1/4
N

){
Ψδ,ε,N
C (x)

+
K10.2�ε(x)

υ(56)r
3/4
N

√
δ
E∗N

(
Hloc
N (x)
ε

)}
σN (x),

Eδ,ε,N7 (x) def=
1

ε1/2r
1/4
N

ċ∧

(
Hloc
N (x)

ε1/2r
1/4
N

){(
∇GHloc

N ,∇GΨδ,ε,N
C

)
G

(x),

+
K10.2

υ(56)r
3/4
N

√
δ

(
∇GHloc

N ,∇G�ε
)
G

(x)E∗N

(
Hloc
N (x)
ε

)

+
K10.2�ε(x)

υ(56)εr
3/4
N

√
δ
Ė∗N

(
Hloc
N (x)
ε

)
σN (x)

}
.

By combining Proposition 10.2 and Lemma 8.3, we have that

(93) Eδ,ε,N1 (x) ≥ K10.2

r
3/4
N

√
δ

{
1

υ(56)
(L ε�ε)(x)− 1

}
E∗N

(
Hloc
N (x)
ε

)
− K10.2|νN |

ε2r
1/4
N

E∗N

(
Hloc
N (x)
ε

)
σN (x)

− K10.2

εr
3/4
N

exp
[
−
∣∣∣∣Hloc

N (x)
ε
√
δ

∣∣∣∣]σN (x)− K10.2

εr
3/4
N

exp

[
− 1
K10.2

√
δ

ε

]
,

and thus by (57), the �rst term on the right of (93) is bounded from below
by

(94) −K10.2(K8.3 + 1)l(ε)

υ(56)r
3/4
N

√
δ

E∗N

(
Hloc
N (x)
ε

)
σN (x)− K10.2K8.3ε

υ(56)r
3/4
N

√
δ
.

We next calculate that

(95)

∣∣∣∣∣Ψδ,ε,N
C (x) +

K10.2�ε(x)

υ(56)r
3/4
N

√
δ
E∗N

(
Hloc
N (x)
ε

)∣∣∣∣∣
≤ K10.2

{
ε

r
3/4
N

+
K8.3ε

2l(ε)

υ(56)r
3/4
N

√
δ

}
E∗N

(
Hloc
N (x)
ε

)

≤ K10.2εl(ε)

r
3/4
N

{
1 +

K8.3ε

υ(56)
√
δ

}
E∗N

(
Hloc
N (x)
ε

)
.

This immediately implies the �rst claimed bound on Ψδ,ε,N
B .

Simple calculation shows that there is a K1 > 0 such that
∣∣∣Ė∗N (z)

∣∣∣ ≤
K1κNE∗N (z) and

∣∣∣Ë∗N (z)
∣∣∣ ≤ K1κ

2
NE∗N (z) for all z ∈ R and N ∈ N. Keeping
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(89) in mind, we thus see that there is thus a constant K2 > 0 such that

(96)

|Eδ,ε,N2 (x)| ≤ K2ε
2l(ε)κN

εr
3/4
N

√
δ

{
σN (x)

|νN |
ε2

+ 1
}

E∗N

(
Hloc
N (x)
ε

)
≤ K10.1K2l(ε)|νN |

εr
1/4
N

√
δ

E∗N

(
Hloc
N (x)
ε

)
σN (x) +

K10.1K2εl(ε)

r
1/4
N

√
δ

,

|Eδ,ε,N3 (x)| ≤ K2ε
2l(ε)κ2

N

ε2r
3/4
N

√
δ

E∗N

(
Hloc
N (x)
ε

)
σN (x)

≤
K2K

2
10.1l(ε)r

1/4
N√

δ
E∗N

(
Hloc
N (x)
ε

)
σN (x),

|Eδ,ε,N4 (x)| ≤ K2εκN

εr
3/4
N

√
δ
E∗N

(
Hloc
N (x)
ε

)√
σN (x)

≤ K2K10.1

r
1/4
N

√
δ

E∗N

(
Hloc
N (x)
ε

)√
σN (x).

Next, note that (recall (92)){∣∣∣∣∣ċ∧
(

Hloc
N (x)

ε1/2r
1/4
N

)∣∣∣∣∣+

∣∣∣∣∣c̈∧
(

Hloc
N (x)

ε1/2r
1/4
N

)∣∣∣∣∣
}

E∗N

(
Hloc
N (x)
ε

)

≤ K(22)E
∗
N

(
ε1/2

r
1/4
N

ε

)

≤ K(22) exp

[
−κN

2

(
ε1/2

r
1/4
N

ε

)]
≤ K(22) exp

− 1
2K10.1

(
r
3/2
N

ε

)1/2


for all x ∈ S, ε ∈ (0, 1), and N ∈ N. Combining this with (95), we have that
there is a K3 > 0 such that

|Eδ,ε,N5 (x)| ≤ K3ε
1/2l(ε)
rN

{
1 +

ε√
δ

}{
|νN |
ε2

+ 1
}

exp

− 1
2K10.1

(
r
3/2
N

ε

)1/2
 ,

|Eδ,ε,N6 (x)| ≤ K3l(ε)

r
5/4
N

{
1 +

ε√
δ

}
exp

− 1
2K10.1

(
r
3/2
N

ε

)1/2
 .

If ε < r
3/2
N /4 (and hence ε < r

3/2
N ), then on the support of ċ∧

(
Hloc
N

ε1/2r
1/4
N

)
, we

have that

|Hloc
N (x)| ≥ ε1/2

r
1/4
N ≥ ε1/2(ε2/3)1/4 = ε2/3 ≥ ε,

so we can use (90). Thus, when ε < r
3/2
N /4, there is K4 > 0 such that
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|Eδ,ε,N7 (x)| ≤ K4

ε3/2r
1/4
N

{
1

r
3/4
N

+
ε

r
3/4
N

√
δ

+
κNε

2l(ε)

εr
3/4
N

√
δ

}
exp

− 1
2K10.1

(
r
3/2
N

ε

)1/2
 .

Taking the worst of the di�erent combinations (i.e., the smallest exponents of
ε and rN ), we get that there is a K5 > 0 such that

7∑
i=5

|Eδ,ε,Ni (x)| ≤ K5

ε3/2r
5/4
N

√
δ

exp

− 1
2K10.1

(
r
3/2
N

ε

)1/2
(97)

≤ K5

ε7/3
√
δ

exp

− 1
2K10.1

(
r
3/2
N

ε

)1/2


for all x ∈ S \ CN and all ε and δ in (0, 1) such that ε <
√
δ/K10.2 and such

that ε < r
3/2
N /4 (if ε < r

3/2
N /4, then ε3/2

r
5/4
N ≥ ε3/2(ε2/3)5/4 = ε7/3).

Let's combine things together. There are exponentially small terms in (93)
and (97); these contribute a term of size

1

εr
3/4
N

exp

[
− 1
K10.2

√
δ

ε

]
+

1
ε7/3
√
δ

exp

− 1
2K10.1

(
r
3/2
N

ε

)1/2
 .

There are also constant terms in (94) and (96); these contribute a term of size

ε

r
3/4
N

√
δ

+
εl(ε)

r
1/4
N

√
δ
≤ εl(ε)

r
3/4
N

√
δ
{1 +

√
rN} ≤ {1 +

√
|ω2|}

εl(ε)

r
3/4
N

√
δ
.

Thirdly, there are terms in (93) and (96) containing both σN and νN ; these
combine to give a term of size{

|νN |
ε2r

1/4
N

+
l(ε)|νN |
εr

1/4
N

√
δ

}
E∗N

(
Hloc
N (x)
ε

)
σN (x)

≤ |νN |
ε2r

1/4
N

{
1 +

ε√
δ

}
l(ε)E∗N

(
Hloc
N (x)
ε

)
σN (x)

≤ 2
|νN |l(ε)
ε2r

1/4
N

E∗N

(
Hloc
N (x)
ε

)
σN (x) = 2

|µN,ε|l(ε)
r5/4N|ג|

E∗N

(
Hloc
N (x)
ε

)
σN (x)

when ε <
√
δ/K10.2 (since by assumption K10.2 > 1, so

√
δ/K10.2 < 1 if

δ ∈ (0, 1)). Next, we note that there are terms in (94) and (96) which include
σN , but not νN ; these give a term of size
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l(ε)

r
3/4
N

√
δ

+
l(ε)r1/4N√

δ

}
E∗N

(
Hloc
N (x)
ε

)
σN (x)

≤ l(ε)

r
3/4
N

√
δ
{1 + rN}E∗N

(
Hloc
N (x)
ε

)
σN (x)

≤ {1 + |ω2|}
l(ε)

r
3/4
N

√
δ
E∗N

(
Hloc
N (x)
ε

)
σN (x).

Lastly, we have the
√
σN term in (96) and the penultimate term on the right

of (93). We can now conclude the stated lower bound on L εΨδ,ε,N
B .

Combine things together. Note that

E∗N (z) ≤ exp
[
−2−1|κNz|

]
≤ exp

[
−(2K10.1)−1|z|r1/2N

]
for all z ∈ R and N ∈ N. �

11. Stochastic averaging; the proof of Lemmas 5.10, 8.7, and 8.5

11.1. Proof of Lemmas 5.10 and 8.7. We appeal to [Sow].
First, for each N ∈ N, de�ne

EN (x) def=
∇Hloc

N

‖∇Hloc
N ‖2

(x),

αN (x) def=
D2Hloc

N (∇Hloc
N (x),∇Hloc

N (x))−D2Hloc
N (∇̄Hloc

N (x), ∇̄Hloc
N (x))

‖∇Hloc
N (x)‖4

for all x ∈ NN and all N ∈ N.

Lemma 11.1. There is a K > 1 such that

‖QN (x)‖ ≥

√
|Hloc
N (x)|
K

, ‖EN (x)‖ ≥ 1
K
, |αN (x)| ≤ K

|Hloc
N (x)|

,

|QNαN (x)| ≤ K

|Hloc
N (x)|

, |ENαN (x)| ≤ 1
|Hloc
N (x)|2

,

‖∇Hloc
N (x)‖ ≥

√
|Hloc
N (x)|
K

for all x ∈ NN and N ∈ N.

Proof. From [Sow], we have that

‖QN (x)‖ = ‖∇Hloc
N (x)‖, ‖EN (x)‖ =

1
‖∇Hloc

N ‖
, |αN (x)| ≤ 2‖D2Hloc

N (x)‖
‖∇Hloc

N (x)‖2
,

|QNαN (x)| ≤ 2
‖D3Hloc

N (x)‖
‖∇Hloc

N (x)‖
+ 12

‖D2Hloc
N (x)‖2

‖∇Hloc
N (x)‖2

,
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|ENαN (x)| ≤ 2
‖D3Hloc

N (x)‖
‖∇Hloc

N (x)‖3
+ 12

‖D2Hloc
N (x)‖2

‖∇Hloc
N (x)‖4

.

Since ‖∇Hloc
N ‖, ‖D2Hloc

N ‖, and ‖D3Hloc
N ‖ are all bounded from above on NN ,

uniformly in N ∈ N, there is a K > 0 such that
(98)

‖QN (x)‖ = ‖∇Hloc
N (x)‖, ‖EN (x)‖ ≥ 1

K
, |αN (x)| ≤ K

‖∇Hloc
N (x)‖2

.

|QNαN (x)| ≤ K

‖∇Hloc
N (x)‖2

, |ENαN (x)| ≤ K

‖∇Hloc
N (x)‖4

for all x ∈ NN and N ∈ N.
Let W̃ ⊂ R2 be a neighborhood of 0e such that W̃ ⊂⊂ Ũ . Then

υ1
def= inf

{
‖QN (x)‖ : x ∈ NN \

⋃
`∈Λ

φ̃`(W̃), N ∈ N

}

is positive. Since
√
|Hloc
N (x)| ≤ max{√rN , ~} ≤

√
~+ |ω2| for all x ∈ NN and

N ∈ N, we thus have that

(99) ‖QN (x)‖ ≥ υ1√
~+ |ω2|

√
|Hloc
N (x)|

for all x ∈ NN \
⋃
`∈Λ φ̃`(W̃). Now recall (21). Since Tφ` is full rank on U`

and B̃` is positive on Ũ ,

υ2
def= inf

{
‖QN (φ̃`(x))‖
‖∇̄eH̃(x)‖e

: x ∈ W̃, x 6= 0e, ` ∈ Λ

}
is positive. Secondly, note that

inf
x∈R2

H̃(x) 6=0

‖∇eH̃(x)‖e√
|H̃(x)|

= inf
(x1,x2)∈R2

x1x2 6=0

√
x2

1 + x2
2√

x1x2
= inf

(x1,x2)∈R2

x1x2 6=0

√
x1

x2
+
x2

x1
=
√

2.

From Lemma 6.6, we can see that

‖QN (x)‖ ≥ υ2‖∇eH̃(φ`(x))‖e ≥ υ2

√
2
√
|H̃(φ`(x))|

≥ υ2

√
2

√√√√∣∣∣∣∣H̃(φ`(x))−

⌊
H̃(φ`(x))

rN
+

1
2

⌋
rN

∣∣∣∣∣ = υ2

√
2
√
|Hloc
N (x)|

for x ∈ φ̃`(W̃) and ` ∈ Λ. Combining this and (99), we get that

‖QN (x)‖ ≥ min

{
υ1√
~+ |ω2|

, υ2

√
2

}√
|Hloc
N (x)|
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for all x ∈ NN and N ∈ N. This gives us the last claim. We can then use this
in (98) to get the remaining claims. �

Let's �rst get our averaging estimate in the D`'s.

Proof of Lemma 5.10. We �rst note that on each Ð`, z = z1 and ∇HT,` =
∇Hloc

1 . Thus we can use Lemma 11.1.
Recall that ϕ is required to have bounded derivatives of all orders on S\E.

Thus there is a constant K1 > 0 such that |(Qϕ)| ≤ K1, |(Q2ϕ)| ≤ K1,
|(E1ϕ)| ≤ K1/‖∇Hloc

1 ‖, and |(E1Qϕ)| ≤ K1/‖∇Hloc
1 ‖ for all x ∈ S \ E. We

can also compute that

(QE1ϕ) =

(
∇∇̄Hloc

1
∇Hloc

1 ,∇ϕ
)

+
(
∇Hloc

1 ,∇∇̄Hloc
1
∇ϕ
)

‖∇Hloc
1 ‖2

− 2

(
∇Hloc

1 ,∇ϕ
) (
∇∇̄Hloc

1
∇Hloc

1 ,∇Hloc
1

)
‖∇Hloc

1 ‖4
,

(E2
1ϕ) =

(
∇∇Hloc

1
∇Hloc

1 ,∇ϕ
)

+
(
∇Hloc

1 ,∇∇Hloc
1
∇ϕ
)

‖∇Hloc
1 ‖4

− 2

(
∇Hloc

1 ,∇ϕ
) (
∇∇Hloc

1
∇Hloc

1 ,∇Hloc
1

)
‖∇Hloc

1 ‖6

for all x ∈ S \ E. Thus there is a K2 > 0 such that |QE1ϕ| ≤ K2/‖∇Hloc
1 ‖2

and |E2
1ϕ| ≤ K2/‖∇Hloc

1 ‖3 on S \ E. Using the last claim of Lemma 11.1,
there is thus a constant K3 > 0 such that |Qϕ| ≤ K3, |Q2ϕ| ≤ K3, |E1ϕ| ≤
K3/

√
|Hloc

1 |, |E1Qϕ| ≤ K3/
√
|Hloc

1 |, |QE1ϕ| ≤ K3/
√
|Hloc

1 |, and |E2
1ϕ| ≤

K3/|Hloc
1 |3/2 on S \E. Hence from [Sow], we have that there is a K4 > 0 such

that ∣∣(QΦz,λ
ϕ )− {ϕ− (Aϕ)}

∣∣ ≤ KλT
on S \E, where T (x) def= inf{t > 0 : zt(x) = x} for all x ∈ S \E, and such that

|Φz,λ
ϕ | ≤

K4

λ
, ‖DΦz,λ

ϕ ‖ ≤
K4

λ

{
1√
|Hloc

1 |
+

1√
|Hloc

1 |

}
+
K4

λ2

1
|Hloc

1 |
,

‖D2Φz,λ
ϕ ‖ ≤

K4

λ

{
1
|Hloc

1 |
+

1
|Hloc

1 |1/2+1/2
+

1
|Hloc

1 |3/2

}
+
K4

λ2

{
1

|Hloc
1 |1+1/2

+
1

|Hloc
1 |2

+
1

|Hloc
1 |1+1/2

}
+
K4

λ3

{
1

|Hloc
1 |1+1

+
1

|Hloc
1 |2

}
+K4

{
1√
|Hloc

1 |
+

1
|Hloc

1 |

}
‖DΦz,λ

ϕ ‖
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on x ∈ S \E. Combine things to get the stated result, keeping in mind that λ
and |Hloc

1 | are bounded from above but can be arbitrarily close to 0. We also
use standard bounds on the orbit time T (see Lemma 5.1 of [Sow03]). �

We next take up averaging in E. We can average ξ∗ along the �ow of zN ;
recall that Lemma 6.3 ensures that the orbits of zN are periodic on S \ γN ;
thus, for every N ∈ N and x ∈ S \ γN , we can de�ne

(ANξ∗)(x) def= lim
T→∞

1
T

∫ T

s=0

ξ∗(zNs (x))ds.

Lemma 11.2. There is a constant K > 0 such that for λ ∈ (0, 1), N ∈ N,
and ∣∣∣(QNΦzN ,λ

ξ∗ )− {ξ∗ −ANξ∗}
∣∣∣ ≤ Kλ,∣∣∣ΦzN ,λ

ξ∗

∣∣∣ ≤ K

λrN
,

∥∥∥DΦzN ,λ
ξ∗

∥∥∥ ≤ K

λ2r2N |Hloc
N |

,∥∥∥D2ΦzN ,λ
ξ∗

∥∥∥ ≤ K

λ3r3N |Hloc
N |2

on NN .

Proof. Since ξ∗ is identically zero on the D′`'s, we �rst note that

sup
{
|Ei
NQ

j
Nξ
∗(x)| :

x ∈ NN , N ∈ N, and i and j in {0, 1, 2} such that i+ j ≤ 2}

is �nite.

Now set λ̌N
def= λrN . From [Sow], we have that there is a K > 0 such that∣∣∣(QNΦzN ,λ

ξ∗ )(x)− {ξ∗(x)− (ANξ∗)(x)}
∣∣∣ ≤ Kλ̌N ∫

z∈zN
R

(x)

|ξ∗(z)|
‖QN (x)‖

H 1(dz)

and

|ΦzN ,λ
ξ∗ (x)| ≤ K

λ̌N
,

∥∥∥DΦzN ,λ
ξ∗ (x)

∥∥∥ ≤ K

λ̌N

 1√
|Hloc
N (x)|

+ 1

+
K

λ̌2
N

1
|Hloc
N (x)|

,
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∥∥∥D2ΦzN ,λ
ξ∗ (x)

∥∥∥ ≤ K

λ̌N

 1
|Hloc
N (x)|

+
1√

|Hloc
N (x)|

+ 1


+
K

λ̌2
N

{
1

|Hloc
N (x)|3/2

+
1

|Hloc
N (x)|2

+
1

|Hloc
N (x)|

}

+
K

λ̌3
N

{
1

|Hloc
N (x)|2

+
1

|Hloc
N (x)|2

} 1√
|Hloc
N (x)|

+
1

|Hloc
N (x)|

 ‖DΦzN ,λ
ξ∗ (x)‖.

We note that by the change of variables formula,

lim
N→∞

sup
x∈NN

∣∣∣∣∣rN
∫
z∈zN

R
(x)

|ξ∗(z)|
‖QN (x)‖

H 1(dz)−
∫
z∈E

|ξ∗(z)|H 2(dz)

∣∣∣∣∣ = 0.

Picking out the dominant terms under the assumption that λ and Hloc
N are

both bounded from above but may be arbitrarily close to zero, we can fairly
easily conclude the claimed results. �

We next need to compare ANξ∗ with (Aξ∗)([E]). We have

Lemma 11.3. There is a constant K > 0 and a sequence {En; n ∈ N} of

positive real numbers such that∣∣∣∣(ANξ∗)(x)− ω2

H 2(E)

∣∣∣∣ ≤ KrN l2(|Hloc
N (x)|) + En

for all x ∈ NN and N ∈ N and such that limN→∞ En = 0.

Proof. For each ` ∈ Λ, let ζ` ∈ C∞(T) be such that supp ζ` ⊂ U` and

ζ` = 1 in a neighborhood of x`. We �rst de�ne several quantities. Let Q
def=

{R+ × R+,R+ × R−,R− × R+,R− × R−} be the collection of quadrants in
R

2. De�ne

(A◦Nξ∗)(x) def= rN

∫
z∈zN

R
(x)

ξ∗(z)
‖QN (z)‖

H 1(dz), x ∈ NN , N ∈ N,

T N (x) def= rN

∫
z∈zN

R
(x)

1
‖QN (z)‖

H 1(dz), x ∈ NN , N ∈ N,

T N`,Q(x) def= rN

∫
z∈zN

R
(x)

z∈φ̃`(Q∩Ũ)

ζ`(z)
‖QN (z)‖

H 1(dz),

x ∈ NN , ` ∈ Λ, N ∈ N, Q ∈ Q,

T ∞`,Q
def=
∫

z∈E
z∈φ̃`(Q∩Ũ)

ζ`(z)H 2(dz), ` ∈ Λ, Q ∈ Q,
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T NE (x) def= rN

∫
z∈zN

R
(x)

{
1−

∑
`∈Λ

ζ`(z)

}
1

‖QN (z)‖
H 1(dz),

x ∈ NN , N ∈ N,

T ∞E
def=
∫
z∈E

{
1−

∑
`∈Λ

ζ`(z)

}
H 2(dz).

De�ning EN1
def= supx∈NN |(A

◦
Nξ
∗)(x)−ω2| and EN2

def= supx∈NN |T
N
E (x)−T ∞E |

for all N ∈ N, we have by the change of variables formula that limN→∞ EN1 =
limN→∞ EN2 = 0.

We can then write that

(ANξ∗)(x)− ω2

H 2(E)
=

(A◦Nξ∗)(x)
T N (x)

− ω2

H 2(E)

=
{(A◦Nξ∗)(x)− ω2}H 2(E)− ω2

{
T N (x)−H 2(E)

}
T N (x)H 2(E)

=
(A◦Nξ∗)(x)− ω2

H 2(E)

− ω2

T N (x)H 2(E)

 ∑
`∈Λ, Q∈Q

{
T N`,Q(x)− T ∞`,Q

}
+
{
T NE (x)− T ∞E

} .

For N ∈ N large enough that EN2 ≤ T ∞E /2, we thus have that T N (x) ≥
T NE (x) ≥ T ∞E /2, so∣∣∣∣(ANξ∗)(x)− ω2

H 2(E)

∣∣∣∣ ≤ 2
T ∞E

EN1 +
2|ω2|

T ∞E H 2(E)
EN2

+
2|ω2|

T ∞E H 2(E)

∑
`∈Λ,Q∈Q

|T N`,Q(x)− T ∞`,Q|.

Let's now set up some machinery for a local comparison of T N`,Q and T ∞`,Q.
Fix ϕ ∈ C∞c (Ũ). Secondly, let P ∈ C∞(Ũ) be such that

P(0e) = (∂P/∂x1)(0e) = (∂P/∂x2)(0e) = 0,

inf

 ∑
i,j∈{1,2}

αiαj
∂2P
∂xi∂xj

(x1, x2) :

(α1, α2) ∈ R2, α2
1 + α2

2 = 1, (x1, x2) ∈ Ũ

}
> 0.

Note that thus

(100) inf
x∈Ũ\{0e}

P(x)
n(x)

> 0.
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De�ne then C(x) def= ϕ(x)
√

n(x)/P(x) for all x ∈ Ũ \ {0e}, and set

T ∗N (h) def= rN

∞∑
k=0

∫ ∞
z=0

C
(
z,
h+ krN

z

)
dz

z

for all h ∈ rNW \ {0}, and de�ne T ∗∞
def=
∫
x∈Ũ∩R2

+
C(x)dx. For each �xed

` ∈ Λ and Q ∈ Q, we can �nd such a ϕ and P such that either T N`,Q(x) =
T ∗N (|Hloc

N (x)|) for all x ∈ NN ∩ φ̃`(Q ∩ Ũ) or T N`,Q(x) = T ∗N (rN − Hloc
N (x)) for

all x ∈ NN ∩ φ̃`(Q ∩ Ũ); thus either T N`,Q(x) − T ∞`,Q = T ∗N (|Hloc
N (x)|) − T ∗∞ for

all x ∈ NN ∩ φ̃`(Q ∩ Ũ) or T N`,Q(x) − T ∞`,Q = T ∗N (rN − Hloc
N (x)) − T ∗∞ for all

x ∈ NN ∩ φ̃`(Q∩Ũ). Note that both |Hloc
N | and rN −Hloc

N take values in (0, rN )
on NN .

Fix h ∈ (0, rN ). De�ne δN,z
def= rN/z for all N ∈ N and z > 0. Then

T ∗N (h) =
∫ ∞
z=0

∞∑
k=0

C
(
z,
h

z
+ kδN,z

)
δN,zdz,

T ∗∞ =
∫

(z,u)∈Ũ∩R2
+

C(z, u)dz du.

De�ning

T ∗,◦N (h) def=
∫ ∞
z=0

∫ ∞
u=0

C
(
z,
h

z
+ u

)
du dz =

∫ ∞
z=0

∫ ∞
u=h/z

C(z, u)du dz,

we then have that T ∗N (h)−T ∗∞ = {T ∗N (h)−T ∗,◦N (h)}+ {T ∗,◦N (h)−T ∗∞}. Since
Ũ ∩ R2

+ ⊂ (0, 1)2,

|T ∗,◦N (h)− T ∗∞| ≤ ‖C‖C(Ũ)

∫ 1

z=h

∫ h/z

u=0

du dz

= ‖C‖C(Ũ)

∫ 1

z=h

h

z
dz ≤ ‖C‖C(Ũ)hl(h).

To study T ∗N − T
∗,◦
N , we write that

T ∗N (h)− T ∗,◦N (h)

=
∫ 1

z=0

∞∑
k=0

∫ (k+1)δN,z

u=kδN,z

{
C
(
z,
h

z
+ kδN,z

)
−C

(
z,
h

z
+ u

)}
du dz.

Proceeding, we study the regularity of C. We compute that for all x =
(x1, x2) ∈ Ũ ,

∂C
∂x2

(x) =
∂ϕ

∂x2
(x)

√
n(x)
P(x)

+ ϕ(x)
x2√

n(x)P(x)
− ϕ(x)

2

∂P
∂x2

(x)
√

n(x)

P3/2(x)
.
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Recall (100) and note that the assumptions on P imply that there is a K1 > 0
such that | ∂P∂x2

(x)| ≤ K1‖x‖e for all x ∈ Ũ . Thus, there is a constant K2 > 0
such that |(∂C/∂x2)(x)| ≤ K2/

√
n(x). Thus

|T ∗N (h)− T ∗,◦N (h)|

≤
∫ 1

z=0

∞∑
k=0

{∫ (k+1)δN,z

u=kδN,z

∫ u

r=kδN,z

∣∣∣∣ ∂C∂x2

(
z,
h

z
+ r

)∣∣∣∣ dr du
}
dz

≤
∫ 1

z=0

∞∑
k=0

{∫ (k+1)δN,z

r=kδN,z

∣∣∣∣ ∂C∂x2

(
z,
h

z
+ r

)∣∣∣∣ {(k + 1)δN,z − r}dr

}
dz

≤ K2

∫ 1

z=0

δN,z

∫ ∞
r=0

1√
n
(
z, hz + r

)χ(0,1)2

(
z,
h

z
+ r

)
dr dz.

Consider now the requirement that h
z + r be in (0, 1). The assumption that

h, r, and z are all positive implies that both h/z and r must be in (0, 1). The
former in turn implies that h < z. Thus

|T ∗N (h)− T ∗,◦N (h)| ≤ K1rN

∫ 1

z=h

∫ 1

r=0

1

z
√

n
(
z, hz + r

)dr dz
= K1rN

∫ 1

z=h

1
z

∫ h/z2+1/z

s=h/z2

1√
1 + s2

ds dz,

where we have used the substitution s = (h/z+r)/z (i.e., h/z+r = zs). Note
that (1 + s)2 ≤ 2(1 + s2) for all s > 0, that s 7→ 1/(1 + s) is decreasing on
(0,∞), and that 1/z ≤ 1/h for z ≥ h. Thus

|T ∗N (h)− T ∗,◦N (h)| ≤
√

2K1rN

∫ 1

z=h

1
z

∫ h/z2+1/z

s=h/z2

1
1 + s

ds dz

≤
√

2K1rN

∫ 1

z=h

1
z

∫ 1/h

s=0

1
1 + s

ds dz

=
√

2K1rN

{
lnh−1

}{
ln
(

1 +
1
h

)}
≤
√

2K1rN l2(h).

Thus there is a K2 > 0 such that |T ∗N (h) − T ∗,◦N (h)| ≤ K2l
2(h) for all h ∈

(0, rN ). Combining this and Lemma 11.1, we can �nd a constant K3 > 0
such that |T ∗N (h) − T ∗∞(h)| ≤ K2rN

{
hl(h) + l2(h)

}
for all h ∈ (0, rN ) Note

that rN −Hloc
N ≥ |Hloc

N | on NN . Collecting things together, we have the stated
result. �
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Proof of Lemma 8.7. Combine Lemmas 11.2 and 11.3. To get the �rst
stated bound, we write that∣∣∣(QΦzN ,λ

ξ∗ )(x)− {ξ∗(x)− (Aξ∗)([E])}
∣∣∣

≤
∣∣∣(QNΦzN ,λ

ξ∗ )(x)− {ξ∗(x)− (ANξ∗)(x)}
∣∣∣

+ |(ANξ∗)(x)− (Aξ∗)([E])|+ |νN |
∣∣∣(Q̂NΦzN ,λ

ξ∗ )(x)
∣∣∣ .

We use Lemma 11.2 on the �rst term on the right, Lemma 11.3 on the second,
and the regularity of Lemma 11.2 on the third term. �

11.2. Proof of Lemma 8.5. For each N ∈ N and x ∈ E, de�ne

Φ̆λN (x) def= −
∫ ∞
t=0

e−λtξ̄∗(pNt (x))dt, λ > 0,

(ĂNT ξ̄∗)(x) def=
1
T

∫ T

t=0

ξ̄∗(pNt (x))dt, T > 0.

Lemma 11.4. For each N ∈ N and λ ∈ (0, 1), Φ̆λN is smooth on E, and

Q̄j
N Φ̆λN is uniformly continuous on E for each j ∈ {0, 1, 2, 3}. Secondly, there

is a constant K > 0 such that

(101) |Q̄j
N Φ̆λN (x)| ≤ K

λ

for all x ∈ E, N ∈ N, λ ∈ (0, 1) and j ∈ {0, 1, 2, 3}. Finally,

(102)
∣∣∣(QN Φ̆λN )(x)− {ξ∗(x)− {σ(x)ג

∣∣∣ ≤ σ(x)
∫ ∞
t=0

te−t
∣∣∣(ĂNt/λξ̄∗)(x)− ג

∣∣∣ dt
for all x ∈ E, N ∈ N, and λ ∈ (0, 1).

Proof. Standard calculations and the observation that the orbits of pN are
periodic on NN imply that Φ̆λN is smooth in E. We can also easily see that

(Q̄j
N Φ̆λN )(x) = −

∫ ∞
t=0

e−λt(Q̄j
N ξ̄
∗)(pNt (x))dt

for all x ∈ E, N ∈ N, λ ∈ (0, 1), and j ∈ {0, 1, 2, 3}. Note that ξ̄∗ is smooth
on E \ X and furthermore that it is identically zero in a neighborhood of the
points in X. For each N ∈ N, the vector �eld QN is smooth on E \ X. The
bounds of (101) and the desired uniform continuity are now fairly easy to see.
The bound of (102) follows from the calculations of [Sow]. �

We next claim that the error in (102) is small. Essentially, we construct
something like the �special �ow� of Arnol'd [Arn91]. The important di�erence
is that this �ow has no logarithmic singularities. We also must deal with
ambiguities arising at the points of X.
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Lemma 11.5. We have limT→∞ limN→∞ supx∈E\γN

∣∣∣(ĂNT ξ̄∗)(x)− ג
∣∣∣ = 0.

Proof. For each x ∈ Ē \ X, let {pt(x); t ∈ Ix} be the maximal solution of
the ODE

ṗt(x) =
Q
σ

(pt(x)); t ∈ Ix,

p0(x) = x.

We now use the transversal of Subsection 6.1. If ω2 > 0, set I
def= [0, ω2),

and if ω2 < 0, set I
def= (ω2, 0]. For each h ∈ I, de�ne

τ(h) def= inf {t > 0 : t ∈ Ix, pt(ζ(h)) ∈ ζ(R) + (Z× {0})} ,

where we de�ne inf ∅ def= ∞ for consistency. Note that the set J
def= {h ∈

I; τ(h) =∞} of �jumps� of τ (i.e., the bifurcation levels of p) is of cardinality
|Λ|; indeed, each element of J is of the form ι ((H(xe`) + 〈K,ω〉

R2)/ω2)ω2 (recall
ι of (13)) for some ` ∈ Λ, where K is the unique element of Z2 such that xe`+K
is in the �box� bounded on three sides by ζ(R) and the unbounded components
of H−1(0) and H−1(ω2), and on the fourth side by ζ(R) + (1, 0) if ω2 > 0, and
ζ(R)− (1, 0) if ω2 < 0 (if ω2 > 0, the vector �eld QN macroscopically points
to the right, and if ω2 < 0, it points to the left). Note also that

(103) sup
h∈I\J

τ(h) <∞.

and that τ is uniformly continuous on I \ J. De�ne N
def= {(t, h) : h ∈ I \ J, 0 ≤

t < τ(h)} and de�ne ð : N→ E by setting ð(t, h) def= pt(ζ(h)) for all (t, h) ∈ N
Let's next extend things by continuity. This cannot be done in a unique

way because of the bifurcations at the elements of X, so we enumerate all

ways. Fix s ∈ {+,−}J. De�ne τs : I→ R by setting τs(h) def= τ(h) if h ∈ I \ J,

and, if h ∈ J, set τs(h) def= limh′↘h,h′∈I\J τ(h′) if sh = + and set τs(h) def=

limh′↗h,h′∈I\J τ(h′) if sh = −. De�ne Ns

def= {(t, h) : h ∈ I, 0 ≤ t < τs(h)},
and de�ne ðs : Ns → Ē by setting ðs(t, h) def= ð(t, h) if (t, h) ∈ N, and for all

t ∈ [0, τs(h)) and h ∈ J, set ðs(t, h) def= limh′↘h,h′∈I\J ð(t, h′) if sh = +, and

set ðs(t, h) def= limh′↗h,h′∈I\J ð(t, h′) if sh = −. Then ðs(Ns) = Ē and ðs is a

measurable bijection from Ns to Ē. Lastly, de�ne a �ow on Ns. Let {fst; t ∈ R}
be the unique �ow on Ns such that for all (t, h) ∈ Ns, fss(t, h) = (t + s, h) if
0 ≤ t+s < τ(h), and such that fsτs(h)−t(t, h) = (0, ι ((h− ω1)/ω2)ω2) if ω2 > 0,
and fsτs(h)−t(t, h) = (0, ι ((h+ ω1)/ω2)ω2) if ω2 < 0. Considering all of these

�ows together, and using (103), we can rather easily see that
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(104) lim
T→∞

sup
s∈{+,−}J

sup
x∈Ns

∣∣∣∣∣ 1
T

∫ T

t=0

ξ̄∗(ðs(fst(x)))dt

− 1
H 2(N)

∫
(t,h)∈N

ξ̄∗(ð(t, h))dt dh

∣∣∣∣∣ = 0,

where ξ̄∗ is as in (67). We note that

1
H 2(N)

∫
(t,h)∈N

ξ̄∗(ð(t, h))dt dh = ג

(use the change-of-variables formula; [EG92, Section 3.4.3]).
We now �nish the proof and make sure that the limits and suprema are in

the right places. Fix now δ > 0 and Tδ > 0 such that

sup
T≥Tδ

sup
s∈{+,−}J

sup
x∈Ns

∣∣∣∣∣ 1
T

∫ T

t=0

ξ̄∗(ðs(fst(x)))dt− ג

∣∣∣∣∣ < δ.

Fix next T ≥ Tδ, an increasing sequence {Nk; k ∈ N} of elements of N, and

for each k ∈ N, a point xk in E. Assume also that x∗
def= limk→∞ xk exists (it

will of course be in Ē). Then it is easy to see that there is an s ∈ {+,−}J

such that

lim
k→∞

(ĂNkT ξ̄∗)(xk) =
1
T

∫ T

t=0

ξ̄∗(ðs(fst(x)))dt.

Combining this with (104), we thus have that

lim
N→∞

sup
x∈E\γN

∣∣∣(ĂNT ξ̄∗)(x)− ג
∣∣∣ ≤ δ,

which gives the desired result. �

Recall that the point of averaging with respect to pN was to average arbi-
trarily close to γN . Let's identify the limits of Φ̆λN at γN . Note that these limits
depend on whether we are approaching γN from �above� (where Hloc

N > 0) or
from �below� (where Hloc

N < 0). For each N ∈ N and λ > 0, we de�ne

Φ̆λN,+(x) def= lim
x′→x
x′∈E

Hloc
N (x′)>0

Φ̆λN (x′) for all x ∈ γN \
⋃
`∈ΛP

∂Ð`,

Φ̆λN,−(x) def= lim
x′→x
x′∈E

Hloc
N (x′)<0

Φ̆λN (x′) for all x ∈ γN \
⋃

`∈ΛW

∂Ð`.

Remark 11.6. We want to extend Φ̆λN,+ and Φ̆λN,− back into NN in a
way which allows us to e�ciently compute derivatives. This is not too hard
away from X; starting at any point not too near any of the x`'s, we can simply
follow along integral curves of ∇Hloc

N until we hit γN , and evaluate Φ̆λN,+ and
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Φ̆λN,− at that point. This is essentially what we shall do in (114). The more
complicated part is near the points of X; if we try to do the same near the
x`'s, we are faced with the fact that ∇Hloc

N degenerates at the x`'s, and the
integral curves of ∇Hloc

N undergo a bifurcation. Competing against this is the

regularity of Φ̆λN,+ and Φ̆λN,−; if these functions are su�ciently �at near the

x`'s, the singularities in the integral curves of ∇Hloc
N will have no e�ect.

To get started, let's locally consider Φ̆λN,+ and Φ̆λN,− near the x`'s. For each

` ∈ Λ, de�ne Φ̆∼,λN,+,`(x) def= Φ̆λN,+(φ̃`(x)) and Φ̆∼,λN,−,`(x) def= Φ̆λN,−(φ̃`(x)) for all
x ∈ φ`(U` ∩ γN ), λ ∈ (0, 1), and N ∈ N.

Lemma 11.7. There is a constant K > 0 such that∣∣∣((∇̄eH̃)Φ̆∼,λN,s,`

)
(x)
∣∣∣ ≤ K

λ
‖x‖2e and

∣∣∣((∇̄eH̃)2Φ̆∼,λN,s,`

)
(x)
∣∣∣ ≤ K

λ
‖x‖2e

for all s ∈ {+,−}, N ∈ N, x ∈ φ`(Ũ` ∩ γN ), and all λ > 0.

Proof. De�ne σ̃`(x) def= σ(φ̃`(x))B̃`(x) for all x ∈ Ũ . Then Lemma 11.4
tells us that there is a constant K > 0 such that∣∣∣∣∣
((
∇̄eH̃
σ̃`

)
Φ̆∼,λN,s,`

)
(x)

∣∣∣∣∣ ≤ K

λ
and

∣∣∣∣∣∣
(∇̄eH̃

σ̃`

)2

Φ̆∼,λN,s,`

 (x)

∣∣∣∣∣∣ ≤ K

λ

for all x ∈ φ`(U`∩γN ), N ∈ N, λ ∈ (0, 1), and s ∈ {+,−}. Using some simple
calculations, we have that(

∇̄eH̃
)

Φ̆∼,λN,s,` = σ̃`

(
∇̄eH̃
σ̃`

)
Φ̆∼,λN,s,`,

(
∇̄eH̃

)2

Φ̆∼,λN,s,` = σ̃2
`

(
∇̄eH̃
σ̃`

)2

Φ̆∼,λN,s,` + (∇̄eH̃,∇eσ̃`)e

(
∇̄eH̃
σ̃`

)
Φ̆∼,λN,s,`.

We also note that there is a constant K > 0 such that |σ̃`(x)| ≤ K‖x‖2e and∣∣∣(∇̄eH̃,∇eσ̃`)e(x)
∣∣∣ ≤ K‖x‖2e for all x ∈ Ũ . Combine things to get the stated

result. �

Let's next construct the extension from γN to NN . We will do this in
two ways, depending on whether or not we are close to the sets φ̃`{x ∈ Ũ :
|H̃(x)| = 0}. De�ne Ĩ(x) def= 1

2{x
2
2 − x2

1} for all x = (x1, x2) ∈ R2, and note
that

(105) 4Ĩ2(x) + 2H̃2(x) = x4
1 + x4

2

for all x = (x1, x2) ∈ R2. Thus there is a d > 0 such that the set ♦̃
def={

x ∈ R2 : |Ĩ(x)| < d and |H̃(x)| < d
}
is contained in Ũ . Next, de�ne z̃N

def=
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Figure 5. Hyperbolic Regions

{
x ∈ ♦̃ : |H̃(x)| < rN

2

}
. See Figure 5. This starts to formalize some of the

thoughts of Remark 11.6. By �near� X, we mean in one of the φ̃`(♦̃)'s. The

set z̃N allows us to further decompose ♦̃ as ♦̃ = (♦̃ \ z̃N ) ∪ z̃N ; in the set

z̃N , we are �very near� a point in X, while in ♦̃ \ z̃N , we are �not very near�
a point in X.

We �rst consider points which are �very near� X; i.e., points in z̃N . De�ne

(106) Φ̆∼,λ,eN,` (x) def=


Φ̆∼,λN,+,`(x1, 0) + Φ̆∼,λN,+,`(0, x2)− Φ̆∼,λN,+,`(0e)

if x ∈ φ`(NN ∩ U`) ∩ z̃N and Hloc
N (x) > 0

Φ̆∼,λN,−,`(x1, 0) + Φ̆∼,λN,−,`(0, x2)− Φ̆∼,λN,−,`(0e)
if x ∈ φ`(NN ∩ U`) ∩ z̃N and Hloc

N (x) < 0.

for all λ ∈ (0, 1), N ∈ N, and ` ∈ Λ.

Lemma 11.8. There is a K > 0 such that

max
i∈{1,2}

∣∣∣∣∣∂Φ̆∼,λ,eN,`

∂xi
(x)

∣∣∣∣∣ ≤ K

λ
‖x‖e and max

i,j∈{1,2}

∣∣∣∣∣∂2Φ̆∼,λ,eN,`

∂xi∂xj
(x)

∣∣∣∣∣ ≤ K

λ

for all N ∈ N, x = (x1, x2) ∈ φ`(NN ∩ U`) ∩ z̃N , and λ ∈ (0, 1).

Proof. Fix x = (x1, x2) ∈ φ`(NN ∩ U`) ∩ z̃N . Let s = + if Hloc
N (x) > 0,

and let s = − if Hloc
N (x) < 0. We have that

∂Φ̆∼,λ,eN,`

∂x1
(x) =

∂Φ̆∼,λN,s,`

∂x1
(x1, 0) =

1
x1

((∇̄eH̃)Φ̆∼,λN,s,`)(x1, 0),

∂Φ̆∼,λ,eN,`

∂x2
(x) =

∂Φ̆∼,λN,s,`

∂x2
(0, x2) = − 1

x2
((∇̄eH̃)Φ̆∼,λN,s,`)(0, x2),
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∂2Φ̆∼,λ,eN,`

∂x2
1

(x) =
∂2Φ̆∼,λN,s,`

∂x2
1

(x1, 0) = − 1
x2

1

((∇̄eH̃)Φ̆∼,λN,s,`)(x1, 0)

+
1
x2

1

((∇̄eH̃)2Φ̆∼,λN,s,`)(x1, 0),

∂2Φ̆∼,λ,eN,`

∂x2
2

(x) =
∂2Φ̆∼,λN,s,`

∂x2
2

(0, x2) =
1
x2

2

((∇̄eH̃)Φ̆∼,λN,s,`)(0, x2)

+
1
x2

2

((∇̄eH̃)2Φ̆∼,λN,s,`)(0, x2),

∂2Φ̆∼,λ,eN,`

∂x1∂x2
(x) = 0.

The bounds of Lemma 11.7 give us the stated result. �

Let's now consider points which are �not very near� X; i.e., points in ♦̃\z̃N .
Set Gh(z) def=

√√
z2 + h2 − z for all z and h in R, (it is easy to see that this

is well-de�ned for all z and h in R) and set

℘̃◦h(x) def= (s(x1)Gh(Ĩ(x)), s(x2)Gh(−Ĩ(x)))

for all x = (x1, x2) ∈ R2. Then

(107) Ĩ(℘̃◦h(x)) = Ĩ(x) and H̃(℘̃◦h(x)) = h

for all x ∈ R2 and h ∈ R. For all x ∈ R2 and N ∈ N, now de�ne

JN (x) def=

⌊
H̃(x)
rN

+
1
2

⌋
rN ;

i.e., JN (x) = krN if (k − 1/2)rN ≤ H̃(x) < (k + 1/2)rN . Finally, de�ne

℘̃N (x) def= ℘̃◦JN (x)(x) for all x ∈ R2 and set

(108)

Φ̆∼,λ,eN,` (x) def=

{
Φ̆∼,λN,+,`(℘̃N (x)) if x ∈ φ`(U` ∩NN ) ∩ ♦̃ \ z̃N and Hloc

N (x) > 0,
Φ̆∼,λN,−,`(℘̃N (x)) if x ∈ φ`(U` ∩NN ) ∩ ♦̃ \ z̃N and Hloc

N (x) < 0

for all λ ∈ (0, 1), N ∈ N, and ` ∈ Λ. To understand the regularity of Φ̆∼,λ,eN,`

on φ`(U` ∩NN ) \ z̃N , let's �rst prove a general result.

Lemma 11.9. Fix h ∈ R \ {0} and f ∈ C2(R2). De�ne F (x) def= f(℘̃◦h(x))
for all x ∈ R2. Then for all x ∈ R,

max
i∈{1,2}

∣∣∣∣ ∂F∂xi (x)
∣∣∣∣ ≤ ‖x‖e

∣∣∣((∇̄eH̃)f
)

(℘̃◦h(x))
∣∣∣

‖℘̃◦h(x)‖2e
,
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max
i,j∈{1,2}

∣∣∣∣ ∂2F

∂xi∂xj
(x)
∣∣∣∣ ≤ {1 + 2

‖x‖2e
‖℘̃◦h(x)‖2e

} ∣∣∣((∇̄eH̃)f
)

(℘̃◦h(x))
∣∣∣

‖℘̃◦h(x)‖2e

+
‖x‖2e
‖℘̃◦h(x)‖2e

∣∣∣((∇̄eH̃)2f
)

(℘̃◦h(x))
∣∣∣

‖℘̃◦h(x)‖2e
.

We also have that

(109) ((∇̄eH̃)F )e(x) =
‖x‖2e
‖℘̃◦h(x)‖2e

(∇̄eH̃,∇ef)e(℘̃◦h(x))

for all x ∈ R2.

Proof. First note that (∇eH̃,∇eĨ)e ≡ 0, ∇eĨ = −∇̄eH̃, and ‖∇eĨ‖2e = n.
For any x ∈ R2 and X ∈ TxR2,

T ℘̃◦hX =

(
T ℘̃◦hX,∇eH̃(℘̃◦h(x))

)
e

‖∇eH̃(℘̃◦h(x))‖2e
∇eH̃(℘̃◦h(x))

+

(
T ℘̃◦hX,∇eĨ(℘̃◦h(x))

)
e

‖∇eĨ(℘̃◦h(x))‖2e
∇eĨ(℘̃◦h(x))

=
X(H̃ ◦ ℘̃◦h)

‖∇eH̃(℘̃◦h(x))‖2e
∇eH̃(℘̃◦h(x))− X(Ĩ ◦ ℘̃◦h)

‖∇eĨ(℘̃◦h(x))‖2e
∇̄eH̃(℘̃◦h(x))

= − X Ĩ
n(℘̃◦h(x))

∇̄eH̃(℘̃◦h(x)) = − (X,∇eĨ(x))e
n(℘̃◦h(x))

∇̄eH̃(℘̃◦h(x)).

Thus for any x ∈ R2, T ℘̃◦h∇̄eĨ ≡ 0 and

T ℘̃◦h∇̄eH̃(x) = −T ℘̃◦h∇eĨ(x) =
‖∇eĨ(x)‖2

n(℘̃◦h(x))
∇̄eH̃(℘̃◦h(x))

=
n(x)

n(℘̃◦h(x))
∇̄eH̃(℘̃◦h(x)).

Thus for all x = (x1, x2) ∈ R2,

x2
∂F

∂x1
(x) + x1

∂F

∂x2
(x) = (∇̄eĨ,∇eF )e(x) = (T ℘̃◦h∇̄eĨ(x),∇ef(℘̃◦h(x))e = 0,

x1
∂F

∂x1
(x)− x2

∂F

∂x2
(x) = (∇̄eH̃,∇eF )e(x) = (T ℘̃◦h∇̄eH̃(x),∇ef(℘̃◦h(x))e

=
n(x)

n(℘̃◦h(x))
(∇̄eH̃,∇ef)e(℘̃◦h(x)).
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The second equation is exactly (109). We can simultaneously solve these
equations for ∂F

∂x1
and ∂F

∂x2
. We get that

(110)

∂F

∂x1
(x) =

x1

x2
1 + x2

2

n(x)
n(℘̃h(x))

(∇̄eH̃,∇ef)e(℘̃◦h(x))

= x1
((∇̄eH̃)f)(℘̃◦h(x))

n(℘̃h(x))
,

∂F

∂x2
(x) = − x2

x2
1 + x2

2

n(x)
n(℘̃h(x))

(∇̄eH̃,∇ef)e(℘̃◦h(x))

= −x2
((∇̄eH̃)f)(℘̃◦h(x))

n(℘̃h(x))
.

Note that (∇̄eH̃,∇en)e = −4Ĩ; hence(∇̄eH̃
n

)2

f

 =

{
(∇̄eH̃)2f

n2
− (∇̄eH̃,∇en)e

n3
(∇̄eH̃)f

}

=

{
(∇̄eH̃)2f

n2
+ 4

Ĩ
n3

(∇̄eH̃)f

}
.

Di�erentiating (110) again, we get that

∂2F

∂x2
1

(x) =
((∇̄eH̃)f)(℘̃◦h(x))

n(℘̃◦h(x))
+
x2

1((∇̄eH̃)2f)(℘̃◦h(x))
n2(℘̃◦h(x))

+ 4
x2

1Ĩ(℘̃◦h(x))((∇̄eH̃)f)(℘̃◦h(x))
n3(℘̃◦h(x))

,

∂2F

∂x2
2

(x) = − ((∇̄eH̃)f)(℘̃◦h(x))
n(℘̃◦h(x))

+
x2

2((∇̄eH̃)2f)(℘̃◦h(x))
n2(℘̃◦h(x))

+ 4
x2

2Ĩ(℘̃◦h(x))((∇̄eH̃)f)(℘̃◦h(x))
n3(℘̃◦h(x))

,

∂2F

∂x1∂x2
(x) = −x1x2((∇̄eH̃)2f)(℘̃◦h(x))

n2(℘̃◦h(x))
− 4

x1x2Ĩ(℘̃◦h(x))((∇̄eH̃)f)(℘̃◦h(x))
n3(℘̃◦h(x))

.

Combine things to get the desired result, noting that 4|Ĩ(x)| ≤ 2n(x) for all
x ∈ R2. �

We now have

Lemma 11.10. There is a K > 0 such that

max
i∈{1,2}

∣∣∣∣∣∂Φ̆∼,λ,eN,`

∂xi
(x)

∣∣∣∣∣ ≤ K

λ
‖x‖e and max

i,j∈{1,2}

∣∣∣∣∣∂2Φ̆∼,λ,eN,`

∂xi∂xj
(x)

∣∣∣∣∣ ≤ K

λ
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for all N ∈ N, x = (x1, x2) ∈ φ`(NN ∩U`)∩ ♦̃ \ z̃N , and λ ∈ (0, 1), and such

that

(111)
1
K
≤ ‖x‖e
‖℘̃N (x)‖e

≤ K

for all x ∈ ♦̃ \ z̃N and all N ∈ N.

Proof. The results stem from combining Lemmas 11.7 and 11.9. We only

need to bound ‖x‖/‖℘̃N (x)‖ for x ∈ ♦̃ \ z̃N . Set n4(x) def= x4
1 + x4

2 for all

x = (x1, x2) ∈ R2. Fix x ∈ ♦̃ \ z̃N . From (105) and (107), we have that

n4(x)
n4(℘̃N (x))

=
4Ĩ2(x) + 2H̃2(x)

4Ĩ2(℘̃N (x)) + 2H̃2(℘̃N (x))
=

4Ĩ2(x) + 2H̃2(x)
4Ĩ2(x) + 2J2

N (x)
.

We next compute that since x 6∈ z̃N , by de�nition |H̃(x)| > rN/2 and hence
|JN (x)| ≥ rN . We can furthermore compute that

|JN (x)| ≥

{
|H̃(x)|
rN

− 1
2

}
rN = |H̃(x)| − rN

2
,

|JN (x)| ≤

{
|H̃(x)|
rN

+
1
2

}
rN = |H̃(x)|+ rN

2
,

so in fact

|H̃(x)| ≤ |JN (x)|+ rN

2
≤ 3

2
|JN (x)| and |H̃(x)| ≥ |JN (x)|− rN

2
≥ 1

2
|JN (x)|.

Hence n4(x)/n4(℘̃N (x)) ∈ [1/4, 9/4], and the claimed result follows by recall-
ing that all norms on R2 are equivalent. �

The formulae of (106) and (108) extend Φ̆λN,± from γN into NN near the

x`'s (more precisely, in the φ̃`(♦̃)'s). For any point not near one of the x`'s,

we can follow an integral curve of ∇Hloc
N until we hit γN , and evaluate Φ̆λN,+

and Φ̆λN,− at that point. To combine all of our extensions in a smooth way,
we construct a retract.

First, we need the following regularity result.

Lemma 11.11. There is a constant K > 0 and a λ◦ ∈ (0, 1), and, for each
λ ∈ (0, 1), an Nλ ∈ N such that

inf
`∈Λ

x∈φ`(NN∩U`)

(∇̄eH̃,∇eΦ̆∼,λ,eN,` )e(x)
‖x‖2e

≥ 1
K

or inf
`∈Λ

x∈φ`(NN∩U`)

−(∇eH̃,∇eΦ̆∼,λ,eN,` )e(x)
‖x‖2e

≥ 1
K
,

for all N ∈ N greater than Nλ.
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Proof. Lemma 11.4 and the fact that ξ∗ vanishes in the U`'s implies that∣∣∣(QN Φ̆λN )(x)− σ(x)ג
∣∣∣ ≤ σ(x)

∫ ∞
t=0

te−t
∣∣∣(ĂNt/λξ̄∗)(x)− ג

∣∣∣ dt
for all λ ∈ (0, 1), N ∈ N, and x ∈

⋃
`∈Λ φ`(NN ∩ U`). We now use Lemma

11.5. Thus there is K > 0 and a λ◦ ∈ (0, 1), and for each λ ∈ (0, λ◦), an
Nλ ∈ N such that

inf
`∈Λ

x∈φ`(NN∩U`)

(QN Φ̆λN )(φ̃`(x))
‖x‖2e

≥ 1
K

if ג > 0,

inf
`∈Λ

x∈φ`(NN∩U`)

−(QN Φ̆λN )(φ̃`(x))
‖x‖2e

≥ 1
K

if ג < 0

for all N ∈ N greater than Nλ. We next use (21) to relate QN to ∇̄eH̃. The
�nal observation is that for all λ ∈ (0, λ◦) and N ≥ N0,

(112) ((∇̄eH̃)Φ̆∼,λ,eN,` )(x) = ((∇̄eH̃)Φ̆∼,λN,s,`)(x1, 0) + ((∇̄eH̃)Φ̆∼,λN,s,`)(0, x2)

for all x = (x1, x2) ∈ φ`(NN ∩ U`) ∩ z̃N , and, by (109),

(113) ((∇̄eH̃)Φ̆∼,λ,eN,` )(x) =
‖x‖2e

‖℘̃N (x)‖2e
((∇̄eH̃)Φ̆∼,λN,s,`)(℘̃N (x))

if x ∈ φ`(NN ∩ U`) ∩ ♦̃ \ z̃N , where in both (112) and (113) we take s = + if
Hloc
N (x) > 0, and s = − if Hloc

N (x) < 0. To bound this last expression, We use
(111). �

Let's next de�ne a vector �eld. Fix λ ∈ (0, λ◦) and N ≥ Nλ. For each
` ∈ Λ, de�ne

�λN,`(x) def= −
(Tφ`∇Hloc

N (x),∇eΦ̆∼,λ,eN,` (φ`(x)))eB̃`(φ`(x))

(∇̄eH̃,∇eΦ̆∼,λ,eN,` )e(φ`(x))

for all x ∈ NN ∩ U`. For each ` ∈ Λ, Let C` ∈ C∞(T) be such that C`(x) = 1
if x ∈ φ̃`(♦̃) and C`(x) = 0 if x 6∈ U`. De�ne next the vector �eld

�λ
N (x) def=

∇Hloc
N (x)

‖∇Hloc
N (x)‖2

+
∑
`∈Λ

C`(x)�λN,`(x)
∇̄Hloc

N (x)
‖∇Hloc

N (x)‖2

for all x ∈ NN . Note that �λ
NHloc

N ≡ 1 on NN and �λ
N (Φ̆∼,λ,eN,` ◦ φ`) ≡ 0 on

NN ∩ φ̃`(♦̃).
For each x ∈ NN , now let {℘λ,∗N,t(x); t ∈ Ix} be the maximal solution of the

ODE

℘̇λ,∗N,t(x) = −Hloc
N (x)�λ

N (℘λ,∗N,t(x)), t ∈ Ix,

℘λ,∗N,0(x) = x.
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It is easy to see that for all x ∈ NN , [0, 1) ⊂ Ix, and the limit ℘λN (x) def=
limt↗1 ℘

λ,∗
N,t(x) exists (see [Sow05, Appendix A]). We �nally de�ne

(114) Φ̆p,λ
N (x) def=

{
Φ̆λN,+(℘λN (x)) if Hloc

N (x) > 0
Φ̆λN,−(℘λN (x)) if Hloc

N (x) < 0.

We then have

Proof of Proposition 8.5. First, let's bound Φ̆p,λ
N and its derivatives. The

bounds on the size of Φ̆p,λ
N come directly from those on Φ̆λN,+ and Φ̆λN,−.

To start our analysis of the derivatives of Φ̆p,λ
N , de�ne

♦̃2
def=
{
x ∈ R2 : |Ĩ(x)| < d/2 and |H̃(x)| < d/2

}
and ♦̃3

def=
{
x ∈ R2 : |Ĩ(x)| < d/4 and |H̃(x)| < d/4

}
(see Figure 5). We shall

show that if x ∈ NN ∩ φ̃`(♦̃2), then {℘λ,∗N,t(x); t ∈ [0, 1)} is contained in

NN ∩ φ̃`(♦̃), while if x ∈ NN \
⋃
`∈Λ φ̃`(♦̃2), then {℘λ,∗N,t(x); t ∈ [0, 1)} is

contained in NN \
⋃
`∈Λ φ̃`(♦̃3).

Combining Lemmas 11.8, 11.10, and 11.11, we see that there is a constant
K1 > 0 such that

(115)

sup
{
|�λN,`(x)| : x ∈ NN ∩ U`, ` ∈ Λ

}
≤ K1

λ
,

sup
{
‖D�λN,`(x)‖ : x ∈ (NN ∩ U`) \ φ̃`(♦̃3), ` ∈ Λ

}
≤ K1

λ2
,

sup
{
‖D2�λN,`(x)‖ : x ∈ (NN ∩ U`) \ φ̃`(♦̃3), ` ∈ Λ

}
≤ K1

λ3

for all λ ∈ (0, λ◦) and N ≥ Nλ. From the �rst of these bounds, we know that

there is a K2 > 0 such that |(�λ
N (Ĩ ◦ φ`))(x)| ≤ K2/λ for all x ∈ (NN ∩ U`),

` ∈ Λ, λ ∈ (0, λ◦) and N ≥ Nλ. Fix now λ ∈ (0, λ◦) and let N ′λ ≥ Nλ be such
that (1 +K2/λ)rN < d/4 for all N ≥ N ′λ.

First consider points in NN ∩
⋃
`∈Λ φ̃`(♦̃2). Fix ` ∈ Λ and x ∈ NN ∩ φ̃`(♦̃2)

and let t′ ∈ [0, 1] be such that {℘λ,∗N,t(x); 0 ≤ t < t′} ⊂ φ̃`(♦̃). Then∣∣∣Ĩ(φ`(℘
λ,∗
N,t(x)))

∣∣∣ ≤ |Ĩ(φ`(x))|+ (K2/λ)|Hloc(x)| < d

2
+ (K2/λ)rN < d,∣∣∣H̃(φ`(℘

λ,∗
N,t(x)))

∣∣∣ ≤ |H̃(φ`(x))|+ |Hloc(x)| < d

2
+ rN < d

for all t ∈ [0, t′). Standard arguments thus imply that {℘λ,∗N,t(x); 0 ≤ t ≤ 1}
is contained in φ̃`(♦̃), which is in turn contained in {x ∈ T : C`(x) = 1}, so
Φ̆p,λ
N (x) = Φ̆∼,λ,eN,` (φ`(x)). In light of Lemmas 11.8 and 11.10, this implies the

stated regularity of Φ̆p,λ
N on NN ∩ φ̃`(♦̃2).
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Consider next points in NN \
⋃
`∈Λ φ̃`(♦̃2). Fix �rst ` ∈ Λ and x ∈ NN ∩

φ̃`(♦̃\ ♦̃2), and let t′ ∈ [0, 1] be such that {℘λ,∗N,t(x); 0 ≤ t < t′} ⊂ φ̃`(♦̃). Then∣∣∣Ĩ(φ`(℘
λ,∗
N,t(x)))

∣∣∣ ≥ |Ĩ(φ`(x))| − (K2/λ)|Hloc(x)| ≥ |Ĩ(φ`(x))| − (K2/λ)rN

> |Ĩ(φ`(x))| − d/4,∣∣∣H̃(φ`(℘
λ,∗
N,t(x)))

∣∣∣ ≥ |H̃(φ`(x))| − |Hloc(x)| > |H̃(φ`(x))| − rN

> |H̃(φ`(x))| − d/4

for all t ∈ [0, t′). Thus {℘λ,∗N,t(x); 0 ≤ t ≤ t′} ⊂ NN \
⋃
`∈Λ φ̃`(♦̃3). Noting

that for any x ∈ NN and t ∈ [0, 1), ℘λN (x) = ℘λN (℘λ,∗N,t(x)), we conclude

that if x ∈ NN \
⋃
`∈Λ φ̃`(♦̃2), then {℘λ,∗N,t(x); 0 ≤ t ≤ 1} is contained in

NN \
⋃
`∈Λ φ̃`(♦̃3). Thus, if x ∈ NN \

⋃
`∈Λ φ̃`(♦̃2), we can use (115) to bound

the behavior of �λN,` and its derivatives along {℘λ,∗N,t(x); 0 ≤ t ≤ 1}. Standard
results on derivative �ows of ODE's now allow us to extract bounds on the
�rst and second derivatives of Φ̆p,λ

N on NN \
⋃
`∈Λ φ̃`(♦̃3) from bounds on the

�rst and second derivatives of Φ̆λN,+ and Φ̆λN,−. Note that derivative �ows are
linear, so their bounds are exponential in time and the coe�cients.

Finally, we turn to (66). We �rst note that there is a constant K3 > 0 such
that for any f ∈ C1(T),

(116) |f(℘λN (x))− f(x)| ≤ K3rN

λ
sup

x∈E\γN
‖∇f(x)‖

for all x ∈ NN , λ ∈ (0, λ◦) and N ≥ N ′λ. The 1/λ term comes from the �rst
bound of (115). For any λ ∈ (0, λ◦) and N ≥ N ′λ and any x ∈ NN ,∣∣∣(QΦ̆λ,eN )(x)− {ξ∗(x)− {σ(x)ג

∣∣∣ ≤ |νN | ∣∣∣(Q̂N Φ̆p,λ
N )(x)

∣∣∣
+
∣∣∣(QN Φ̆p,λ

N )(x)− (QN Φ̆λN,s)(℘
λ
N (x))

∣∣∣+
∣∣ξ∗(x)− ξ∗(℘λN (x))

∣∣
+ |ג|

∣∣σ(x)− σ(℘λN (x))
∣∣

+
∣∣∣(QN Φ̆λN,s)(℘

λ
N (x))−

{
ξ∗(℘λN (x))− σ(℘λNג (x))

}∣∣∣ .
where we use s = + if Hloc

N (x) > 0 and s = − if Hloc
N (x) < 0. The �rst three

terms can be bounded by (116) and the bounds on the regularity of Φ̆N,s, and
the last by combining Lemmas 11.4 and 11.5. �

References

[Arn91] V. I. Arnold, Topological and ergodic properties of closed 1-forms with incommen-
surable periods , Funktsional. Anal. i Prilozhen. 25 (1991), 1�12, 96. MR 1142204
(93e:58104)



958 RICHARD B. SOWERS

[Boo86] W. M. Boothby, An introduction to di�erentiable manifolds and Riemannian
geometry, Pure and Applied Mathematics, vol. 120, Academic Press Inc., Orlando,
FL, 1986. MR 861409 (87k:58001)

[Con78] C. Conley, Isolated invariant sets and the Morse index , CBMS Regional Confer-
ence Series in Mathematics, vol. 38, American Mathematical Society, Providence,
R.I., 1978. MR 511133 (80c:58009)

[DK] D. Dolgopyat and L. Koralov, Averaging of Hamiltonian �ows with an ergodic
component, submitted.

[EG92] L. C. Evans and R. F. Gariepy, Measure theory and �ne properties of func-
tions, Studies in Advanced Mathematics, CRC Press, Boca Raton, FL, 1992.
MR 1158660 (93f:28001)

[EK86] S. N. Ethier and T. G. Kurtz, Markov processes , John Wiley & Sons Inc., New
York, 1986. MR 838085 (88a:60130)

[Eva98] L. C. Evans, Partial di�erential equations , Graduate Studies in Mathematics,
vol. 19, American Mathematical Society, Providence, RI, 1998. MR 1625845
(99e:35001)

[Fel55] W. Feller, On di�erential operators and boundary conditions , Comm. Pure Appl.
Math. 8 (1955), 203�216. MR 0068702 (16,927b)

[Fel57] , Generalized second order di�erential operators and their lateral condi-
tions, Illinois J. Math. 1 (1957), 459�504. MR 0092046 (19,1052c)

[Fre96] M. Freidlin, Markov processes and di�erential equations: asymptotic prob-
lems, Lectures in Mathematics ETH Zürich, Birkhäuser Verlag, Basel, 1996.
MR 1399081 (97f:60150)

[FW94] M. Freidlin and A. D. Wentzell, Random perturbations of Hamiltonian systems ,
Mem. Amer. Math. Soc. 109 (1994), viii+82. MR 1201269 (94j:35064)

[FW98] M. Freidlin and M. Weber, Random perturbations of nonlinear oscillators , Ann.
Probab. 26 (1998), 925�967. MR 1634409 (99g:60098)

[FW99] , A remark on random perturbations of the nonlinear pendulum , Ann.
Appl. Probab. 9 (1999), 611�628. MR 1722275 (2000j:60067)

[GM88] M. Goresky and R. MacPherson, Strati�ed Morse theory , Ergebnisse der Math-
ematik und ihrer Grenzgebiete (3), vol. 14, Springer-Verlag, Berlin, 1988.
MR 932724 (90d:57039)

[HL81] J. M. Harrison and A. J. Lemoine, Sticky Brownian motion as the limit of storage
processes, J. Appl. Probab. 18 (1981), 216�226. MR 598937 (82i:60172)

[Man68] P. Mandl, Analytical treatment of one-dimensional Markov processes , Die
Grundlehren der mathematischen Wissenschaften, Band 151, Academia Publish-
ing House of the Czechoslovak Academy of Sciences, Prague, 1968. MR 0247667
(40 #930)

[NPR05] A. Novikov, G. Papanicolaou, and L. Ryzhik, Boundary layers for cellular �ows at
high Péclet numbers , Comm. Pure Appl. Math. 58 (2005), 867�922. MR 2142878

[Rob99] C. Robinson, Dynamical systems , Studies in Advanced Mathematics, CRC Press,
Boca Raton, FL, 1999. MR 1792240 (2001k:37003)

[SK92] Y. G. Sina�� and K. M. Khanin, Mixing of some classes of special �ows over rota-
tions of the circle , Funktsional. Anal. i Prilozhen. 26 (1992), 1�21. MR 1189019
(93j:58079)

[Sow02] R. B. Sowers, Stochastic averaging with a �attened Hamiltonian: a Markov pro-
cess on a strati�ed space (a whiskered sphere) , Trans. Amer. Math. Soc. 354

(2002), 853�900 (electronic). MR 1867364 (2002i:60068)
[Sow03] , Stochastic averaging near a homoclinic orbit with multiplicative noise ,

Stoch. Dyn. 3 (2003), 299�391. MR 2017030 (2004k:60091)



PSEUDOPERIODIC FLOWS 959

[Sow05] , A boundary layer theory for di�usively perturbed transport around a
heteroclinic cycle , Comm. Pure Appl. Math. 58 (2005), 30�84. MR 2094266
(2005f:37131)

[Sow] , Stochastic averaging near long heteroclinic cycles , submitted.
[SV71] D. W. Stroock and S. R. S. Varadhan, Di�usion processes with boundary condi-

tions, Comm. Pure Appl. Math. 24 (1971), 147�225. MR 0277037 (43 #2774)
[SV79] , Multidimensional di�usion processes , Grundlehren der Mathematischen

Wissenschaften, vol. 233, Springer-Verlag, Berlin, 1979. MR 532498 (81f:60108)

Department of Mathematics, University of Illinois at Urbana�Champaign,
Urbana, IL 61801, USA

E-mail address : r-sowers@math.uiuc.edu


