# SPECTRAL MANIFOLDS FOR A CLASS OF OPERATORS 
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Various generalizations of the spectral theory for self-adjoint operators have been considered. Probably best known is the work of N. Dunford [3], [4] on spectral operators, which possess a countably additive resolution of the identity. Others, including R. G. Bartle [2], R. C. Sine [11] and F. Wolf [13], have considered classes of operators for which the uniform boundedness of the resolution of the identity is not required. In these latter papers the basic operators were assumed bounded. In this paper we consider spectral manifolds for a class of (in general) unbounded operators and obtain generalizations of results in [2] and in [9]. The operators are closed, are defined on dense subsets of a Banach space, have spectra on the real axis and their resolvent operators satisfy a growth condition considered by R. G. Bartle in [2] for bounded operators. The class includes the self-adjoint operators in Hilbert space and operators of the form $-i A$ where $A$ is the infinitesimal generator of a strongly continuous group of bounded operators on a Banach space and has spectrum on the imaginary axis.
In Section 1 the basic properties of local spectra and resolvents for an operator $T$ of the class are obtained. The principal result is the Approximation Theorem 1.13 which shows that the vectors with compact spectra are dense in the space $X$. The "Lorch Approximation" (Theorem 1.23) is derived for a first order growth rate. In Section 2 it is shown that $T$ has invariant subspaces. It $T$ lacks point spectrum, then certain spectral manifolds are shown to be quasi-complementary in reflexive spaces. In Section 3 under the further assumption that $T$ has only continuous spectrum, these manifolds are shown to be quasi-complementary in arbitrary Banach spaces and a "resolution of the identity" for $T$ consisting of closed projections is obtained.

## Section 1. Properties of the local spectrum

Let $T$ be a closed linear transformation defined on a dense subset $D(T)$ of a Banach space $X$. If the complex number $\mu$ is such that $\mu I-T$ has a range which is dense in $X$ and has a bounded inverse we say that $\mu$ is in the resolvent set $\rho(T)$ of $T$ and write $R(\mu)=(\mu I-T)^{-1}$. The complement $\sigma(T)$ to $\rho(T)$ is called the spectrum of $T$. The following properties are well known:

[^0]0.1. $R(\mu)$ is an analytic function of $\mu$ on the open set $\rho(T)$ and satisfies $R(\mu)-R(\beta)=(\beta-\mu) R(\mu) R(\beta)[12$, Th. 5.1 C$]$.
0.2. If $T$ is closed and $\rho(T)$ is non-empty and $p(\mu)$ is any polynomial then $p(T)$ is a closed operator [6, Th. 7, p. 602].
0.3. If the polynomial $p(\mu)$ is of degree $k$ and if the vector $x$ is in the domain of $T^{k}$ and $\mu$ is in $\rho(T)$ then $R(\mu)^{m} x$ is in the domain of $T^{m+k}$ and $p(T) R(\mu)^{m} x=$ $R(\mu)^{m} p(T) x$. In particular, $R(\mu)$ commutes with each power of $T[6$, Th. 8 , p. 603].
0.4. If $T$ is closed, densely defined and has non-empty resolvent set $\rho(T)$ then $T^{m}$ is densely defined for each positive integral $m$ [6, Lemma 9, p. 648].
1.1. We shall further assume that the spectrum of $T$ is on the real axis and that the resolvent operator $R(z)$ satisfies the $n$-th order growth condition:
\[

$$
\begin{align*}
|\operatorname{Im} z|^{n}\|R(z)\| & \leq K \quad \text { for } \quad 0<|\operatorname{Im} z| \leq 1 \quad \text { and }  \tag{n}\\
|\operatorname{Im} z|\|R(z)\| \leq K & \text { for } \quad|\operatorname{Im} z|>1
\end{align*}
$$
\]

for some positive integer $n$, some positive constant $K$ and all non-real $z$.
For any $x$ in $X$ an $X$-valued analytic function $F(z)$ is called an analytic extension of $R(z) x$ if its domain $D(F)$ is open in the complex plane and the equation $(\mu I-T) F(\mu)=x$ holds for each $\mu$ in $D(F) . \quad R(z) x$ is said to have the single-valued extension property if any two of its analytic extensions agree on their common domain. If this is the case then $R(z) x$ has a maximal analytic extension $\hat{x}(z)$ analytic on an open set $\rho(x)$ called the (local) resolvent of $x$. The complement $\sigma(x)$ to $\rho(x)$ is called the (local) spectrum of $x$. We note that the assumption that $T$ has a real spectrum implies, since $\rho(T)$ is everywhere dense, that any two analytic extensions-in fact, any two continuous extensions-of $R(z) x$ must agree on their common domain. Sometimes $\hat{x}(z)$ itself will be called the resolvent of $x$.

The following properties are immediate consequences of the definition of local resolvent and spectrum:

```
    1.2(i) \((z I-T) \hat{x}(z)=x\) for all \(z\) in \(\rho(x)\) and \(\hat{x}(z)=R(z) x\) for all \(z\) in
\(\rho(T)\),
    1.2(ii) \(\sigma(x+y) \subset \sigma(x) \cup \sigma(y)\) and \(\sigma(k x)=\sigma(x)\) for any scalar \(k \neq\)
    0 and
    1.2 (iii) \((a x+b y)^{\wedge}(z)=a \hat{x}(z)+b \hat{y}(z)\) for all \(z\) in \(\rho(x) \cap \rho(y)\) and for any scalars \(a\) and \(b\).
```

1.3 Lemma. If $A$ is any bounded linear operator which commutes with $T$ then $\sigma(A x) \subset \sigma(x)$.

Proof. Since $(z I-T) A \hat{x}(z)=A x$ for all $z$ in $\rho(x)$, it follows that $\rho(x) \subset \rho(A x)$.
1.4 Lemma. For each $x$ in $D(T), \sigma(T x), \subset \sigma(x)$.

Proof. Let $F(z)=z \hat{x}(z)-x$ for $z$ in $\rho(x)$. Then $F$ is analytic and a calculation shows that $(z I-T) F(z)=T x$. If $\left\{z_{j}\right\}_{j}$ is a sequence in $\rho(T)$ converging to a real $\mu$ in $\rho(x)$, then $F(\mu)=\lim _{j} F\left(z_{j}\right)$ and a calculation shows that $T x=\lim _{j}(\mu I-T) F\left(z_{j}\right)$. Since $\mu I-T$ is closed, it follows that $F(\mu)$ is in $D(T)$ and $(\mu I-T) F(\mu)=T x$.

The lemma which follows can be proved as in [5, pp. 254-255], by replacing the continuity of $T$ by its closure.
1.5 Lemma. Let $J$ be any bounded open interval in $(-\infty, \infty)$ and let $\left\{x_{j}\right\}_{j}$ be a sequence of vectors such that $\rho\left(x_{j}\right) \supset J$ for each $j$. If $x=\lim _{j} x_{j}$, then $\rho(x) \supset J$.
1.6 Corollary. Let $F$ be a closed set in $(-\infty, \infty)$. The set of all vectors whose spectra are in $F$ is a closed linear manifold in $X$.
1.7. For a development of further properties of local spectra we introduce integrals of a type first considered by E. R. Lorch [9] and used later by N. Dunford [5]. For each pair $a, b$ of real numbers with $a<b$, let $C(a, b)$ denote a piecewise smooth Jordan curve meeting the real axis at the points $a$ and $b$ at non-zero angles (say, at right angles). Such a curve will be called an admissible contour. Let $K(a, b)$ be the operator defined on $X$ by

$$
\begin{equation*}
K(a, b)=\frac{1}{2 \pi i} \int_{C(a, b)}(z-a)^{n}(z-b)^{n} R(z) d z \tag{i}
\end{equation*}
$$

The finite growth rate ( $G_{n}$ ) of $R(z)$ near the real axis shows that the integrand in 1.7(i) is bounded on the contour $C(a, b)$. Thus the integral exists as an improper Riemann integral in the uniform operator topology and represents a bounded linear operator. The analyticity of the integrand off the real axis shows that the integral is independent of the contour $C(a, b)$ provided that it meets the requirements above.

More generally, we may form integrals of the type

$$
\begin{equation*}
J(a, b ; f)=\int_{C(a, b)} f(z)(z-a)^{n}(z-b)^{n} R(z) d z \tag{ii}
\end{equation*}
$$

where $f(z)$ is a complex-valued function analytic in some neighborhood of the closed interval $[a, b]$ and $C(a, b)$ is an admissible contour which lies in this neighborhood. Properties of $1.7(\mathrm{i})$ were first studied by E. R. Lorch in the case where $T$ is a (not-necessarily bounded) self-adjoint operator acting on a Hilbert space ( $n=K=1$ ). The operator $K(a, b)$ here is the operator $-K_{a b}(n, n)$ of [9]. The proof of the following lemma given there [9, pp. 141-142] is valid for arbitrary Banach spaces and will not be repeated here.
1.8 Lemma. (i)

$$
K(a, b) K(a, b)=\frac{1}{2 \pi i} \int_{C(a, b)}(z-a)^{2 n}(z-b)^{2 n} R(z) d z
$$

(ii) If ( $a, b$ ) and ( $c, d$ ) are disjoint open intervals, then

$$
K(a, b) K(c, d)=0
$$

1.9 Lemma. Let $C(a, b)$ be an admissible contour and let $f(z)$ be analytic inside and on $C(a, b)$. $J(a, b ; f) x$ is in $D(T)$ for each $x$ in $X$ and

$$
T J(a, b ; f) x=\int_{C(a, b)} z f(z)(z-a)^{n}(z-b)^{n} R(z) x d z
$$

Proof. Approximate $J(a, b ; f) x$ by Riemann sums and use the identity

$$
T R(z) x=z R(z) x-x
$$

for $z$ in $\rho(T)$ and the closure of $T$ to show that $J(a, b ; f) x$ belongs to $D(T)$ and

$$
\begin{aligned}
& T J(a, b ; f) x=\int_{C(a, b)} z f(z)(z-a)^{n}(z-b)^{n} R(z) x d z \\
&-\int_{C(a, b)} f(z)(z-a)^{n}(z-b)^{n} x d z
\end{aligned}
$$

Since the latter integrand is analytic, the assertion follows.
1.10 Remark. It follows from 1.9, by induction, that $J(a, b ; f) x$ is in $D\left(T^{m}\right)$ for each positive $m$ and that

$$
T^{m} J(a, b ; f) x=\int_{C(a, b)} z^{m} f(z)(z-a)^{n}(z-b)^{n} R(z) x d z
$$

Hence if $p(z)$ is any polynomial then $J(a, b ; f) x$ is in the domain of $p(T)$ and

$$
p(T) J(a, b ; f) x=\int_{C(a, b)} p(z) f(z)(z-a)^{n}(z-b)^{n} R(z) x d z
$$

### 1.11 Corollary. For each $x$ in $X$

(i) $\quad K(a, b) x$ is in the domain of $T^{m}$ for each $m \geq 1$ and

$$
p(T) K(a, b) x=\frac{1}{2 \pi i} \int_{C(a, b)} p(z)(z-a)^{n}(z-b)^{n} R(z) x d z
$$

for any polynomial $p(z)$,
(ii) if $\mu$ is outside $C(a, b)$ then the local resolvent of $K(a, b) x$ is given by

$$
\frac{1}{2 \pi i} \int_{C(a, b)} \frac{(z-a)^{n}(z-b)^{n}}{\mu-z} R(z) x d z
$$

and
(iii) $\quad \sigma(K(a, b) x) \subset[a, b] \cap \sigma(x)$.

Proof. (i) and (ii) follow from Lemma 1.9 and Remark 1.10 following it (note that $f(z)=(\mu-z)^{-1}$ is analytic inside and on $C(a, b)$, for $\mu$ outside
this contour). Thus, $\rho(K(a, b) x)$ contains the exterior of each admissible contour $C(a, b)$ so that $\sigma(K(a, b) x) \subset[a, b]$. (iii) now follows from Lemma 1.3.
1.12 Lemma. $\lim \|K(a, b)\|=0$ as $|b-a|$ tends to zero.

Proof. Choose any $a$ and $b$ with $b-a<2$ and choose for $C(a, b)$ the circle of radius $(b-a) / 2$ and center $(a+b) / 2$. The change of variable $z-(a+b) / 2=r e^{i \theta}$ with $r=(b-a) / 2$ yields the estimate

$$
\left\|(z-a)^{n}(z-b)^{n} R(z)\right\| \leq r^{2 n} 2^{n}|\sin \theta|^{n} \frac{K}{r^{n}|\sin \theta|^{n}}=2^{n} K r^{n}
$$

Hence,

$$
\|K(a, b)\| \leq(1 / 2 \pi)\left(2^{n} K r^{n}\right)(2 \pi r)=2^{n} K r^{n+1}=O\left(|b-a|^{n+1}\right)
$$

The theorem which follows is fundamental in our work on local spectra. It shows that the vectors with bounded (compact) spectra are dense in the Banach space $X$. In the case where $T$ is bounded all local spectra are bounded. In this sense, relative to spectral analysis, Theorem 1.13 allows us to pass from bounded operators to unbounded operators.
1.13 Theorem (The Approximation Theorem). For each $r>0$ let

$$
I_{r}=\frac{1}{2 \pi i} \int_{C(-r, r)}\left[1-\frac{z^{2}}{r^{2}}\right]^{n} R(z) d z
$$

The operators $I_{r}$ converge strongly to the identity operator $I$ on $X$ as $r$ becomes infinite.

Proof. Since $z R(z) x-x=T R(z) x$ we have

$$
\begin{aligned}
I_{r} x-x & =\frac{1}{2 \pi i} \int_{C(-r, r)}\left[1-\frac{z^{2}}{r^{2}}\right]^{n} R(z) x d z-\frac{1}{2 \pi i} x \int_{C(-r, r)}\left[1-\frac{z^{2}}{r^{2}}\right]^{n} \frac{1}{z} d z \\
& =\frac{1}{2 \pi i} \int_{C(-r, r)}\left[1-\frac{z^{2}}{r^{2}}\right]^{n} \frac{z R(z) x-x}{z} d z \\
& =\frac{1}{2 \pi i} \int_{C(-r, r)}\left[1-\frac{z^{2}}{r^{2}}\right]^{n} \frac{T R(z) x}{z} d z
\end{aligned}
$$

If $x$ is in $D(T)$, then $T R(z) x=R(z) T x$ by 0.3 and hence $I_{r} x-x=J_{r}(T x)$, where $J_{r}$ is the operator defined by

$$
J_{r}=(2 \pi i)^{-1} \int_{C(-r, r)}\left[1-(z / r)^{2}\right]^{n}(1 / z) R(z) d z
$$

We shall show that $\left\|I_{r}\right\|=O(1)$ and $\left\|J_{r}\right\|=O\left(r^{-1}\right)$. This will show that $x=\lim _{r} I_{r} x$ for $x$ in the dense set $D(T)$ and, hence, (cf. [6, II.3.6]) for all $x$ in $X$.

To prove the uniform boundedness of the $I_{r}$ for $r \geq 1$ and the uniform con-
vergence of the $J_{r}$ to zero we choose for the contour $C(-r, r)$ the circle $C_{r}$ with center at the origin and radius $r$. Let $\Delta(r)$ and $\Delta(-r)$ be the intersections at $r$ and $-r$ respectively, of $C_{r}$ with the horizontal strip $-1 \leq \operatorname{Im} z \leq 1$ and let $K+$ denote the circular arc above this strip and $K$ - the arc of $\mathrm{C}_{r}$ below this strip. On $\Delta(r)$ and $\Delta(-r)$ we have the estimate (using $z=r e^{i \theta}$ )

$$
\left\|\left[1-\frac{2^{2}}{r^{2}}\right]^{n} R(z)\right\| \leq 2^{n}|\sin \theta|^{n} \frac{K}{r^{n}|\sin \theta|^{n}}=2^{n} K r^{-n}
$$

while on $K+$ and on $K-$ we get the estimate

$$
\left\|\left[1-\frac{z^{2}}{r^{2}}\right]^{n} R(z)\right\| \leq 2^{n}|\sin \theta|^{n} \frac{K}{r|\sin \theta|} \leq 2^{n} K r^{-1}
$$

Thus, writing $C_{r}$ as the sum of four contours none of which has length exceeding $\pi r$ we get

$$
\left\|I_{r}\right\| \leq(2 / 2 \pi)\left(2^{n} K r^{-n}\right)(\pi r)+(2 / 2 \pi)\left(2^{n} K r^{-1}\right)(\pi r)=2^{n} K\left[1+r^{1-n}\right]
$$

Similarly,

$$
\left\|J_{r}\right\| \leq(2 / 2 \pi)\left(2^{n} K r^{-n-1}\right)(\pi r)+(2 / 2 \pi)\left(2^{n} K r^{-2}\right)(\pi r)=2^{n} K\left[r^{-1}+r^{-n}\right]
$$

Thus for $r \geq 1$ we have $\left\|I_{r}\right\| \leq 2^{n+1} K$ and $\left\|J_{r}\right\|=O\left(r^{-1}\right)$, QED.
1.14 Corollary (The Density Theorem). The vectors with compact spectra are dense in $X$.

The corollary to the Approximation Theorem which follows is basic to our later work. For a bounded operator many results on spectra are obtained from the operational calculus which is based on the formula

$$
I=(2 \pi i)^{-1} \int_{C} R(z) d z
$$

The next result allows us to write

$$
x=(2 \pi i)^{-1} \int_{C} R(z) x d z
$$

for the dense set of vectors with compact spectra, where the integrand $R(z) x$ denotes the analytic function $\hat{x}(z)$.
1.15. Corollary. Let $x$ be any vector with bounded spectrum. Let $C$ be any piece-wise smooth rectifiable Jordan curve containing $\sigma(x)$ in its interior.

$$
\begin{gather*}
x=\frac{1}{2 \pi i} \int_{C} R(z) x d z \quad\left(o r \frac{1}{2 \pi i} \int_{C} \hat{x}(z) d z\right)  \tag{i}\\
\hat{x}(\mu)=\frac{1}{2 \pi i} \int_{C} \frac{R(z) x}{\mu-z} d z \tag{ii}
\end{gather*}
$$

for each $\mu$ outside $C$ and
(iii) $\hat{x}(\mu)$ is analytic at infinity and has the value 0 there.

Proof. The analyticity of $\hat{x}(z)$ outside $\sigma(x)$ shows that any integral of the form $\int_{c} f(z) \hat{x}(z) d z$ where $f(z)$ is entire is independent of the path $C$ as long as $C$ contains $\sigma(x)$ in its interior. Choosing such a $C$ and then any positive $r$ such that the circle $C_{r}$ of radius $r$ and center at the origin contains $C$ in its interior we get

$$
\begin{aligned}
I_{r} x & =\frac{1}{2 \pi i} \int_{C_{r}}\left[1-\frac{z^{2}}{r^{2}}\right]^{n} R(z) x d z=\frac{1}{2 \pi i} \int_{C}\left[1-\frac{z^{2}}{r^{2}}\right]^{n} \hat{x}(z) d z \\
& =\frac{1}{2 \pi i} \int_{C} \hat{x}(z) d z+\sum_{j=1}^{n}(-1)^{j}\binom{n}{j} \frac{1}{2 \pi i} \int_{C} \frac{z^{2 j}}{r^{2 j}} \hat{x}(z) d z
\end{aligned}
$$

Letting $r \rightarrow \infty$ we get $x=(2 \pi i)^{-1} \int_{c} \hat{x}(z) d z$, proving (i). The proof of (ii) is similar to that of Lemma 1.9 and its Corollary 1.11. Applying $\mu I-T$ to the integral in (ii) we get

$$
(\mu I-T) \frac{1}{2 \pi i} \int_{C} \frac{R(z) x}{\mu-z} d z=\frac{1}{2 \pi i} \int_{C} R(z) x d z=x
$$

for $\mu$ outside $C$. Thus, this integral is an analytic extension of $R(z) x$ to the exterior of $C$.

To prove (iii), choose for $C$ a circle $C_{r}$ with $r$ fixed and sufficiently large so that $\sigma(x)$ is in the interior of $C_{r}$. Choose any $\rho>r$ and consider $z$ and $\mu$ such that $|z|=r<\rho<|\mu|$. The series

$$
1+z^{1} / \mu^{1}+z^{2} / \mu^{2}+z^{3} / \mu^{3}+\cdots
$$

converges to $\mu(\mu-z)^{-1}$ uniformly for all such $z$ and $\mu$. Hence, the series $\sum_{j=0}^{\infty} \hat{x}(z)(z / \mu)^{j}$ converges to $\mu \hat{x}(z)(\mu-z)^{-1}$ uniformly for $z$ and $\mu$. Integrating the latter series term-by-term over the circle $C_{r}$ and dividing through by $2 \pi i$ we get, using (ii),

$$
\mu \hat{x}(\mu)=\sum_{j=0}^{\infty} \frac{1}{2 \pi i} \int_{C_{r}} \frac{z^{j} \hat{x}(z)}{\mu^{j}} d z=\sum_{j=0}^{\infty} \frac{T^{j} x}{\mu^{j}} .
$$

Here we have used that $p(T) x=(1 / 2 \pi i) \int_{c} p(z) R(z) x d z$ for any polynomial $p(z)$, the proof being identical to that of Lemma 1.9 and Remark 1.10. The convergence of the series in ( $\nabla$ ) for all $\mu$ with $|\mu|>\rho$ shows that the series $S(\beta)=\sum_{j=0}^{\infty} T^{j} x \beta^{j}$ has a positive radius of convergence and thus is analytic at $\beta=0$ and has the value zero there. Hence, from $(\nabla)$ we have

$$
\hat{x}(\mu)=\frac{x}{\mu}+\frac{T x}{\mu^{2}}+\frac{T^{2} x}{\mu^{3}}+\frac{T^{3} x}{\mu^{4}}+\cdots
$$

is analytic at infinity and has the value zero there, QED.
1.16 Lemma. $\sigma(x)$ is empty if and only if $x=0$.

Proof. If $x=0$ then $\hat{x}(z)=0$ for all $z$. Conversely, if $\sigma(x)=\emptyset$, let
$M=\max \|\hat{x}(z)\|$ for $|z| \leq 1$. If $0<r<1$, apply Corollary $1.15(\mathrm{i})$ to the circle $|z|=1$ to get $\|x\| \leq M r$ and let $r \rightarrow 0$.
1.17 Theorem. Tis bounded if and only if each vector $x$ in $X$ has a bounded spectrum.

Proof. If $T$ is bounded then each local spectrum is contained in the compact set $\sigma(T)$. Conversely, if each $x$ in $X$ has a compact spectrum then $D(T)=X$. This follows from the closure of $T$ and the integral representation of Corollary 1.15(i).

For a proof of the lemma which follows see [2, Theorem 7 and Corollary 2]. Note that the boundedness of $T$ is not required but merely the representation $x=(2 \pi i)^{-1} \int_{c} R(z) x d z$ if the spectrum of $x$ consists of a single point.
1.18 Lemma. $\sigma(x)=\{\alpha\}$ if and only if $(T-\alpha I)^{n} x=0$.
1.19 Theorem (The Unique Representation Property). If $\Delta_{1}, \Delta_{2}, \cdots, \Delta_{m}$ are pairwise disjoint subsets of the real line and if $x_{j}$ and $y_{j}$ are vectors with spectra in $\Delta_{j}$ for each $j$ and if $\sum_{j=1}^{m} x_{j}=\sum_{j=1}^{m} y_{j}$ then $x_{j}=y_{j}$ for each $j=1,2, \cdots, m$.

Proof. The vector $x_{1}-y_{1}=\sum_{j=2}^{m}\left(y_{j}-x_{j}\right)$, by 1.2 (ii), has spectrum in the set $\Delta_{1} \cap\left(\Delta_{2} \cup \Delta_{3} \cup \cdots \mathbf{u} \Delta_{m}\right)$ which is empty. By Lemma 1.16 we get $x_{1}=y_{1} . \quad$ A similar argument for any index $j$ shows that $x_{j}=y_{j}$.
1.20 Corollary. If $\sigma(x)$ consists of the distinct real numbers $a_{1}, a_{2}, \cdots, a_{m}$ then $x$ can be written uniquely as a sum $\sum_{j=1}^{m} x_{j}$ with $\sigma\left(x_{j}\right)=\left\{a_{j}\right\}$ for each $j=1, \cdots, m$.

Proof. The uniqueness follows from 1.19. For the existence of such a representation, let $C_{j}$ be a (small) circle with center $a_{j}, j=1, \cdots, m$ and with $C_{k}$ exterior to $C_{j}$ for $j \neq k$. By Corollary 1.15(i) we have

$$
x=(2 \pi i)^{-1} \int_{C} \hat{x}(z) d z=\sum_{j=1}^{m}(2 \pi i)^{-1} \int_{C_{j}} \hat{x}(z) d z=\sum_{j=1}^{m} x_{j}
$$

where $x_{j}=(2 \pi i)^{-1} \int_{c_{j}} \hat{x}(z) d z$. To show that $\sigma\left(x_{j}\right)=\left\{a_{j}\right\}$, define

$$
w(\mu)=2 \pi i)^{-1} \int_{c_{j}} \hat{x}(z)(\mu-z)^{-1} d z
$$

Then $w$ is analytic for $\mu$ outside $C_{j}$ and a direct computation using the closure of $T$ shows that $(\mu I-T) w(\mu)=x_{j}$. Hence $\sigma\left(x_{j}\right)$ is interior to any sufficiently small circle having $a_{j}$ as center, so that $\sigma\left(x_{j}\right) \subset\left\{a_{j}\right\}$. If $\sigma\left(x_{j}\right)=\emptyset$ then $x_{j}=0$ and $a_{j} \ddagger \sigma(x)$, contrary to the hypothesis. Hence $\sigma\left(x_{j}\right)=\left\{a_{j}\right\}$ and the proof is complete.

The next theorem, a generalization of 1.13 , might serve as the basis of a (germinal) operational calculus which has much in common with an operational calculus due to W. G. Bade (see [1]). As this is not needed in the sequel it will not be developed here.
1.21 Theorem. If $p(z)$ is a polynomial of degree $m$ and $x$ is in $D\left(T^{m}\right)$ then

$$
\lim _{r}(2 \pi i)^{-1} \int_{C(-r, r)} p(z)\left[1-(z / r)^{2}\right]^{n} R(z) x d z
$$

exists and equals $p(T) x$.
Proof. If $p(z)=1$, the result is merely 1.13. Using this for $x$ in $D(T)$ and $T x$ in place of $x$ and the fact that $R(z) T x=T R(z) x=z R(z) x-x$, we get

$$
T x=\lim _{r}(2 \pi i)^{-1} \int_{C(-r, r)}\left[1-(z / r)^{2}\right]^{n} z R(z) x d z
$$

The assertion follows for $T^{k} x$ by induction and then, by linearity, for $p(T) x$.
This section concludes with a proof of the Lorch Approximation in the case where $R(z)$ satisfies the first order growth $\left(G_{1}\right)$. A proof for bounded $T$ can be found in [2, Theorem 9]. The proof given here uses the following lemma whose proof is the observation that if $x$ has compact spectrum, then in the Laurent expansion for $\hat{x}(z)$ in any annulus between $\sigma(x)$ and infinity the coefficients of the positive powers must be zero by 1.15 (iii).
1.22 Lemma. If $\sigma(x) \subset[a, b] \subset$ Interior (C) and $a \leq t \leq b$, then

$$
\int_{C}(z-t)^{-m} R(z) x d z=0 \quad \text { for } m=1,2,3, \cdots
$$

1.23. Theorem (The Lorch Approximation for $\left(G_{1}\right)$ ). Let $R(z)$ satisfy $\left(G_{1}\right)$ and let $\varepsilon>0$ be given. If $J$ is any closed interval of length less than $2 \varepsilon$ and $k$ is any point in $J$, then

$$
\|(T-k I) x\|<\varepsilon(2 K+1)\|x\|
$$

for every $x$ with spectrum in $J$.
Proof. Let $J=[a, b]$ with $b-a<2 \varepsilon$ and let $c=\frac{1}{2}(a+b)$. Choose $s$ and $t$ such that $s<a<b<t$ and so that $\frac{1}{2}(s+t)=c$. Define the operator $S=S(s, t)$ by

$$
S=(2 \pi i)^{-1} \int_{C} \frac{(z-s)(z-t)}{z-c} R(z) d z
$$

where $C=C(s, t)$ is the circle with center $c$ and radius $r=\frac{1}{2}(t-s)$. An estimate on norms using ( $G_{1}$ ) shows that on $C$, the integrand for $S$ is bounded by $2 K$ so that $\|S\| \leq 2 K r$. Let $\sigma(x) \subset J$. Then from 1.22 (with $m=1$ ), 1.15(i) and the identity

$$
(z-a)(z-b) /(z-c)=z-c+\left(a b-c^{2}\right) /(z-c)
$$

it follows that

$$
\begin{aligned}
(T-c I) x=(2 \pi i)^{-1} \int_{C}(z-c) & R(z) x d z \\
& =(2 \pi i)^{-1} \int_{C} \frac{(z-a)(z-b)}{z-c} \quad R(z) x d z
\end{aligned}
$$

Thus

$$
\begin{aligned}
(T-c I) x-S x & =(2 \pi i)^{-1} \int_{C} \frac{(z-a)(z-b)-(z-s)(z-t)}{z-c} R(z) x d z \\
& =\left(a b-c^{2}\right)(2 \pi i)^{-1} \int_{C}(z-c)^{-1} R(z) x d z=0
\end{aligned}
$$

again by 1.22 . Hence $S x=(T-c I) x$ and so $\|(T-c I) x\| \leq 2 K r\|x\|$. Since this holds for each $r=\frac{1}{2}(t-s)$ greater than $\frac{1}{2}(b-a)$, it follows that

$$
\|(T-c I) x\| \leq 2 K \varepsilon\|x\|
$$

If $k$ is in $J$, the triangle inequality now yields

$$
\|(T-k I) x\| \leq 2 K \varepsilon\|x\|+\frac{1}{2}(b-a)<(2 K+1) \varepsilon\|x\|, \text { Q.E.D. }
$$

## Section 2. Assumption of no point spectrum

2.0. Throughout this section we shall assume that $T$ lacks a point spectrum. Thus, $T$ is closed, densely defined, has a real spectrum containing no eigenvalues and $R(z)$ satisfies $\left(G_{n}\right)$.
2.1 Remark. A non-zero vector cannot have a discrete spectrum. For, by $1.16,1.18,1.20$ and 2.0 it follows that if $x$ has a finite discrete spectrum then $x=0$. Hence, if $x$ has an infinite discrete spectrum then each approximating vector $I_{r} x$ to $x$ is zero and $x=0$.
2.2 Lemma. Let $J_{1}, J_{2}, \cdots, J_{m}$ be closed intervals in $(-\infty, \infty)$ which pairwise are disjoint or have at most a common endpoint. If $\sum_{j=1}^{m} x_{j}=\sum_{j=1}^{m} y_{j}$ with $\sigma\left(x_{j}\right), \sigma\left(y_{j}\right) \subset J_{j}$ for each $j$ then $x_{j}=y_{j}$.

Proof. This follows from 2.1 and 1.19.
We now consider the case where $\sigma(x)$ is contained in an interval.
Definition, Notation and Discussion. If $a$ and $b$ are finite real numbers let ( $a, b$ ) denote the open interval $a<t<b$ and $[a, b]$ its closure. Let

$$
\begin{gathered}
M(a, b)=\{x: \sigma(x) \subset[a, b]\}, \quad M(-\infty, a)=\{x: \sigma(x) \subset(-\infty, a]\} \text { and } \\
M(b, \infty)=\{x: \sigma(x) \subset[b, \infty)\}
\end{gathered}
$$

Let $L(a, b)$ denote the closure of the range and $N(a, b)$ the nullspace of the operator $K(a, b)$ defined in 1.7. The span (denoted by $\vee \cdots$ ) of any collection of manifolds is the smallest closed linear manifold containing each of them. Two closed linear manifolds $M$ and $N$ are called quasi-complementary if $M \vee N=X$ and $M \cap N=(0)$. This is equivalent to the existence of a closed densely defined idempotent $E$ which has $M$ as range and $N$ as nullspace [10, Lemma 10]. $E$ will be called a closed projection or, simply, a projection.
E. R. Lorch in [9] showed that $L(a, b)$ and $N(a, b)$ are orthogonal com-
plements in the case where $T$ is a self-adjoint operator in a Hilbert space $X$. In this section we show that $M(a, b)$ and $N(a, b)$ are quasi-complements if $X$ is reflexive and in Section 3 we prove that these manifolds are quasi-complements for an arbitrary space $X$ in the case where $T$ has a purely continuous spectrum.
2.3 Lemma. The vector $x$ is in $N(a, b)$ if and only if $(a, b) \subset \rho(x)$.

Proof. Suppose first that $K(a, b) x=0$. Let $C(a, b)$ be an admissible contour and let $\mu$ be inside $C(a, b)$ and outside $[a, b]$. If $R(\mu)$ is applied to $0=K(a, b) x$ (written as an integral over $C(a, b)$ ) the resolvent equation 0.3 yields the result

$$
R(\mu) x=(\mu-a)^{-n}(\mu-b)^{-n}(2 \pi i)^{-1} \int_{C(a, b)}(z-a)^{n}(z-b)^{n} R(z) x d z
$$

The right-hand side of this equation represents an analytic function of $\mu$ for $\mu$ inside $C(a, b)$, and an application of $\mu I-T$ to this expression yields $x$. This follows by an argument similar to that in the proof of 1.9. This expression is thus an analytic extension of $R(z) x$ into the interior of $C(a, b)$ so that $(a, b)$ is in $\rho(x)$.

Conversely, suppose that $(a, b) \subset \rho(x)$. For real $s$ and $t$ with $a<s<$ $t<b$, let $C(a, s), C(s, t), C(t, b)$ and $C(a, b)$ be admissible contours no two of which meet off the real axis and such that the first three are in $C(a, b)$. If $F(z)$ is defined as

$$
(z-a)^{n}(z-s)^{n}(z-t)^{n}(z-b)^{n} R(z) x
$$

then

$$
\begin{aligned}
(2 \pi i)^{-1} \int_{C(a, b)} F(z) d z= & (2 \pi i)^{-1} \\
& \cdot\left\{\int_{C(a, s)} F(z) d z+\int_{C(s, t)} F(z) d z+\int_{C(t, b)} F(z) d z\right\}
\end{aligned}
$$

The analyticity of $\hat{x}(z)$ inside and on $C(s, t)$ shows that the integral over this contour is zero so that by 1.11 (i) this equation can be written as

$$
\begin{aligned}
& (T-s I)^{n}(T-t I)^{n} K(a, b) x \\
& \quad=(T-t I)^{n}(T-b I)^{n} K(a, s) x+(T-a I)^{n}(T-s I)^{n} K(t, b) x
\end{aligned}
$$

Letting $s \rightarrow a+$ and using the closure of $(T-t I)^{n}(T-b I)^{n}$, by 0.4 , and the fact that $K(a, s) x \rightarrow 0$, by 1.12 , we get

$$
(T-a I)^{n}(T-t I)^{n} K(a, b) x=(T-a I)^{2 n} K(t, b) x
$$

The invertibility of $T-a I$ by 2.0 now yields $(T-a I)^{n} K(t, b) x=$ $(T-t I)^{n} K(a, b) x$. Letting $t \rightarrow b-$ and using the closure of $(T-a I)^{n}$ and the fact that $K(t, b) x \rightarrow 0$ we get $0=(T-b I)^{n} K(a, b) x$. Hence $K(a, b) x=0$ by the invertibility of $T-b I$, Q.E.D.
2.4 Lemma. A necessary and sufficient condition for

$$
\begin{equation*}
(T-a I)^{n}(T-b I)^{n} x=K(a, b) x \tag{*}
\end{equation*}
$$

is that $x$ be in $N(c, d)$ for each interval $(c, d)$ disjoint from $(a, b)$.
Proof. Let $x$ satisfy ( ${ }^{*}$ ). Apply $K(c, d)$ to this equation for any interval $(c, d)$ which is disjoint from $(a, b)$ and use 1.8 (ii) and 2.0 to get $K(c, d) x=0$.

Conversely, suppose $x$ satisfies the condition. Consider any approximating vector $I_{r} x$ to $x$ with $r>\max (|a|,|b|)$. Let $C_{1}=C(-r, a), C_{2}=C(a, b)$ and $C_{3}=C(b, r)$ be admissible contours in $C(-r, r)$. Then

$$
\begin{aligned}
(T-a I)^{n}(T & -b I)^{n} I_{r} x \\
& =(2 \pi i)^{-1} \int_{C(-r, r)}(z-a)^{n}(z-b)^{n}\left[1-(z / r)^{2}\right]^{n} R(z) x d z \\
& =\sum_{j=1}^{3}(2 \pi i)^{-1} \int_{C_{j}}(z-a)^{n}(z-b)^{n}\left[1-(z / r)^{2}\right]^{n} R(z) x d z \\
& =p(T) K(-r, a) x+\left(I-T^{2} / r^{2}\right)^{n} K(a, b) x+q(T) K(b, r) x
\end{aligned}
$$

where $p(T)$ and $q(T)$ are polynomials in $T$ by 1.11(i). By the assumption, $K(-r, a) x=K(b, r) x=0$ so that

$$
(T-a I)^{n}(T-b I)^{n} I_{r} x=\left(I-T^{2} / r^{2}\right)^{n} K(a, b) x
$$

Letting $r \rightarrow \infty$ and using the closure of $(T-a I)^{n}(T-b I)^{n}$ we get $(T-a I)^{n}(T-b I)^{n} x=K(a, b) x$, Q.E.D.
2.5 Theorem. $M(a, b)$ consists precisely of those vectors which satisfy equation ( ${ }^{*}$ ) of Lemma 2.4.

Proof. $x$ is in $M(a, b)$ if and only if $\rho(x) \supset(-\infty, a) \mathbf{u}(b, \infty)$. The result now follows from 2.3 and 2.4.
2.6 Corollary. $M(a, b)$ is a closed linear manifold which is invariant under $T$.

Proof. This follows from 1.4 and 1.6 , because any vector which satisfies $\left(^{*}\right)$ of 2.4 is in the domain of $T$.

These results imply the existence of (non-trivial) invariant subspaces for $T$. For a different proof in the case of a bounded operator see [2, Theorem 6].
2.7 Theorem. If $X \neq(0)$ then $T$ has non-trivial invariant subspaces.

Proof. We assume that $T$ has no eigenvalues, otherwise the eigenspaces of $T$ meet the requirements. If $T$ is an unbounded operator, then since $X \neq(0)$ and $X$ is the span of the manifolds $M(-r, r), r>0$ by 1.13 , it follows that at least one of the manifolds $M(a, b)$ is different from $X$ and (0). If $T$ is bounded we may assume that $\sigma(T)$ has only one component; for, otherwise, there are invariant spaces of the form $(2 \pi i)^{-1} \int_{C} R(z) X d z$ where $C$ is a con-
tour about one component which excludes the others. The problem thus is reduced to the case where $\sigma(T)=[a, b]$, a bounded interval. A straight-forward argument then shows that for any $c$ between $a$ and $b$ at least one of $M(a, c)$ and $M(c, b)$ is different from $X$ and (0).
2.8 Remark. "One-sided" improper integrals. Suppose $x$ is such that $(s, t) \subset \rho(x)$. Then for any $a$ and $b$ with $s<a<t<b$ the integral

$$
Y(a, b ; f)=\int_{C(a, b)} f(z)(z-b)^{n} R(z) x d z
$$

exists for any entire function $f$ and satisfies:
(i) $Y(a, b ; f)$ is independent of $a$ provided that $s<a<t$ and
(ii) $\sigma(Y(a, b ; f)) \subset[t, b]$.

Similarly, integrals of the form $\int_{C(a, b)} f(z)(z-a)^{n} R(z) x d z$ exist in the case where $a<s<b<t$ and have analogous properties (i') and (ii').
2.9 Lemma. $\quad N(a, b)=M(-\infty, a) \vee M(b, \infty)$.

Proof. If $x$ is in $N(a, b)$, then $(a, b) \subset \rho(x)$ by 2.3. Consider any approximating vector $I_{r} x$ to $x$ with $r>\max (|a|,|b|)$. Choose any $s$ and $t$ with $a<s<t<b$ and admissible contours $C_{1}=C(-r, s), C_{2}=C(s, t)$ and $C_{3}=C(t, r)$ which are in $C(-r, r)$. Then $I_{r} x=x_{1}+x_{2}+x_{3}$, where

$$
x_{j}=(2 \pi i)^{-1} \int_{C_{j}}\left[1-(z / r)^{2}\right]^{n} R(z) x d z
$$

Since $\hat{x}(z)$ is analytic inside and on $C_{2}, x_{2}=0$. By 2.8(ii) and (ii'), $\sigma\left(x_{1}\right) \subset$ $[-r, a]$ and $\sigma\left(x_{2}\right) \subset[b, r]$ so that $I_{r} x$ is in $M(-\infty, a)+M(b, \infty)$. Letting $r \rightarrow \infty$, we get $x$ is in $M(-\infty, a) \vee M(b, \infty)$ so that

$$
N(a, b) \subset M(-\infty, a) \vee M(b, \infty)
$$

For the reverse inclusion we show that $N(a, b)$ contains $M(-\infty, a)$ and $M(b, \infty)$. Let $x$ be in $M(-\infty, a)$ and consider any approximating vector $I_{r} x$ with $r>|a|$. As $\sigma\left(I_{r} x\right) \subset[-r, a]$ by 1.11 (iii), it follows from 2.3 that $K(a, b) I_{r} x=0$. By the continuity of $K(a, b)$ it follows that $K(a, b) x=0$ so that $N(a, b) \supset M(-\infty, a)$. Similarly, $N(a, b) \supset M(b, \infty)$, so that $N(a, b)$, by its closure, contains $M(-\infty, a) \vee M(b, \infty)$, Q.E.D.
2.10 Theorem. There exists a closed idempotent which has $M(a, b)$ as its range and $N(a, b)$ as its nullspace.

Proof. Define $E x=(T-a I)^{-n}(T-b I)^{-n} K(a, b) x$ for each $x$ for which this expression exists and let $D(E)$ denote the domain of $E$. Let $x$ be in $D(E)$ and let $y=E x$ so that $(T-a I)^{n}(T-b I)^{n} y=K(a, b) x$. Applying $K(a, b)$ to this and using 1.8(i) we get

$$
(T-a I)^{n}(T-b I)^{n} K(a, b) y=(T-a I)^{n}(T-b I)^{n} K(a, b) x
$$

so that by $2.0 K(a, b) y=K(a, b) x$. Hence

$$
(T-a I)^{-n}(T-b I)^{-n} K(a, b) y=y
$$

or $E y=y$, i.e., $E^{2} x=E x$, so that $E$ is an idempotent on $D(E) . \quad M(a, b)$ is the range of $E$, as $E x=x$ is equivalent to $\left(^{*}\right)$ of 2.4 and $N(a, b)$ is, clearly, the nullspace of $E$. The closure of $E$ follows from that of $M(a, b)$ and of the operator $(T-a I)^{n}(T-b I)^{n}$.
2.11 Lemma. If $a<b<c$, then $N(a, c)=N(a, b) \cap N(b, c)$.

Proof. Let $C(a, b)$ and $C(b, c)$ be admissible contours in $C(a, c)$ and let

$$
F(z)=(z-a)^{n}(z-b)^{n}(z-c)^{n} R(z)
$$

Then

$$
(2 \pi i)^{-1} \int_{C(a, c)} F(z) d z=(2 \pi i)^{-1} \int_{C(a, b)} F(z) d z+(2 \pi i)^{-1} \int_{C(b, c)} F(z) d z
$$

By 1.10 this equation can be written

$$
(T-b I)^{n} K(a, c)=(T-c I)^{n} K(a, b)+(T-a I)^{n} K(b, c)
$$

The assertion follows from this identity and from 2.3 and 2.0.
Since $M(a, b) \cap N(a, b)=(0)$, the sets $M(a, b)$ and $N(a, b)$ are candidates for quasi-complements in $X$. However, it seems difficult to show that their span is $X$ without making further assumptions, such as (1) $X$ is reflexive or (2) $T$ has a purely continuous spectrum. This section concludes with a result in case (1). Section 3 is concerned with obtaining the result in case (2).
2.12 Theorem. Let $X$ be reflexive and let $T$ and its adjoint $T^{*}$ have empty point spectrum. Then $M(a, b)$ and $N(a, b)$ are quasi-complements in $X$. Moreover, if $\cdots a_{j-1}<a_{j}<a_{j+1} \cdots$ is any partition of $(-\infty, \infty)$ with $+\infty$ and $-\infty$ as the only limit points of the $a_{j}$, then $X=\vee_{j} M\left(a_{j-1}, a_{j}\right)$.

Proof. Let $L^{*}(a, b)$ be the closure of the range and $N^{*}(a, b)$ be the nullspace of $K(a, b)^{*}$, the adjoint of $K(a, b)$. As $X$ is reflexive, $T^{*}$ has the same properties as $T$; viz., (i) $T^{*}$ is closed and densely defined in $X^{*}$, (ii) $T^{*}$ has a real (and eigenvalue-free) spectrum and (iii) its resolvent $R\left(z ; T^{*}\right)$ satisfies $\left(G_{n}\right)$, since $R\left(z ; T^{*}\right)=R(z ; T)^{*}$ and $R(z)=R(z ; T)$ is a bounded operator. Hence since $L(a, b) \cap N(a, b)=(0)$ by 2.10 and the fact that $L(a, b) \subset$ $M(a, b)$ it follows that $L^{*}(a, b) \cap N^{*}(a, b)=\left(0^{*}\right)$. Taking the orthogonal complement of this in $X$ we get $X$ is the span of $N(a, b)$ and $L(a, b)$ so that $X=N(a, b) \vee M(a, b)$. By 2.10 it follows that $M(a, b)$ and $N(a, b)$ are quasi-complements.

If $x$ is in $N\left(a_{j-1}, a_{j}\right)$ for every $j$, then $x=0$ by 2.3 and 2.1. Thus $\cap_{j} N^{*}\left(a_{j-1}, a_{j}\right)=\left(0^{*}\right)$ by symmetry in $X^{*}$. Taking orthogonal complements in $X$ we get $\vee_{j} L\left(a_{j-1}, a_{j}\right)=X$ so that $\vee_{j} M\left(a_{j-1}, a_{j}\right)=X$, Q.E.D.

## Section 3. Assumption that $T$ has a purely continuous spectrum; the "resolution of the identity" for $T$

3.0. Throughout this section we will assume, in addition to its other properties, that $T$ has a pure continuous spectrum.

This will guarantee that certain direct sums will be dense in $X$. For convenience, we use the following notation: let $D_{0}=X, D_{1}=D(T)$ and inductively for $k>1$,

$$
D_{k}=\left\{x: x, T x, \cdots, T^{k-1} x \text { are in } D(T)\right\}
$$

The lemma which follows is a direct consequence of 0.3 and induction on $m$. In fact, the asserted set inclusion can be replaced by an equality.
3.1 Lemma. If $z$ is non-real, then $R(z) D_{m} \subset D_{m+1}, m=0,1,2, \cdots$.
3.2 Lemma. The set $\left(T-a_{1} I\right)\left(T-a_{2} I\right) \cdots\left(T-a_{m} I\right) D_{m}$ is dense in $X$ for any real numbers $a_{1}, a_{2}, \cdots, a_{m}$.

Proof. Introduce the "Cayley transform" operator defined by

$$
V=(i I-T)(i I+T)^{-1}=(T-i I) R(-i)
$$

Since $V$ is closed and has $X$ as domain, it is bounded. If

$$
k_{j}=\left(i-a_{j}\right)\left(i+a_{j}\right)^{-1}
$$

then a computation yields $V-k_{j} I=\left(1+k_{j}\right)\left(T-a_{j} I\right) R(-i)$. By assumption $T$ has only continuous spectrum, hence $\left(V-k_{j}\right) X=\left(T-a_{j} I\right) D_{1}$ is dense in $X$. An induction argument and 3.1 complete the proof.
3.3 Theorem. The manifolds $M(-\infty, a)$ and $M(a, \infty)$ are quasi-complements in $X$, for each real $a$.

Proof. By 2.1, $M(-\infty, a) \cap M(a, \infty)=(0)$. Let $D^{\prime}=(T-a I)^{n} D_{n}$ and let $D^{\prime \prime}$ be the set of all vectors $y$ of the form

$$
y=(T-a I)^{n} I_{r} x=(2 \pi i)^{-1} \int_{c(-r, r)}(z-a)^{n}\left[1-(z / r)^{2}\right]^{n} R(z) x d z
$$

for all $x$ in $X$ and positive $r$. By 3.2, $D^{\prime}$ is dense in $X$. By 1.21, the elements of $D^{\prime}$ are approximable by vectors in $D^{\prime \prime}$, so that $D^{\prime \prime}$ is dense in $X$. We will be finished if we show that each element of $D^{\prime \prime}$ is in $M(-\infty, a)+M(a, \infty)$. For this let $y=(T-a I)^{n} I_{r} x$ be a vector in $D^{\prime \prime}$. If $r \leq a$, then

$$
\sigma(x) \subset[-r, r] \subset[-r, a]
$$

so that $y$ is in $M(-\infty, a)$. If $-r \geq a$, then $\sigma(x) \subset[a, r]$, so that $y$ is in $M(a, \infty)$. Finally if $-r<a<r$, then $y=y^{\prime}+y^{\prime \prime}$ where

$$
y^{\prime}=(2 \pi i)^{-1} \int(z-a)^{n}\left[1-(z / r)^{2}\right]^{n} R(z) x d z
$$

is in $M(-\infty, a)$ and

$$
y^{\prime \prime}=(2 \pi i)^{-1} \int(z-a)^{n}\left[1-(z / r)^{2}\right]^{n} R(z) x d z
$$

is in $M(a, \infty)$, the integrals being taken over admissible contours $C(-r, a)$ and $C(a, r)$, resp., in $C(-r, r)$. Hence

$$
X=\mathrm{Cl}\left(D^{\prime \prime}\right)=M(-\infty, a) \vee M(a, \infty)
$$

3.4 Remark. By 3.3, there exists a closed projection $E(a)$ which has $M(-\infty, a)$ as range and $M(a, \infty)$ as nullspace. We call the family

$$
\{E(t):-\infty<t<\infty\}
$$

so obtained the resolution of the identity for $T$. Let $M(E)$ denote the range and $N(E)$ the nullspace of any projection $E$. The family satisfies:
(1) if $s<t$ then $E(s) \leq E(t)$; i.e., $M(E(s)) \subset M(E(t))$ and $N(E(s)$ $\supset N(E(t))$,
(2) any bounded linear operator which commutes with $T$ commutes with each projection of the family and
(3) $\lim _{t \rightarrow \infty} E(t) x=x$ and $\lim _{t \rightarrow-\infty} E(t)=0$, for a dense set of vectors. The first assertion is obvious. The second follows from 1.3. For (3), let $x$ have bounded spectrum, say $\sigma(x) \subset[a, b]$. Then $x$ is in $M(-\infty, t)$ for all $t \geq b$ and $x$ is in $M(s, \infty)$ for all $s \leq a$. Hence (3) holds (at least) on the dense set of vectors with compact spectra.

Theorem 3.3 has the following generalization.
3.5 Theorem. Let $\left\{a_{1}, a_{2}, \cdots, a_{m}\right\}$ be any set of real numbers with $a_{j-1}<a_{j}$. Then

$$
(0)=M\left(-\infty, a_{1}\right) \cap M\left(a_{1}, a_{2}\right) \cap \cdots \cap M\left(a_{m}, \infty\right)
$$

and

$$
X=M\left(-\infty, a_{1}\right) \vee M\left(a_{1}, a_{2}\right) \vee \cdots \vee M\left(a_{m-1}, a_{m}\right) \vee M\left(a_{m}, \infty\right)
$$

Proof. Let

$$
D^{\prime}=\left(T-a_{1} I\right)^{n}\left(T-a_{2} I\right)^{n} \cdots\left(T-a_{m} I\right)^{n} D_{m n}
$$

and let $D^{\prime \prime}$ be the set of all vectors of the form

$$
y=\left(T-a_{1} I\right)^{n} \cdots\left(T-a_{m} I\right)^{n} I_{r} x
$$

for $x$ in $X, r>0$, and then proceed as in the proof of 3.3 .
3.6 Corollary. If $a<b$, then $M(a, b)$ and $N(a, b)$ are quasi-complements in $X$.

Proof. $\quad X=M(a, b) \vee(M(-\infty, a) \vee M(b, \infty))=M(a, b) \vee N(a, b)$ by 3.5 and 2.9 , while $(0)=M(a, b) \cap N(a, b)$ by 2.10 .

This shows that the closed indempotent $E=E(a, b)$ introduced in (the proof of) 2.10 is a projection. The next result shows the relation of $E(a, b)$ to the spectral family of 3.4.
3.7 Theorem. If $a<b$, then $E(b)-E(a)$ is a densely defined idempotent which has $M(a, b)$ as its range, $M(-\infty, a)+M(b, \infty)$ as its nullspace and $E(a, b)$ as its closure.

Proof. If $P$ and $Q$ are idempotents such that $P \leq Q$ (i.e., such that $M(P) \subset M(Q)$ and $N(P) \supset N(Q))$ then $Q-P$ is an idempotent which has $M(Q) \cap N(P)$ as range and $M(P)+N(Q)$ as nullspace. Hence $E(b)-E(a)$ is an idempotent with $M(-\infty, b) \cap M(a, \infty)=M(a, b)$ as range and $M(-\infty, a)+M(b, \infty)$ as nullspace. The proof of 3.6 shows that $E(b)-E(a)$ has a dense domain. Thus taking closures in the relation $E(b)-E(a) \subseteq E(a, b)$, we get $[E(b)-E(a)]=E(a, b)$.
3.8 Corollary. The projections $E(t)$ are pairwise densely defined.
3.9 Remark. More generally, any finite subset of $\{E(t):-\infty<t<\infty\}$ has a common dense domain. For, suppose $t_{1}<t_{2}<\cdots<t_{m}$ and let $D=\bigcap_{j=1}^{m} D\left(E\left(t_{j}\right)\right)$. Let $x$ be any vector of the form $x=\sum_{j=0}^{m} x_{j}$ with $x_{0}$ in $M\left(-\infty, t_{1}\right), x_{m}$ in $M\left(t_{m}, \infty\right)$ and $x_{j}$ in $M\left(t_{j}, t_{j+1}\right)$ for $j \neq 0, m$. Then each $x_{j}$ is in $D$ and $E\left(t_{k}\right) x_{j}$ is 0 for $k<j$ and is $x_{j}$ for $k \geq j$. Thus

$$
M\left(-\infty, t_{1}\right)+M\left(t_{1}, t_{2}\right)+\cdots+M\left(t_{m}, \infty\right)
$$

is contained in $D$ and hence $D$ is dense in $X$ by 3.5.
The family $\{E(t):-\infty<t<\infty\}$ is seen to have many of the properties of the classical resolution of the identity for a self-adjoint transformation in a Hilbert space. The results above could now be used to obtain the integral representation of such a transformation in the case of a pure continuous spectrum. The details are given in the author's dissertation.

## References

1. W. G. Bade, An operational calculus for operators with spectrum in a strip, Pacific J. Math., vol. 3 (1953), pp. 257-290.
2. R. G. Bartle, Spectral localization of operators in Banach spaces, Math. Ann., vol. 153 (1964), pp. 261-269.
3. N. Dunford, Spectral theory II. Resolutions of the identity, Pacific J. Math., vol. 2 (1952), pp. 559-614.
4. -- Spectral operators, Pacific J. Math., vol. 4 (1954), pp. 321-354.
5.     - A survey of the theory of spectral operators, Bull. Amer. Math. Soc., vol. 64 (1958), pp. 217-274.
6. N. Dunford and J. T. Schwartz, Linear operators, Part I, New York, Interscience, 1958.
7. G. K. Leaf, A spectral theory for class of linear operators, Pacific J. Math., vol. 13 (1963), pp. 141-155.
8. E. R. Lorch, The integral representation of weakly almost-periodic transformations in reflexive vector spaces, Trans. Amer. Math. Soc., vol. 49 (1941), pp. 18-40.
9. __ Return to the self-adjoint transformation, Acta Sci. Szeged., vol. 12B (1950), pp. 137-144.
10. F. J. Murray, Quasi complements and closed projections in reflexive Banach spaces, Trans. Amer. Math. Soc., vol. 58 (1945), pp. 77-95.
11. R. C. Sine, Spectral decomposition of a class of operators, Pacific J. Math., vol. 14 (1964), pp. 333-351.
12. A. E. Taylor, Introduction to functional analysis, New York, Wiley, 1958.
13. F. Wolf, Operators in Banach spaces which admit a generalized spectral decomposition, Nederl. Akad. Wetensch. Indag. Math., vol. 19 (1957), pp. 302-311.

## Stevens Institute of Technology <br> Hoboken, New Jersey


[^0]:    Received June 21, 1965.
    ${ }^{1}$ This paper is part of the author's dissertation submitted to Columbia University, written under the supervision of Professor E. R. Lorch.

