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## 1. Introduction

Let $X=(X,\|\cdot\|)$ be a normed linear space, $\mathscr{K}$ a subset of $X$ and $X_{n}$ an $n$-dimensional linear subspace of $X$. The Kolmogorov $n$-width of $\mathscr{K}$ relative to $X$ is defined by

$$
d_{n}(\mathscr{K} ; X)=d_{n}(\mathscr{K})=\inf _{X_{n}} \sup _{x \in \mathscr{K}} \inf _{y \in X_{n}}\|x-y\| .
$$

$X_{n}$ is called an optimal subspace for $\mathscr{K}$ provided that

$$
d_{n}(\mathscr{K})=\sup _{x \in \mathscr{K}} \inf _{y \in X_{n}}\|x-y\| .
$$

This concept of $n$-width was introduced by Kolmogorov in [8] and in his paper he finds the exact value of the $n$-width for

$$
\begin{aligned}
& W^{2, r}[0,1]=\left\{f: f^{(r-1)} \text { abs. cont. on }(0,1),\left\|f^{(r)}\right\| \leq 1\right\} \\
&\left(\|\cdot\|=L^{2} \text { norm on }[0,1]\right) .
\end{aligned}
$$

Roughly speaking Kolmogorov showed that the $n$-width corresponds to the $n$th eigenvalue of a boundary value problem and an optimal subspace is spanned by the first $n$ eigenfunctions. Kolmogorov claimed that $W^{2, r}[0,1]$ has a unique optimal subspace and as late as Tihomirov [13] this error was overlooked. It was first observed to be false by Karlovitz in [4] while in Ioffe and Tihomirov [2] it is conjectured that $W^{2, r}[0,1]$ has an optimal spline subspace.

Subsequently, Karlovitz [5] explored the question of nonuniqueness of optimal subspaces in a general setting. The related question for min max and max min characterization of eigenvalues has been treated in Weinstein and Stenger's book [17].

A main goal of this paper is to prove that $W^{2, r}$ admits, for all $r$, optimal spline subspaces. There are in fact two; one of degree $r-1$ and another of degree $2 r-1$.

Before stating exactly our result for $W^{2, r}$ we wish to point out that an effort

[^0]has been made to present this result in as general a setting as we are aware that it applies. A large portion of the paper deals with this general point of view via the notion of oscillation kernel. The importance of this concept to integral equations and Sturm-Liouville differential equations is the subject of the book [1]. Our results for $W^{2, r}$ follow below.

The eigenvalue problem

$$
\begin{equation*}
(-1)^{r} y^{(2 r)}(x)=\mu y(x), \quad y^{(i)}(0)=y^{(i)}(1)=0, i=0,1, \ldots, r-1 \tag{1.1}
\end{equation*}
$$

has positive simple eigenvalues $0<\mu_{1, r}<\mu_{2, r}<\cdots<\mu_{n+1, r}<\cdots$ and a corresponding set of complete orthonormal eigenfunctions, $y_{1, r}(x), y_{2, r}(x), \ldots$, $y_{n+1, r}(x), \ldots$ The function $y_{n+1, r}(x)$ has exactly $n$ simple zeros in $(0,1)$, given by

$$
0<\xi_{1, r}<\xi_{2, r}<\cdots<\xi_{n, r}<1
$$

and its $r$ th derivative $y_{n+1, r}^{(r)}$ has exactly $N=n+r$ zeros in $(0,1)$,

$$
0<\eta_{1, r}<\eta_{2, r}<\cdots<\eta_{n+r, r}<1 .
$$

The $n$-width of $W^{2, r}[0,1]$ is given by

$$
d_{n}\left(W^{2, r}[0,1] ; L^{2}[0,1]\right)= \begin{cases}\infty, & n<r \\ \mu_{n-r+1, r}^{-1 / 2}, & n \geq r\end{cases}
$$

and the space of spline functions of degree $r-1$ with knots at $\xi_{1, r}, \ldots, \xi_{n, r}$,

$$
X_{n+r}^{1}=\left[1, x, \ldots, x^{r-1},\left(x-\xi_{1, r}\right)_{+}^{r-1}, \ldots,\left(x-\xi_{n, r} r_{+}^{r-1}\right]\right.
$$

is an optimal subspace for the $(n+r)$-width of $W^{2, r}[0,1]\left(x_{+}^{r-1}=x^{r-1}, x \geq 0\right.$, zero otherwise, and $\left[f_{1}, \ldots, f_{m}\right]=$ linear space spanned by $\left.f_{1}, \ldots, f_{m}\right)$. Furthermore, interpolation of $f \in W^{2, r}[0,1]$ at $\eta_{1, r}, \ldots, \eta_{n+r, r}$ by an element in $X_{n+r}^{1}$ is an optimal method of approximating $W^{2, r}[0,1]$.

In addition, the space of natural splines,

$$
\begin{aligned}
X_{N}^{2}=\left\{S \in \left[1, x, \ldots, x^{2 r-1},\left(x-\eta_{1, r}\right)_{+}^{2 r-1}\right.\right. & \left., \ldots,\left(x-\eta_{n+r, r}\right)_{+}^{2 r-1}\right]
\end{aligned},\left\{\begin{array}{l} 
\\
\\
\left.S^{(i)}(0)=S^{(i)}(1)=0, i=r, \ldots, 2 r-1\right\}
\end{array}\right.
$$

is an optimal subspace for the $(n+r)$-width of $W^{2, r}[0,1]$ and interpolation at $\eta_{1, r}, \ldots, \eta_{n+r, r}$ is an optimal method of approximating $W^{2, r}[0,1]$.

We also include in Section 4 a matrix formulation of our results on totally positive integral operators, as well as in Section 3 the computation of $n$-widths under restricted approximation.

This latter problem allows us to answer the following question of optimal estimation.

Given $f$ in a certain set and sampled function values $f\left(x_{1}\right), \ldots, f\left(x_{s}\right)$, where is the best place to sample $f$ at $n$ additional places to obtain the most information about it?

Some of the results presented here were announced in [10].

## 2. Statement of problem

Let $H$ denote the Hilbert space of real-valued, square-summable functions on $[0,1]$. We denote the norm and inner product on $H$ by

$$
\|f\|^{2}=(f, f), \quad(f, g)=\int_{0}^{1} f(t) g(t) d t
$$

respectively.
Let $K(x, y)$ be a continuous function on $[0,1] \times[0,1]$ and define

$$
\mathscr{K}=\left\{\int_{0}^{1} K(x, y) h(y) d y:\|h\| \leq 1\right\} .
$$

$\mathscr{K}$ is the image of the unit ball in $H$ under the completely continuous operator

$$
(K h)(x)=\int_{0}^{1} K(x, y) h(y) d y
$$

Whenever $T$ is an integral operator on $H$ we will use the notation $T(x, y)$ for the kernel of $T$. Thus the adjoint of $K$ which we denote by $K^{*}$ has a kernel given by $K^{*}(x, y)=K(y, x)$. We will be frequently concerned with the combinations $K^{*} K$ and $K K^{*}$. These operators have as kernels

$$
\left(K^{*} K\right)(x, y)=(K(\cdot, x), K(\cdot, y)) \quad \text { and } \quad\left(K K^{*}\right)(x, y)=(K(x, \cdot), K(y, \cdot)) .
$$

$K^{*} K$ is a completely continuous positive semi-definite symmetric operator with eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n} \geq \cdots \geq 0$, and corresponding orthonormal eigenfunctions,

$$
\begin{equation*}
K^{*} K \phi_{n}=\lambda_{n} \phi_{n}, \quad\left(\phi_{n}, \phi_{m}\right)=\delta_{n, m}, m, n=1,2, \ldots \tag{2.1}
\end{equation*}
$$

In addition, we define $\psi_{n}=K \phi_{n}$ and observe that

$$
\begin{equation*}
K K^{*} \psi_{n}=\lambda_{n} \psi_{n}, \quad\left(\psi_{n}, \psi_{m}\right)=\lambda_{n} \delta_{n m}, n, m=1,2, \ldots \tag{2.2}
\end{equation*}
$$

The following theorem is a familiar result for the Kolmogorov $n$-width of $\mathscr{K}$; see Shapiro [16, p. 188].

Theorem 2.1. $\quad d_{n}(\mathscr{K} ; H)=\lambda_{n+1}^{1 / 2}$ and $X_{n}^{0}=\left[\psi_{1}, \ldots, \psi_{n}\right]$, the linear subspace spanned by $\psi_{1}, \ldots, \psi_{n}$, is an optimal subspace for $\mathscr{K}$.

To comment further on this interesting result we require the following idea. A continuous kernel $K$ is said to be totally positive provided that the Fredholm determinant

$$
K\binom{x_{1}, \ldots, x_{n}}{y_{1}, \ldots, y_{n}}=\operatorname{det}_{i, j=1, \ldots, n}\left|K\left(x_{i}, y_{j}\right)\right|
$$

is nonnegative for all $0 \leq x_{1}<\cdots<x_{n} \leq 1,0 \leq y_{1}<\cdots<y_{n} \leq 1, n=1,2, \cdots$

The following theorem of Kellogg [6], [7] gives useful information about the spectrum of a totally positive symmetric kernel (see Gantmacher and Krein [1] for various important extensions and applications of Kellogg's theorem).

Theorem 2.2. Let $K(x, y)$ be a totally positive symmetric kernel such that

$$
K\binom{x_{1}, \ldots, x_{n}}{x_{1}, \ldots, x_{n}}>0, \quad 0<x_{1}<\cdots<x_{n}<1
$$

Then all the eigenvalues of $K$ are positive and simple, $\lambda_{1}>\lambda_{2}>\cdots>\lambda_{n}>$ $\cdots>0$, and the corresponding orthonormal eigenfunctions $K u_{n}=\lambda_{n} u_{n}, n=1$, $2, \ldots$, form a Markov system on ( 0,1 ), that is,

$$
U\binom{1, \ldots, n}{x_{1}, \ldots, x_{n}}=\operatorname{det}\left|u_{i}\left(x_{j}\right)\right|>0, \quad 0<x_{1}<\cdots<x_{n}<1, n=1,2, \ldots
$$

Consequently, the $(n+1)$ st eigenfunction $u_{n+1}$ has exactly $n$ simple zeros in $(0,1)$.

We will call a totally positive kernel nondegenerate if

$$
\operatorname{dim}\left[K\left(x_{1}, \cdot\right), \ldots, K\left(x_{n}, \cdot\right)\right]=\operatorname{dim}\left[K\left(\cdot, x_{1}\right), \ldots, K\left(\cdot, x_{n}\right)\right]=n
$$

for all $0<x_{1}<\cdots<x_{n}<1, n=1,2, \ldots$
Lemma 2.1. If $K$ is a nondegenerate totally positive kernel then the functions $\phi_{n+1}$ and $\psi_{n+1}$, defined above have exactly $n$ simple zeros in $(0,1)$,

$$
\begin{gathered}
\phi_{n+1}\left(\xi_{j}\right)=\psi_{n+1}\left(\eta_{j}\right)=0, \quad j=1,2, \ldots, n \\
0<\xi_{1}<\cdots<\xi_{n}<1, \quad 0<\eta_{1}<\cdots<\eta_{n}<1 .
\end{gathered}
$$

Proof. This lemma is an immediate consequence of Theorem 2.2. We argue as follows: The basic composition formula [3, p. 17] applied to $K^{*} K$ gives

$$
\left(K^{*} K\right)\binom{x_{1}, \ldots, x_{n}}{y_{1}, \ldots, y_{n}}=\int_{0}^{1} \cdots \int_{0}^{1} K\binom{\sigma_{1}, \ldots, \sigma_{n}}{x_{1}, \ldots, x_{n}} K\binom{\sigma_{1}, \ldots, \sigma_{n}}{y_{1}, \ldots, y_{n}} d \sigma_{1} \cdots d \sigma_{n}
$$

Thus $K^{*} K$ satisfies the hypothesis of Theorem 2.2 and consequently $\phi_{n+1}$ has exactly $n$ simple zeros in $(0,1)$. Similarly, $K K^{*}$ satisfies the hypothesis of Theorem 2.2 and thus $\psi_{n+1}$ also has $n$ simple zeros. We may now prove:

Theorem 2.3. Let $K$ be a nondegenerate totally positive kernel. Then

$$
X_{n}^{0}=\left[\psi_{1}, \ldots, \psi_{n}\right], \quad X_{n}^{1}=\left[K\left(\cdot, \xi_{1}\right), \ldots, K\left(\cdot, \xi_{n}\right)\right],
$$

and

$$
X_{n}^{2}=\left[\left(K K^{*}\right)\left(\cdot, \eta_{1}\right), \ldots,\left(K K^{*}\right)\left(\cdot, \eta_{n}\right)\right]
$$

are optimal subspaces for $\mathscr{K}$.
Proof. We begin by showing that $X_{n}^{1}$ is an optimal subspace for $\mathscr{K}$. Let $P$ be the orthogonal projection of $H$ onto $X_{n}^{1}$. Then

$$
\delta\left(\mathscr{K} ; X_{n}^{1}\right)=\|K-P K\|=\sup _{\|h\| \leq 1}\|K h-P K h\|
$$

and hence $\delta\left(\mathscr{K} ; X_{n}^{1}\right)^{2}$ is the largest eigenvalue of the operator $T=K^{*}(I-P) K$. An easy calculation shows that the kernel of $T$ is given by

$$
T(x, y)=\frac{\left(K^{*} K\right)\binom{x, \xi_{1}, \ldots, \xi_{n}}{y, \xi_{1}, \ldots, \xi_{n}}}{\left(K^{*} K\right)\binom{\xi_{1}, \ldots, \xi_{n}}{\xi_{1}, \ldots, \xi_{n}}}
$$

We begin the proof by demonstrating that $\lambda_{n+1}$ is an eigenvalue of $T$. To this end, observe that for any $h \in H$ such that $\left(K^{*} h\right)\left(\xi_{i}\right)=0, i=1, \ldots, n$, then necessarily $P h \equiv 0$. Therefore, because $K^{*}\left(K \phi_{n+1}\right)\left(\xi_{i}\right)=\lambda_{n+1} \phi_{n+1}\left(\xi_{i}\right)=0$, $i=1, \ldots, n$,

$$
T \phi_{n+1}=K^{*}\left(K \phi_{n+1}-P K \phi_{n+1}\right)=K^{*} K \phi_{n+1}=\lambda_{n+1} \phi_{n+1}
$$

Now, to show that $\lambda_{n+1}$ is the largest eigenvalue of $T$ we define $T_{0}(x, y)=$ $|T(x, y)|$. Then $T_{0}(x, y)=\operatorname{sgn} \phi_{n+1}(x) \operatorname{sgn} \phi_{n+1}(y) T(x, y)$ is a symmetric nonnegative kernel with a nonnegative eigenfunction $\left|\phi_{n+1}(x)\right|$ and corresponding eigenvalue $\lambda_{n+1}$. Since $T_{0}$ has a nonnegative eigenfunction it is a familiar result that the corresponding eigenvalue must be the largest eigenvalue of $T_{0}$. Let us give the easy proof of this fact.

Suppose $\lambda$ is the largest eigenvalue for $T_{0}$ and $f(x)$ the corresponding eigenfunction. Then $\lambda|f(x)| \leq T_{0}(|f|)(x), x \in[0,1]$, and therefore

$$
\begin{aligned}
& \lambda\left(|f|,\left|\phi_{n+1}\right|\right) \\
& \left.\leq\left(T_{0}(|f|),\left|\phi_{n+1}\right|\right)=\left(|f|, T_{0}\left(\left|\phi_{n+1}\right|\right)\right)=\lambda_{n+1}\left(|f|,\left|\phi_{n+1}\right|\right)\right)
\end{aligned}
$$

Since $\left(|f|,\left|\phi_{n+1}\right|\right)>0$ we conclude that $\lambda \leq \lambda_{n+1}$. But we also have by the definition of $\lambda$ that $\lambda_{n+1} \leq \lambda$. Thus $\lambda=\lambda_{n+1}$. We conclude that $\|K-P K\|=\lambda_{n+1}^{1 / 2}$ and $X_{n}^{1}$ is an optimal subspace for $\mathscr{K}$.

Let us now prove the optimality of $X_{n}^{2}$. Suppose now, $Q$ represents the orthogonal projection of $H$ onto the subspace $\left[K\left(\eta_{1}, \cdot\right), \ldots, K\left(\eta_{n}, \cdot\right)\right]$. Thus the operator $K Q$ takes $H$ onto $X_{n}^{2}$ and $\delta\left(\mathscr{K} ; X_{n}^{2}\right) \leq\|K-K Q\|=\left\|K^{*}-Q K^{*}\right\|$. Now, using our previous arguments (replace $K$ by $K^{*}$ ) we conclude that $\left\|K^{*}-Q K^{*}\right\|=\lambda_{n+1}^{1 / 2}$. Thus $X_{n}^{2}$ is also an optimal subspace for $\mathscr{K}$ and the proof is complete.

Below we give some examples of Theorem 2.3. The $n$-width in $L^{\infty}[0,1]$ for our first example was computed in [11].

Example 2.1. Given any nonnegative real numbers $t_{1}, \ldots, t_{m}$ we define a polynomial of degree $r=2 m$ by $q_{r}(x)=\prod_{j=1}^{m}\left(x^{2}-t_{j}^{2}\right)$. Let $D=d / d x$ and consider the set
$\mathscr{D}_{2}=\left\{f: f^{(r-1)}\right.$ abs. cont. on $(0,1), f^{(r)} \in L^{2}[0,1], f^{(2 k)}(0)=f^{(2 k)}(1)=0$,

$$
\left.k=0,1, \ldots, m-1,\left\|q_{r}(D) f\right\| \leq 1\right\} .
$$

Then $\mathscr{D}_{2}=\mathscr{K}$ where $K(x, y)$ is the Green's function for the differential operator

$$
\prod_{j=1}^{m}\left(\frac{d^{2}}{d x^{2}}-t_{j}^{2}\right) f=0, \quad f^{(2 k)}(0)=f^{(2 k)}(1)=0, k=0,1, \ldots, m-1
$$

It may be verified that

$$
K(x, y)=2 \sum_{k=1}^{\infty} \frac{\sin k \pi x \sin k \pi y}{q_{r}(i k \pi)}
$$

and $(-1)^{m} K(x, y)$ is a nondegenerate totally positive kernel [11].
The kernel $K$ is symmetric with eigenvalues $q_{r}^{-1}(i k \pi), k=1,2, \ldots$, and corresponding eigenfunctions $\sin k \pi x, k=1,2, \ldots$. Hence according to Theorem 2.3,

$$
\begin{aligned}
& X_{n}^{0}=\left\{\sum_{j=1}^{n} a_{j} \sin j \pi x:\left(a_{1}, \ldots, a_{n}\right) \in R^{n}\right\}, \\
& X_{n}^{1}=\left\{\sum_{j=1}^{n} a_{j} K\left(x, \frac{j}{n+1}\right):\left(a_{1}, \ldots, a_{n}\right) \in R^{n}\right\}
\end{aligned}
$$

and

$$
X_{n}^{2}=\left\{\sum_{j=1}^{n} a_{j} G\left(x, \frac{j}{n+1}\right):\left(a_{1}, \ldots, a_{n}\right) \in R^{n}\right\}
$$

where $G(x, y)=(K(x, \cdot), K(\cdot, y))=\left(K^{2}\right)(x, y)$ are optimal subspaces for $\mathscr{D}_{2}$. Note that $X_{n}^{1}$ is a subspace of (generalized) periodic spline functions of order $r$ while $X_{n}^{2}$ is a subspace, of (generalized) spline functions of order $2 r$. In [11], it was shown that $X_{n}^{1}$ is also an optimal subspace for

$$
\mathscr{D}_{\infty}=\left\{\int_{0}^{1} K(x, y) h(y) d y: h \in L^{\infty}[0,1], \underset{0 \leq x \leq 1}{e \operatorname{ess} \sup }|h(x)| \leq 1\right\}
$$

in $L^{\infty}[0,1]$. We conjecture that this fact persists for all $L^{p}[0,1], 1 \leq p \leq \infty$.
Example 2.2 (Nondegenerate cyclic Pòlya frequency functions). This example is not quite covered by Theorem 2.3, however, the method of proof is nevertheless applicable.

Here we deal with the convolution operator

$$
\left(K_{\phi} h\right)(x)=\int_{0}^{1} \phi(x-y) h(y) d y
$$

where $\phi, h$ are in $H$ and are both periodic with period one. We denote this class of functions by $H_{1}$.

We cannot expect that the even Fredholm minors of $K_{\phi}(x, y)=\phi(x-y)$ are always nonnegative since

$$
K_{\phi}\binom{x_{1}, \ldots, x_{2 n}}{y_{1}, \ldots, y_{2 n}}=-K_{\phi}\binom{x_{2}, \ldots, x_{2 n}, 1+x_{1}}{y_{1}, \ldots, y_{2 n-1}, y_{2 n}} .
$$

However, for the class of cyclic totally positive functions $\phi$, that is, those functions for which the odd order Fredholm minors of $K_{\phi}$ are nonnegative, it is possible to produce an analog of Theorem 2.3. For a discussion of cyclic totally positive functions see [ 3 , Chapter 9]. When speaking about the cyclic totally positive function $\phi(x)$ we also require, as before, that the kernel $K_{\phi}(x, y)=$ $\phi(x-y)$ satisfies the nondegeneracy hypothesis,

$$
\operatorname{dim}\left[K_{\phi}\left(x_{1}, \cdot\right), \ldots, K_{\phi}\left(x_{n}, \cdot\right)\right]=\operatorname{dim}\left[K_{\phi}\left(\cdot, x_{1}\right), \ldots, K_{\phi}\left(\cdot, x_{n}\right)\right]=n
$$

for all $0 \leq x_{1}<\cdots<x_{n}<1, n=1,2, \ldots$.
Returning to the proof of Theorem 2.3 we can readily see that to identify optimal subspaces for the $n$-width we only need to know that the $(n+1)$ st Fredholm minors of $K$ are nonnegative and, of course, that the $(n+1)$ st eigenfunction of $K^{*} K$ has exactly $n$ simple zeros. Keeping these facts in mind we have the following results for the convolution operator $K_{\phi}$.

First, observe that all the eigenvalues of $K_{\phi}^{*} K_{\phi}$ have double multiplicity, except for the largest. In fact, if $\hat{\phi}(n)=\int_{0}^{1} \phi(y) e^{2 \pi i n y} d y$ then

$$
\lambda_{1}=|\hat{\phi}(0)|^{2}, \quad \lambda_{2 n}=\lambda_{2 n+1}=|\hat{\phi}(n)|^{2}, n=1,2, \ldots
$$

and the corresponding eigenfunctions are

$$
\phi_{1}(x)=1, \quad\left\{\phi_{2 n}(x), \phi_{2 n+1}(x)\right\}=\left\{\frac{1}{\sqrt{ } 2} \sin 2 \pi n x, \frac{1}{\sqrt{ } 2} \cos 2 \pi n x\right\}, n=1, \ldots
$$

(we may choose $\phi_{2 n}(x)$ to be either $1 / \sqrt{ } 2 \sin 2 \pi n x$ or $1 / \sqrt{ } 2 \cos 2 \pi n x$ ). Hence for $n \geq 1$,

$$
d_{2 n-1}\left(\mathscr{K}_{\phi} ; H_{1}\right)=d_{2 n}\left(K_{\phi} ; H_{1}\right)=|\hat{\phi}(n)|,
$$

and

$$
T_{2 n-1}=[1, \sin 2 \pi x, \cos 2 \pi x, \ldots, \sin 2 \pi(n-1) x, \cos 2 \pi(n-1) x]
$$

is an optimal subspace for the $2 n-1$ width of $\mathscr{K}_{\phi}$, while

$$
\begin{aligned}
X_{2 n}^{0}= & {[1, \sin 2 \pi x, \cos 2 \pi x, \ldots, \sin 2 \pi(n-1) x, \cos 2 \pi(n-1) x, \cos 2 \pi n x] } \\
& \text { or }=[1, \sin 2 \pi x, \cos 2 \pi x, \ldots, \sin 2 \pi(n-1) x, \cos 2 \pi(n-1) x, \sin 2 \pi n x]
\end{aligned}
$$

are optimal $2 n$-dimensional subspaces.

Since the $2 n+1$-eigenfunction $\sin 2 \pi n(x-\alpha)$ has $2 n$ simple zeros at $\alpha+j / 2 n, j=0,1, \ldots, 2 n-1$, for $0 \leq \alpha<1 / 2 n$ we conclude by the methods employed in Theorem 2.3 that

$$
\begin{aligned}
& \quad X_{2 n}^{1}=\left[\phi(\cdot-\alpha), \ldots, \phi\left(\cdot-\alpha-\frac{2 n-1}{2 n}\right)\right] \\
& \text { and } X_{2 n}^{2}=\left[F(\cdot-\alpha), \ldots, F\left(\cdot-\alpha-\frac{2 n-1}{2 n}\right)\right] \\
& \quad F(x)=\int_{0}^{1} \phi(t) \phi(x+t) d t
\end{aligned}
$$

and optimal subspaces for all $\alpha, 0 \leq \alpha<1 / 2 n$.
Let us again return to the proof of Theorem 2.3 and observe that the method of approximation for the subspace $X_{n}^{2}$ is interpolation of $K h$ at $\eta_{1}, \ldots, \eta_{n}$ by elements of $X_{n}^{2}$. This fact is a consequence of the orthogonality conditions which determine $Q h$, the orthogonal projection of $h$ onto $\left[K\left(\eta_{1}, \cdot\right), \ldots\right.$, $\left.K\left(\eta_{n}, \cdot\right)\right]$ :

$$
0=\left(h-Q h, K\left(\eta_{i}, \cdot\right)\right)=(K h-K Q h)\left(\eta_{i}\right), \quad i=1, \ldots, n, h \in H
$$

A similar, but perhaps less obvious, fact holds for the subspace $X_{n}^{1}$. Before we explain this further we need:

Lemma 2.2. Let $K$ be a nondegenerate totally positive kernel. Then for $\xi_{1}, \ldots$, $\xi_{n}$, and $\eta_{1}, \ldots, \eta_{n}$, defined in Lemma 2.1, we have

$$
K\binom{\eta_{1}, \ldots, \eta_{n}}{\xi_{1}, \ldots, \xi_{n}}>0
$$

Proof. If the above determinant is zero then there exist constants $\alpha_{1}, \ldots, \alpha_{n}$, not all zero, such that the function $f(x)=\sum_{j=1}^{n} \alpha_{j} K\left(x, \xi_{j}\right)$ vanishes at $\eta_{1}, \ldots$, $\eta_{n}$. Also, since $\operatorname{dim}\left[K\left(\cdot, \xi_{1}\right), \ldots, K\left(\cdot, \xi_{n}\right)\right]=n$ there is an $\eta_{0} \neq \eta_{1}, \ldots, \eta_{n}$ such that $f\left(\eta_{0}\right) \neq 0$. We choose a constant $d$ such that $\psi_{n+1}\left(\eta_{0}\right)-d f\left(\eta_{0}\right)=0$.

Now, since

$$
K\binom{\eta_{0}, \eta_{1}, \ldots, \eta_{n}}{x_{0}, x_{1}, \ldots, x_{n}} \geq 0
$$

for all $0 \leq x_{0}<\cdots<x_{n} \leq 1$ (and strictly positive for some choice of $x_{0}, \ldots, x_{n}$ ) there exists a function $g(x)=\sum_{j=0}^{n} \beta_{j} K\left(\eta_{j}, x\right)$ which weakly changes signs at $\xi_{1}, \ldots, \xi_{n}: g(x)(-1)^{i} \geq 0, \xi_{i} \leq x \leq \xi_{i+1},\left(\xi_{0}=0, \xi_{n+1}=1\right)$. In particular,
$g\left(\xi_{i}\right)=0, i=1, \ldots, n$, and

$$
\begin{aligned}
0 & =\sum_{j=0}^{n} \beta_{j}\left(\psi_{n+1}\left(\eta_{j}\right)-d f\left(\eta_{j}\right)\right) \\
& =\int_{0}^{1} g(x) \phi_{n+1}(x) d x-d \sum_{j=1}^{n} \alpha_{j} g\left(\xi_{j}\right) \\
& =\int_{0}^{1} g(x) \phi_{n+1}(x) d x \\
& = \pm \int_{0}^{1}\left|\phi_{n+1}(x)\right||g(x)| d x
\end{aligned}
$$

This contradiction proves the lemma.
Since the above proof requires only that the $(n+1)$ st Fredholm minors of $K$ be nonnegative we have the following periodic version of Lemma 2.2.

Lemma 2.3. Let $\phi$ be a nondegenerate cyclic totally positive function. Let $K_{\phi}(x, y)=\phi(x-y)$. Then

$$
K_{\phi}\binom{\alpha, \alpha+\frac{1}{2 n}, \ldots, \alpha+\frac{2 n-1}{2 n}}{\beta, \beta+\frac{1}{2 n}, \ldots, \beta+\frac{2 n-1}{2 n}} \neq 0 \quad \text { for } 0 \leq \alpha, \beta<\frac{1}{2 n}
$$

where $\phi(n) e^{2 \pi i n(\alpha-\beta)}$ is real.
Proof. The proof follows the idea used in Lemma 2.2 and uses the equation

$$
\int_{0}^{1} K_{\phi}(x, y) \sin 2 \pi n(y-\beta) d y=|\hat{\phi}(n)| \sin 2 \pi n(x-\alpha)
$$

According to Lemma 2.2 there exists an interpolation operator $L: C[0,1] \rightarrow X_{n}^{1}$ defined by

$$
(L h)\left(\eta_{i}\right)=h\left(\eta_{i}\right), \quad i=1, \ldots, n, h \in C[0,1]
$$

Theorem 2.4. Let $K$ be a nondegenerate totally positive kernel. Then

$$
\|K-L K\|=\lambda_{n+1}^{1 / 2}
$$

This theorem say that for the class $\mathscr{K}$, approximating $f \in \mathscr{K}$ by $L$ is as good as approximating $f$ by $\operatorname{Pf}$ where $P$ is the orthogonal projection onto

$$
X_{n}^{1}=\left[K\left(\cdot, \xi_{1}\right), \ldots, K\left(\cdot, \xi_{n}\right)\right]
$$

Proof. The proof is quite similar to the proof of Theorem 2.3. First, we compute the kernel of the operator $R=K-L K$,

$$
R(x, y)=(K-L K)(x, y)=\frac{K\binom{x, \eta_{1}, \ldots, \eta_{n}}{y, \xi_{1}, \ldots, \xi_{n}}}{K\binom{\eta_{1}, \ldots, \eta_{n}}{\xi_{1}, \ldots, \xi_{n}}}
$$

and then demonstrate, as in the proof of Theorem 2.3, that $R^{*} R \phi_{n+1}=\lambda_{n+1} \phi_{n+1}$. Finally,

$$
\left(R^{*} R\right)(x, y) \operatorname{sgn} \phi_{n+1}(x) \operatorname{sgn} \phi_{n+1}(y) \geq 0, \quad x, y \in[0,1]
$$

because

$$
\left(R^{*} R\right)(x, y)=\int_{0}^{1} \frac{K\binom{\sigma, \eta_{1}, \ldots, \eta_{n}}{x, \xi_{1}, \ldots, \xi_{n}} K\binom{\sigma, \eta_{1}, \ldots, \eta_{n}}{y, \xi_{1}, \ldots, \xi_{n}}}{\left(K\binom{\eta_{1}, \ldots, \eta_{n}}{\xi_{1}, \ldots, \xi_{n}}\right)^{2}} d \sigma
$$

and we conclude that the largest eigenvalue of $R^{*} R$ is given by $\lambda_{\max }\left(R^{*} R\right)=\lambda_{n+1}$. Thus the proof is complete.

Lemma 2.3 leads also to a result similar to Theorem 2.4 for convolution operators. Thus, in Example 2.2, interpolation at $\alpha, \ldots, \alpha+(2 n-1) / 2 n$ by the subspace

$$
X_{2 n}^{1}=\left[\phi(\cdot-\beta), \ldots, \phi\left(\cdot-\beta-\frac{2 n-1}{2 n}\right)\right]
$$

is an optimal procedure for the class $\mathscr{K}_{\phi}$.

## 3. n-widths under restricted approximation

In this section we study $n$-widths under restricted approximation. We begin by describing our initial motivation for this problem.

Suppose we sample a function $f(x)$ at $s$ points $\mathbf{x}=\left(x_{1}, \ldots, x_{s}\right), 0<x_{1}<$ $\cdots<x_{s}<1$. Given only that $f \in \mathscr{K}$ and the data $\mathbf{f}=\left(f\left(x_{1}\right), \ldots, f\left(x_{s}\right)\right)$ we wish to find an optimal method of estimating $f(x)$. To describe what we mean by this we let $T$ be any mapping (not necessarily linear) from $R^{s} \rightarrow C[0,1]$. This mapping determines the estimator $S f=T \mathbf{f}$ for $f$ and the error, given only that $f \in \mathscr{K}$, is

$$
E(\mathbf{x} ; S)=\sup _{f \in \mathscr{K}}\|f-S f\| .
$$

We will say that $S_{0}$ is an optimal estimator for $\mathscr{K}$, provided that

$$
E\left(\mathbf{x} ; S_{0}\right)=\inf E(\mathbf{x} ; S)
$$

where the infimum is taken over all mappings from $R^{s}$ into $C[0,1]$; see [12] for a related problem.

Let $P_{\mathbf{x}}$ be the orthogonal projection of $H$ onto the subspace

$$
X_{s}=\left[K\left(x_{1}, \cdot\right), \ldots, K\left(x_{s}, \cdot\right)\right] .
$$

For $f=K h \in \mathscr{K}$ we define $S_{\mathbf{x}} f=K P h$. Since $P h=0$ for any $h$ such that $(K h)\left(x_{i}\right)=0, i=1, \ldots, n, S_{\mathbf{x}}$ is a well-defined estimator which uses only the information

$$
\mathbf{f}=\left(f\left(x_{1}\right), \ldots, f\left(x_{s}\right)\right)
$$

We define

$$
C(\mathbf{x})=\sup \left\{\|f\|: f\left(x_{i}\right)=0, i=1, \ldots, s, f \in \mathscr{K}\right\}
$$

Theorem 3.1. $S_{\mathbf{x}}$ is an optimal linear estimator for $\mathscr{K}$ and $E(\mathbf{x})=C(\mathbf{x})$.
Proof. Let $f \in \mathscr{K}, f\left(x_{i}\right)=0, i=1, \ldots, n$. Then for any mapping $T: R^{s} \rightarrow C[0,1]$,

$$
\|f\| \leq \frac{1}{2}[\|f-T(0)\|+\|f+T(0)\|] \leq \sup _{f \in \mathscr{\mathscr { K }}}\|f-S f\|
$$

where $S f=T \mathbf{f}$. Hence $C(\mathbf{x}) \leq E(\mathbf{x})$.
The reverse inequality follows from the following reasoning. First observe that

$$
\left\|f-S_{\mathbf{x}} f\right\|=\left\|K h-K P_{\mathbf{x}} h\right\|=\left\|K\left(h-P_{\mathbf{x}} h\right)\right\|
$$

Now, $g=K\left(h-P_{\mathbf{x}} h\right) \in \mathscr{K}$ because $\left\|h-P_{\mathbf{x}} h\right\| \leq\|h\| \leq 1$ and also, $g\left(x_{i}\right)=0$, $i=1, \ldots, s$ by the definition of $P_{\mathbf{x}}$. Hence

$$
E\left(\mathbf{x} ; S_{\mathbf{x}}\right)=\sup _{f \in \mathscr{K}}\left\|f-S_{\mathbf{x}} f\right\| \leq C(\mathbf{x})
$$

and the theorem is proved.
According to Theorem 2.3, when $K$ is a totally positive nondegenerate kernel,

$$
E\left(\boldsymbol{\eta} ; S_{\eta}\right)=\left\|K-K P_{\eta}\right\|=d_{s}(\mathscr{K} ; H) \leq E\left(\mathbf{x}, S_{\mathbf{x}}\right)
$$

where $\eta=\left(\eta_{1}, \ldots, \eta_{s}\right), \psi_{s+1}\left(\eta_{i}\right)=0, i=1, \ldots, s$. Thus, in this case, the best place to sample $f \in \mathscr{K}$ is at $\eta_{1}, \ldots, \eta_{s}$.

Since $\psi_{s+1}=K \phi_{s+1} \in \mathscr{K}$ and $\left\|\psi_{s+1}\right\|=\lambda_{s+1}^{1 / 2}$, Theorem 2.3 says that $\psi_{s+1}$ is the "worst" function in the class $\mathscr{K}$ to approximate by $s$-dimensional subspaces. Our above remarks say that, by sampling an $f \in \mathscr{K}$ at the zeros of $\psi_{s+1}$, we obtain the most information about the function $f$.

Now, we ask the following question. If we wish to fix the first $s$ sample locations at $x_{1}, \ldots, x_{s}$, where is the best place to sample $f \in \mathscr{K}$ at $n$ additional
locations? Thus we wish to determine

$$
\begin{equation*}
\min E\left(\mathbf{z}, S_{\mathbf{z}}\right) \quad \mathbf{y}=\left(y_{1}, \ldots, y_{n}\right), \mathbf{z}=\left(x_{1}, \ldots, x_{s}, y_{1}, \ldots, y_{n}\right) . \tag{3.1}
\end{equation*}
$$

Since $\left(f-P_{z} f\right)\left(x_{i}\right)=0, i=1, \ldots, s, f \in \mathscr{K}$, we are lead to the computation of the following (restricted) $n$-width:

$$
d_{n}^{s}(\mathscr{K} ; H)=\inf _{X_{n+s} f} \sup _{f \in \mathscr{K}} \inf \left\{\|f-g\|:(f-g)\left(x_{i}\right)=0, i=1, \ldots, s, g \in X_{n+s}\right\}
$$

The value of $d_{n}^{s}(\mathscr{K} ; H)$ is identified as follows:
Let

$$
\begin{aligned}
K_{\mathbf{x}} & =K\left(I-P_{\mathbf{x}}\right) \\
K_{\mathbf{x}}^{*} K_{\mathbf{x}} h_{l} & =\lambda_{l} h_{l}, \quad\left(h_{l}, h_{m}\right)=\delta_{l m}, l, m=1,2, \ldots \\
\lambda_{l} & =\lambda_{l}(\mathbf{x}) \\
\lambda_{1} & \geq \lambda_{2} \geq \lambda_{3} \geq \cdots
\end{aligned}
$$

Then $d_{n}^{s}(\mathscr{K} ; H)=\lambda_{n+1}^{1 / 2}$, and $X_{n}^{0}=\left[K_{\mathbf{x}} h_{1}, \ldots, K_{\mathbf{x}} h_{n}\right]$ is an optimal subspace (we will prove this fact later). This result, of course, does not require $K(x, y)$ to be a nondegenerate totally positive kernel. However, when this hypothesis is in force we can appeal to some results of Gantmacher and Krein, [1, p. 236-242] and make assertions, as before, about the zeros of the eigenfunctions $h_{n+1}$ and $K_{\mathbf{x}} h_{n+1}$.

The kernel of the integral operator $R_{\mathbf{x}}=K_{\mathbf{x}} K_{\mathbf{x}}^{*}$ is given by

$$
\begin{equation*}
R_{\mathbf{x}}(x, y)=\frac{K K^{*}\binom{x, x_{1}, \ldots, x_{n}}{y, x_{1}, \ldots, x_{n}}}{K K^{*}\binom{x_{1}, \ldots, x_{n}}{x_{1}, \ldots, x_{n}}} \tag{3.2}
\end{equation*}
$$

Kernels of this type are studied by Gantmacher and Krein in [1, p. 236-242] where it is pointed out that if $\left(K K^{*}\right)(x, y)$ is the influence function for a "continuum" for which "stationary (hinged) supports" are introduced at $x_{1}, \ldots, x_{n}$ then $R_{x}(x, y)$ is the influence function for the resulting constrained continuum.

Let $\varepsilon(x)=(-1)^{i}, x_{i}<x<x_{i+1}, i=0,1, \ldots, n\left(x_{0}=0, x_{n+1}=1\right)$ and define $\tilde{R}_{\mathbf{x}}(x, y)=\varepsilon(x) \varepsilon(y) R_{\mathbf{x}}(x, y)$. When $K$ is a nondegenerate totally positive kernel then by Sylvester's determinant identity [3, p. 3],

$$
\begin{aligned}
& \tilde{R}_{\mathbf{x}}\binom{y_{1}, \ldots, y_{n}}{y_{1}, \ldots, y_{n}}>0, \quad 0<y_{1}<\cdots<y_{n}<1, \\
& \tilde{R}_{\mathbf{x}}\binom{z_{1}, \ldots, z_{n}}{y_{1}, \ldots, y_{n}}>0, \quad 0<z_{1}<\cdots<z_{n}<1,0<y_{1}<\cdots<y_{n}<1
\end{aligned}
$$

where the $z$ 's and $y$ 's are chosen distinct from $x_{1}, \ldots, x_{s}$. Let $f_{l}=K_{\mathbf{x}} h_{l}, l=1$, $2, \ldots$ Then $R_{\mathbf{x}} f_{l}=\lambda_{l}(\mathbf{x}) f_{l}, l=1,2, \ldots$, and by Gantmacher and Krein [1, p. 236-242] $\lambda_{1}(\mathbf{x})>\lambda_{2}(\mathbf{x})>\cdots$, and $f_{n+1}$ has exactly $n+s$ simple zeros. Exactly $s$ of them are at $x_{1}, \ldots, x_{s}$ because $\left(K_{\mathrm{x}} h\right)\left(x_{i}\right)=0, i=1, \ldots, s$, for any $h \in \mathscr{K}$, and there are $n$ more which we denote by $\eta_{1}(\mathbf{x}), \ldots, \eta_{n}(\mathbf{x}), 0<\eta_{1}(\mathbf{x})<\cdots<$ $\eta_{n}(\mathbf{x})<1$. Furthermore, if

$$
\tilde{f}_{l}(x)=\varepsilon(x) f_{l}(x)
$$

then $\left\{\tilde{f}_{1}(x), \ldots, \tilde{f}_{n}(x), \ldots\right\}$ is a Markov system on $(0,1)-\left\{x_{1}, \ldots, x_{s}\right\}$.
We now have enough information to solve our problem on optimal estimation.

Theorem 3.2. Let $\mathrm{z}=\left(x_{1}, \ldots, x_{s}, y_{1}, \ldots, y_{n}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)$ and suppose $K$ is a nondegenerate totally positive kernel. Then

$$
\underset{\mathbf{y}}{\inf } E\left(\mathbf{z} ; S_{\mathbf{z}}\right)=E\left(\mathbf{z}_{0} ; S_{\mathbf{z}_{0}}\right)=\lambda_{n+1}^{1 / 2}(\mathbf{x}) \quad \text { where } \mathbf{z}_{0}=\left(x_{1}, \ldots, x_{s}, \eta_{1}(x), \ldots, \eta_{n}(\mathbf{x})\right)
$$

Proof. Let us begin by showing that $d_{n}^{s}(\mathscr{K} ; H)=d_{n}\left(\mathscr{K}_{\mathbf{x}} ; H\right)=\lambda_{n+1}^{1 / 2}(\mathbf{x})$ where,

$$
\mathscr{K}_{\mathbf{x}}=\left\{K_{\mathbf{x}} h:\|h\| \leq 1\right\} .
$$

Note that, since $K_{\mathbf{x}} h=K\left(h-P_{\mathbf{x}} h\right), \mathscr{K}_{\mathbf{x}}=\left\{f \in \mathscr{K}: f\left(x_{i}\right)=0, i=1,2, \ldots, s\right\}$. Clearly,

$$
d_{n}^{s}(\mathscr{K} ; H) \geq \inf _{X_{n}} \sup _{f \in \mathscr{K}_{x}} \inf _{g \in X_{n}}\|f-g\|=d_{n}\left(\mathscr{K}_{\mathbf{x}} ; H\right)=\lambda_{n+1}^{1 / 2}(\mathbf{x}) .
$$

Let

$$
Z_{n+s}^{0}=\left[K K^{*}\left(\cdot, x_{1}\right), \ldots, K K^{*}\left(\cdot, x_{s}\right), f_{1}, \ldots, f_{n}\right] \quad \text { and } \quad X_{n}^{0}=\left[f_{1}, \ldots, f_{n}\right]
$$

Then $d_{n}^{s}(K ; H)$ is bounded by

$$
\sup \inf \left\{\|f-g\|: f\left(x_{i}\right)-S_{\mathbf{x}} f\left(x_{i}\right)-g\left(x_{i}\right)=0, g \in X_{n}^{0}\right\}
$$

$\boldsymbol{f} \in \mathscr{K}$

$$
=\sup _{f \in \mathscr{H}_{x}} \inf \left\{\|f-g\|: g \in X_{n}^{0}\right\}=\lambda_{n+1}^{1 / 2}(\mathbf{x}) .
$$

the last equality follows from the fact that $X_{n}^{0}$ is an optimal subspace for $\mathscr{K}_{\mathbf{x}}$.
Now, let us prove the theorem. We define $P_{y, x}$ to be the orthogonal projection of $H$ onto $\left[K_{\mathbf{x}}\left(y_{1}, \cdot\right), \ldots, K_{\mathbf{x}}\left(y_{n}, \cdot\right)\right]$. Recall that $P_{\mathbf{z}}, P_{\mathbf{x}}$ are respectively the orthogonal projections onto

$$
\left[K\left(z_{1}, \cdot\right), \ldots, K\left(z_{n+s}, \cdot\right)\right] \quad \text { and } \quad\left[K\left(x_{1}, \cdot\right), \ldots, K\left(x_{s}, \cdot\right)\right]
$$

where $\mathbf{z}=\left(x_{1}, \ldots, x_{s}, y_{1}, \ldots, y_{n}\right), \mathbf{x}=\left(x_{1}, \ldots, x_{s}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)$. Hence

$$
\begin{equation*}
K-K P_{\mathbf{z}}=K_{\mathbf{x}}-K_{\mathbf{x}} P_{\mathbf{y}, \mathbf{x}} \tag{3.3}
\end{equation*}
$$

because $I-P_{\mathbf{z}}=\left(I-P_{\mathbf{x}}\right)\left(I-P_{\mathbf{z}, \mathbf{x}}\right)$. We conclude from Theorem 3.1 that

$$
E\left(\mathbf{z} ; P_{\mathbf{z}}\right)=\left\|K-K P_{\mathbf{z}}\right\|=\left\|K_{\mathbf{x}}-K_{\mathbf{x}} P_{\mathbf{y}, \mathbf{x}}\right\| \geq d_{n}\left(\mathscr{K}_{\mathbf{x}} ; H\right)=\lambda_{n+1}^{1 / 2}(\mathbf{x})
$$

for all $\mathbf{y}$. To complete the proof, we will demonstrate that

$$
\begin{equation*}
\left\|K_{\mathbf{x}}-K_{\mathbf{x}} P_{\eta, x}\right\|=\lambda_{n+1}^{1 / 2}(\mathbf{x}) \quad \text { where } \boldsymbol{\eta}=\left(\eta_{1}(\mathbf{x}), \ldots, \eta_{n}(\mathbf{x})\right) \tag{3.4}
\end{equation*}
$$

Then combining this fact with (3.3) the proof will be complete.
Let $T=K_{\mathbf{x}}-K_{\mathbf{x}} P_{\eta, \mathbf{x}}$. Then using the fact that

$$
T=K-K P_{z_{0}}, \quad \mathbf{z}_{0}=\left(x_{1}, \ldots, x_{s}, \eta_{1}(\mathbf{x}), \ldots, \eta_{n}(\mathbf{x})\right)
$$

we may compute the kernel of $T^{*} T$ to be

$$
\left(T^{*} T\right)(x, y)=\left(T T^{*}\right)(y, x)=\frac{K K^{*}\binom{y, x_{1}, \ldots, x_{s}, \eta_{1}(\mathbf{x}), \ldots, \eta_{n}(\mathbf{x})}{x, x_{1}, \ldots, x_{s}, \eta_{1}(\mathbf{x}), \ldots, \eta_{n}(\mathbf{x})}}{K K^{*}\binom{x_{1}, \ldots, x_{s}, \eta_{1}(\mathbf{x}), \ldots, \eta_{n}(\mathbf{x})}{x_{1}, \ldots, x_{s}, \eta_{1}(\mathbf{x}), \ldots, \eta_{n}(\mathbf{x})}}
$$

Thus, $T^{*} T(x, y) \operatorname{sgn} f_{n+1}(x) \operatorname{sgn} f_{n+1}(y) \geq 0$. But, because $T=K_{\mathbf{x}}-K_{\mathbf{x}} P_{\eta, x}$ then (replacing $K$ by $K_{\mathbf{x}}$ ) as in the proof of Theorem 2.3 we conclude that

$$
T^{*} T f_{n+1}=\lambda_{n+1}(\mathbf{x}) f_{n+1} \quad \text { and } \quad \lambda_{\max }\left(T^{*} T\right)=\lambda_{n+1}(\mathbf{x})
$$

hence (3.4) is verified.
According to the above theorem, both

$$
X_{n}^{0}=\left[f_{1}, \ldots, f_{n}\right] \quad \text { and } \quad X_{n}^{2}=\left[\left(K_{\mathbf{x}} K_{\mathbf{x}}^{*}\right)\left(\cdot, \eta_{1}(\mathbf{x})\right), \ldots,\left(K_{\mathbf{x}} K_{\mathbf{x}}^{*}\right)\left(\cdot, \eta_{n}(\mathbf{x})\right)\right]
$$

are optimal subspaces for $d_{n}\left(\mathscr{K}_{\mathbf{x}} ; H\right)$. There is, of course, a third optimal subspace based upon the zeros of $h_{n+1}(x)$ (it can be shown that $h_{n+1}(x)$ has $n+s$ zeros) and again interpolation at the zeros of $f_{n+1}(x)$ is an optimal procedure. However, the discussion of these facts will take us too far from our discussion on optimal estimation. Instead, let us note that the results we have been considering in Section 2 and Section 3 extend when the operator $K$ maps

$$
H_{\alpha}=\left\{f: \int_{0}^{1} f^{2}(t) d \alpha(t)<\infty\right\} \text { onto } H_{\beta}=\left\{f: \int_{0}^{1} f^{2}(t) d \beta(t)<\infty\right\}
$$

provided that $d \alpha, d \beta$ are finite measures on [0,1] which have mass throughout the interval (the case when $d \alpha, d \beta$ are discrete corresponds to the matrix version of the results of Section 2 and will be dealt with in Section 4). A particularly relevant choice for $d \alpha, d \beta$ is

$$
d \alpha(t)=d \beta(t)=d t+\tau \sum_{j=1}^{s} \delta\left(t-x_{j}\right)
$$

$\left(\delta\left(t-x_{j}\right)\right.$ is the point mass at $\left.x_{j}\right)$ where $\tau$ is a nonnegative constant. Then the $(n+s)$-width of

$$
\mathscr{K}_{\alpha}=\left\{K h: \int_{0}^{1} h^{2}(t) d \alpha(t) \leq 1\right\}
$$

in $H_{\alpha}$ varies from the $(n+s)$-width of $\mathscr{K}$ in $H, \tau=0$, to the restricted $n$-width of $\mathscr{K}$ in $H$ when $\tau \rightarrow \infty$. These facts are not difficult to prove.

We now turn our attention to the matrix version of the results in Section 2.

## 4. Matrix version

In this section we discuss the matrix version of the results in Section 2.
The inner product of $x, y \in R^{N}$ is denoted by $(x, y)=\sum_{j=1}^{N} x_{j} y_{j}$, and $\|x\|^{2}=$ $(x, x)$. Subscripts will be used to denote components of a vector while superscripts are used to distinguish between vectors.

We assume that $A=\left(a_{i j}\right), i, j=1, \ldots, N$, is an $N \times N$ strictly totally positive matrix, that is, all the minors of $A$ are positive. Then by the Gantmacher and Krein Theorem [1], $A^{*} A$ has eigenvalues and eigenvectors such that

$$
\begin{aligned}
A^{*} A x^{n} & =\lambda_{n} x^{n}, \quad\left(x^{n}, x^{m}\right)=\delta_{n m}, n, m=1, \ldots, N, \\
\lambda_{1} & >\lambda_{2}>\cdots>\lambda_{N}>0, \\
S^{+}\left(A x^{n+1}\right) & =S^{-}\left(A x^{n+1}\right)=n, \quad n=0,1, \ldots, N-1, \\
S^{+}\left(x^{n+1}\right) & =S^{-}\left(x^{n+1}\right)=n, \quad n=0,1, \ldots, N-1 .
\end{aligned}
$$

Here $S^{-}(x)$ equals the number of actual sign changes in the vector $x$ where zero components are discarded, while $S^{+}(x)$ is the maximum number of sign changes obtainable by adding 1 or -1 to the zero components of $x$.

Hence $x_{1}^{n+1} x_{N}^{n+1} \neq 0$ and if $x_{j}^{n+1}=0,1<j<N$, then $x_{j-1}^{n+1} x_{j+1}^{n+1}<0$. Also, there exist by the above equations indices $0=l_{0}<l_{1}<\cdots<l_{n}<N=l_{n+1}$ such that $\pm x_{i}^{n+1}(-1)^{j} \geq 0, l_{j}<i \leq l_{j+1}, j=0,1, \ldots, n$.

Adopt convention that $l_{j}$ is such that either

$$
\begin{equation*}
x_{l_{j}}^{n+1} x_{l_{j}+1}^{n+1}<0 \tag{4.1}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{l_{j}}^{n+1}=0 \quad \text { and } \quad x_{l_{j}-1}^{n+1} x_{l_{j}+1}^{n+1}<0 \tag{4.2}
\end{equation*}
$$

For each $j, j=1, \ldots, n$ we define an $N$-dimensional vector $e^{j}$ as follows: If (4.1) holds, let

$$
\left(e^{j}\right)_{k}= \begin{cases}\left|x_{k}^{n+1}\right|^{-1}, & k=l_{j}, l_{j}+1 \\ 0, & \text { otherwise }\end{cases}
$$

while if (4.2) arises we let $\left(e^{j}\right)_{k}=\delta_{l j k}$. Thus

$$
\begin{equation*}
\left(e^{j}, x^{n+1}\right)=0, \quad j=1, \ldots, n \tag{4.3}
\end{equation*}
$$

Similarly, for the vector $y^{n+1}=A x^{n+1}$ we construct $f^{1}, \ldots, f^{n} \in R^{N}$, such that

$$
\begin{equation*}
\left(f^{j}, y^{n+1}\right)=0, \quad j=1, \ldots, n \tag{4.4}
\end{equation*}
$$

Theorem 3.1. Let $A$ be an $N \times N$ strictly totally positive matrix. Then the $n$-width of $A=\{A x:\|x\| \leq 1\}, n<N$, is given by

$$
d_{n}\left(A ; l^{2}\right)= \begin{cases}\lambda_{n+1}^{1 / 2}, & n=0,1, \ldots, N-1 \\ 0, & \text { otherwise },\end{cases}
$$

and

$$
X_{n}^{0}=\left[y^{1}, \ldots, y^{n}\right], \quad X_{n}^{1}=\left[A e^{1}, \ldots, A e^{n}\right], \quad X_{n}^{2}=\left[A A^{*} f^{1}, \ldots, A A^{*} f^{n}\right]
$$

are optimal subspaces. Furthermore, if $R$ is the $N \times N$ matrix defined by requiring that $R: R^{N} \rightarrow X_{n}^{1}$ and $\left(x-R x, f^{i}\right)=0, i=1, \ldots, n, x \in R^{N}$, for all $x \in R^{N}$ then $\|A-R A\|=\lambda_{n+1}^{1 / 2}$.

Proof. The proof of Theorem 3.1 follows the pattern of proof given in Theorems 2.3 and 2.4. We will briefly indicate how our last assertion is proved.

First, let us note that, in obvious symbolic notation,

$$
G x=A x-R A x=\frac{\left|\begin{array}{cccc}
\left(f^{1}, A e^{1}\right) & \cdots & \left(f^{1}, A e^{n}\right) & \left(f^{1}, A x\right)  \tag{4.5}\\
\vdots & & \vdots & \vdots \\
\left(f^{n}, A e^{1}\right) & \cdots & \left(f^{n}, A e^{n}\right) & \left(f^{n}, A x\right) \\
A e^{1} & \cdots & A e^{n} & A x
\end{array}\right|}{\left|\begin{array}{ccc}
\left(f^{1}, A e^{1}\right) & \cdots & \left(f^{1}, A e^{n}\right) \\
\vdots & \vdots \\
\left(f^{n}, A e^{1}\right) & \cdots & \left(f^{n}, A e^{n}\right)
\end{array}\right|}
$$

The determinant in the denominator is nonzero because $A$ is strictly totally positive and the $n \times N$ matrices $F=\left(f_{j}^{i}\right), E=\left(e_{j}^{i}\right)$ are totally positive (all minors are nonnegative) and have rank $n$. According to the orthogonality conditions (4.3) and (4.4) $G^{*} G x^{n+1}=\lambda_{n+1} x^{n+1}$ and thus we need only verify that

$$
\begin{equation*}
\left(G^{*} G\right)_{i j} \operatorname{sgn} x_{i}^{n+1} \operatorname{sgn} x_{j}^{n+1} \geq 0 \tag{4.6}
\end{equation*}
$$

Appealing to (4.5), we obtain by direct computation,

$$
G_{i j}=\frac{\operatorname{det}_{k, l=1, \ldots, n+1}\left|\left(f^{k}, A e^{l}\right)\right|}{\operatorname{det}_{k, l=1, \ldots, n}\left|\left(f^{k}, A e^{l}\right)\right|}
$$

where we define $f^{n+1}=u^{i}$, the $i$ th unit vector, $\left(u^{k}\right)_{l}=\delta_{k l}, k, l=1, \ldots, N$, and $e^{n+1}=u^{j}$. The matrix whose columns are composed of the vectors $e^{1}, \ldots, e^{n+1}$ has the property that the signs of all its $(n+1)$ st minors are $(-1)^{r+n}$, if
$l_{r}<j \leq l_{r+1}$. A similar result holds for $f^{1}, \ldots, f^{n+1}$. Hence using the total positivity of $A$, as well, we obtain

$$
G_{i j} \operatorname{sgn} y_{i}^{n+1} \operatorname{sgn} x_{j}^{n+1} \geq 0 .
$$

Thus (4.6) is verified and the proof of the theorem is finished.

## 5. Further extensions

In this section we will indicate how Theorem 2.3 can be extended to sets of the form $\mathscr{K}_{r}=X_{r}+\mathscr{K}$ where $X_{r}$ is some fixed $r$-dimensional subspace of $H$.
Let $k_{1}(x), \ldots, k_{r}(x)$ be continuous functions on $[0,1]$ and define

$$
\begin{align*}
\mathscr{K}_{r} & =\left\{\sum_{j=1}^{r} a_{j} k_{j}(x)+\int_{0}^{1} K(x, y) h(y) d y:\|h\| \leq 1,\left(a_{1}, \ldots, a_{r}\right) \in R^{r}\right\}  \tag{5.1}\\
& =X_{r}+\mathscr{K} .
\end{align*}
$$

The main prototype, for us, of this class of examples is the Sobolev class

$$
W^{2, r}[0,1]=\left\{f: f^{(r-1)} \text { abs. cont. on }(0,1), f^{(r)} \in L^{2}[0,1],\left\|f^{(r)}\right\| \leq 1\right\}
$$

which may be written in the form (5.1) by using Taylor's theorem with remainder:

$$
\begin{equation*}
f(x)=\sum_{j=0}^{r-1} \frac{f^{(j)}(0)}{j!} x^{j}+\frac{1}{(r-1)!} \int_{0}^{1}(x-y)_{+}^{r-1} f^{(r)}(y) d y \tag{5.2}
\end{equation*}
$$

( $x_{+}^{r-1}=x^{r-1}, x \geq 0$, zero otherwise).
Let $Q_{r}$ be the orthogonal projection of $H$ onto $X_{r}=\left[k_{1}, \ldots, k_{r}\right]$. Then Theorem 2.1 easily extends to $\mathscr{K}_{r}$ as follows: We define $K_{r}=\left(1-Q_{r}\right) K$. Then $K_{r}^{*} K_{r}$ is a completely continuous, symmetric positive semi-definite operator with eigenvalues $\lambda_{1, r} \geq \lambda_{2, r} \geq \cdots \geq 0$ and corresponding orthonormal eigenfunctions,

$$
K_{r}^{*} K_{r} \phi_{n, r}=\lambda_{n, r} \quad\left(\phi_{n, r}, \phi_{m, r}\right)=\delta_{n m}, n, m=1,2, \ldots
$$

Let $\psi_{n, r}=K_{r} \phi_{n, r}$. Then

$$
K_{r} K_{r}^{*} \psi_{n, r}=\lambda_{n, r} \psi_{n, r}, \quad\left(\psi_{n, r}, \psi_{m, r}\right)=\lambda_{n} \delta_{n m}, n, m=1,2, \ldots,
$$

and

$$
d_{n}\left(\mathscr{K}_{r}\right)= \begin{cases}\infty, & n<r, \\ \lambda_{n-r+1, r}^{1 / 2}, & n \geq r .\end{cases}
$$

When $n \geq r, X_{n}^{0}=\left[k_{1}, \ldots, k_{r}, \psi_{1, r}, \ldots, \psi_{n-r, r}\right]$ is an optimal subspace for the $n$-width of $\mathscr{K}_{r}$.

For the analog of Theorems 2.3 and 2.4 we require the following assumptions. For any points $0 \leq s_{1}<\cdots<s_{m} \leq 1,0 \leq t_{1}<\cdots<t_{m} \leq 1$ and any
$m \leq 0$, the determinant

$$
K\binom{1, \ldots, r, s_{1}, \ldots, s_{m}}{t_{1}, \ldots, t_{r}, t_{r+1}, \ldots, t_{r+m}}=\left|\begin{array}{ccc}
k_{1}\left(t_{1}\right) & \cdots & k_{1}\left(t_{m+r}\right) \\
\vdots & & \vdots \\
k_{r}\left(t_{1}\right) & \cdots & k_{r}\left(t_{m+r}\right) \\
K\left(t_{1}, s_{1}\right) & \cdots & K\left(t_{m+r}, s_{1}\right) \\
\vdots & & \vdots \\
K\left(t_{1}, s_{m}\right) & \cdots & K\left(t_{m+r}, s_{m}\right)
\end{array}\right|
$$

is nonnegative. The linear spaces

$$
\left[k_{1}, \ldots, k_{r}, K\left(\cdot, s_{1}\right), \ldots, K\left(\cdot, s_{m}\right)\right] \quad \text { and } \quad\left[k_{1}, \ldots, k_{r}, K\left(s_{1}, \cdot\right), \ldots, K\left(s_{m}, \cdot\right)\right]
$$

have dimension $r+m$ for all $0<s_{1}<\cdots<s_{m}<1, m=1,2, \ldots$, and $\left\{k_{1}, \ldots, k_{r}\right\}$ is a Chebyshev system on ( 0,1 ), that is

$$
k\binom{1, \ldots, r}{s_{1}, \ldots, s_{r}}>0, \quad 0<s_{1}<\cdots<s_{r}<1 .
$$

It is a fundamental result from the theory of spline functions that these conditions hold in the special case (3.2) [15]. A large class of examples satisfying these assumptions may be obtained from [9] by considering a totally disconjugate differential operator subject to sign consistent boundary conditions.

We will now develop an extension of Theorem 2.3 to $\mathscr{K}_{r}$, in a series of lemmas. We begin with:

Lemma 5.1. $\quad K_{r}^{*} K_{r}(x, y)$ is a nondegenerate totally positive kernel.
Before we prove this lemma let us note that $K_{r}(x, y)$ itself is not totally positive, since the range of $K_{r}$ is orthogonal to the Chebyshev subspace $X_{r}$. Hence $K_{r} h$ has at least $r$ sign changes on $(0,1)$ for every nontrivial $h \in L^{2}$.

Proof. From the definition of $Q_{r}$,

$$
\left(h-Q_{r} h\right)(x)=\frac{\left|\begin{array}{cccc}
\left(k_{1}, k_{1}\right) & \cdots & \left(k_{1}, k_{r}\right) & \left(k_{1}, h\right) \\
\vdots & & \vdots & \vdots \\
\left(k_{r}, k_{1}\right) & \cdots & \left(k_{r}, k_{r}\right) & \left(k_{r}, h\right) \\
k_{1}(x) & \cdots & k_{r}(x) & h(x)
\end{array}\right|}{G\left(k_{1}, \ldots, k_{r}\right)}
$$

where $G\left(k_{1}, \ldots, k_{r}\right)=\operatorname{det}\left|\left(k_{i}, k_{j}\right)\right|$, the Grammian of $k_{1}, \ldots, k_{r}$. Thus

$$
\left(K_{r}^{*} K_{r} h\right)(x)=\frac{\left|\begin{array}{cccc}
\left(k_{1}, k_{1}\right) & \cdots & \left(k_{1}, k_{r}\right) & \left(K^{*} k_{1}, h\right) \\
\vdots & & \vdots & \vdots \\
\left(k_{r}, k_{1}\right) & \cdots & \left(k_{r}, k_{r}\right) & \left(K^{*} k_{r}, h\right) \\
\left(K^{*} k_{1}\right)(x) & \cdots & \left(K^{*} k_{r}\right)(x) & \left(K^{*} K h\right)(x)
\end{array}\right|}{G\left(k_{1}, \ldots, k_{r}\right)}
$$

and

$$
\left(K_{r}^{*} K_{r}\right)(x, y)=\frac{\left|\begin{array}{cccc}
\left(k_{1}, k_{1}\right) & \cdots & \left(k_{1}, k_{r}\right) & \left(k_{1}, K(\cdot, y)\right) \\
\vdots & & \vdots & \vdots \\
\left(k_{r}, k_{1}\right) & \cdots & \left(k_{r}, k_{r}\right) & \left(k_{r}, K(\cdot, y)\right) \\
\left(K(\cdot, x), k_{1}\right) & \cdots & \left(K(\cdot, x), k_{r}\right) & (K(\cdot, x), K(\cdot, y))
\end{array}\right|}{G\left(k_{1}, \ldots, k_{r}\right)}
$$

Hence by Sylvester's determinant identity [3], we have

$$
\begin{aligned}
& \left(K_{r}^{*} K_{r}\right)\binom{x_{1}, \ldots, x_{n}}{y_{1}, \ldots, y_{n}}= \\
& \qquad \begin{array}{cccccc}
\left(k_{1}, k_{1}\right) & \cdots & \left(k_{1}, k_{r}\right) & \left(k_{1}, K\left(\cdot, y_{1}\right)\right) & \cdots & \left(k_{1}, K\left(\cdot, y_{n}\right)\right) \\
\vdots & & \vdots & \vdots & & \vdots \\
\left(k_{r}, k_{1}\right) & \cdots & \left(k_{r}, k_{r}\right) & \left(k_{r}, K\left(\cdot, y_{1}\right)\right) & \cdots & \left(k_{r}, K\left(\cdot, y_{n}\right)\right) \\
\left(K\left(\cdot, x_{1}\right), k_{1}\right) & \cdots & \left(K\left(\cdot, x_{1}\right), k_{r}\right) & \left(K\left(\cdot, x_{1}\right), K\left(\cdot, y_{1}\right)\right) & \cdots & \left(K\left(\cdot, x_{1}\right), K\left(\cdot, y_{n}\right)\right) \\
\vdots & \vdots & \vdots & & \vdots \\
\left(K\left(\cdot, x_{n}\right), k_{1}\right) & \cdots & \left(K\left(\cdot, x_{n}\right), k_{r}\right) & \left(K\left(\cdot, x_{n}\right), K\left(\cdot, y_{1}\right)\right) & \cdots & \left(K\left(\cdot, x_{n}\right), K\left(\cdot, y_{n}\right)\right)
\end{array} \\
& \hline G\left(k_{1}, \ldots, k_{r}\right)
\end{aligned}
$$

Using the basic composition formula we obtain

$$
\begin{aligned}
K_{r}^{*} K_{r}\binom{x_{1}, \ldots, x_{n}}{y_{1}, \ldots, y_{n}}= & \int_{0}^{1} \cdots \int_{0}^{1} K\left(\begin{array}{c}
1, \ldots, r, x_{1}, \ldots, x_{n} \\
0<\sigma_{1}<\cdots<\sigma_{n+r}<1 \\
\sigma_{1}, \ldots, \sigma_{r}, \sigma_{r+1}, \ldots, \sigma_{r+n}
\end{array}\right) \\
& \times K\binom{1, \ldots, r, y_{1}, \ldots, y_{n}}{\sigma_{1}, \ldots, \sigma_{r}, \sigma_{r+1}, \ldots, \sigma_{n+r}} d \sigma_{1}, \ldots, d \sigma_{n+r}
\end{aligned}
$$

The lemma now follows from our assumptions on $\mathscr{K}_{\boldsymbol{r}}$.
Lemma 5.2. The set of functions $\left\{k_{1}, k_{2}, \ldots, k_{r}, K_{r} \phi_{1, r}, \ldots, K_{r} \phi_{n, r}, \ldots\right\}$ form a Markov system on ( 0,1 ).

Proof. According to the identity

$$
\begin{aligned}
& \left|\begin{array}{ccc}
k_{1}\left(x_{1}\right) & \cdots & k_{1}\left(x_{n+r}\right) \\
\vdots & & \vdots \\
k_{r}\left(x_{1}\right) & \cdots & k_{r}\left(x_{n+r}\right) \\
\left(K_{r} \phi_{1, r}\right)\left(x_{1}\right) & \cdots & \left(K_{r} \phi_{1, r}\right)\left(x_{n+r}\right) \\
\vdots & & \vdots \\
\left(K_{r} \phi_{n, r}\right)\left(x_{1}\right) & \cdots & \left(K_{r} \phi_{n, r}\right)\left(x_{n+r}\right)
\end{array}\right| \\
& =\underset{\substack{0<\sigma_{1}<\cdots<\sigma_{n}<1}}{1} \cdots \int_{0}^{1} \phi_{r}\binom{1, \ldots, n}{\sigma_{1}, \ldots, \sigma_{n}} K\binom{1, \ldots, r, \sigma_{1}, \ldots, \sigma_{n}}{x_{1}, \ldots, x_{r}, x_{r+1}, \ldots, x_{n+r}} d \sigma_{1}, \ldots, d \sigma_{n}
\end{aligned}
$$

where

$$
\phi_{r}\binom{1, \ldots, n}{\sigma_{1}, \ldots, \sigma_{n}}=\operatorname{det}\left|\phi_{i, r}\left(\sigma_{j}\right)\right|
$$

this lemma follows directly from Lemma 5.1 and Theorem 2.1.
Lemma 5.3. For $n \geq 0, \psi_{n+1, r}$ has exactly $n+r$ simple zeros in $(0,1)$.
Proof. Since $\psi_{n+1, r}$ is in the range of $I-Q_{r}$ we conclude that $\left(\psi_{n+1, r}, k_{i}\right)=0, i=1,2, \ldots, r$. In addition,

$$
\begin{aligned}
\left(\psi_{n+1, r}, K_{r} \phi_{l, r}\right) & =\left(K_{r} \phi_{n+1, r}, K_{r} \phi_{l, r}\right) \\
& =\left(\phi_{n+1}, K_{r}^{*} K_{r} \phi_{l, r}\right) \\
& =\lambda_{l, r}\left(\phi_{n+1}, \phi_{l, r}\right) \\
& =0, \quad l=1, \ldots, n .
\end{aligned}
$$

Hence $\psi_{n+1, r}$ is orthogonal to the Chebyshev subspace

$$
Z_{n+r}=\left[k_{1}, k_{2}, \ldots, k_{r}, K_{r} \phi_{1, r}, \ldots, K_{r} \phi_{n, r}\right] .
$$

Thus $\psi_{n+1, r}$ has at least $n+r$ sign changes in ( 0,1 ). However, $\psi_{n+1, r} \in Z_{n+r+1}$. Thus $\psi_{n+1, r}$ has at most $n+r$ zeros in ( 0,1 ). Therefore $\psi_{n+1, r}$ has exactly $n+r$ simple zeros in $(0,1)$ and the lemma is proved.

We let

$$
\begin{array}{ll}
\phi_{n+1, r}\left(\xi_{i, r}\right)=0, & 0<\xi_{1, r}<\cdots<\xi_{n, r}<1 \\
\psi_{n+1, r}\left(\eta_{i, r}\right)=0, & 0<\eta_{1, r}<\cdots<\eta_{n+r, r}<1
\end{array}
$$

To state our extension of Theorem 2.3 we define an interpolation operator $J_{r}$ from $C[0,1]$ onto $\left[k_{1}, \ldots, k_{r}\right]$ by requiring that $\left(h-J_{r} h\right)\left(\eta_{i, r}\right)=0, i=1, \ldots, r$, $h \in H$. $J_{r}$ is given explicitly by

$$
\left(h-J_{r} h\right)(x)=\frac{\left|\begin{array}{cccc}
k_{1}\left(\eta_{1, r}\right) & \cdots & k_{r}\left(\eta_{1, r}\right) & h\left(\eta_{1, r}\right)  \tag{5.3}\\
\vdots & & \vdots & \vdots \\
k_{1}\left(\eta_{r, r}\right) & \cdots & k_{r}\left(\eta_{r, r}\right) & h\left(\eta_{r, r}\right) \\
k_{1}(x) & \cdots & k_{r}(x) & h(x)
\end{array}\right|}{K\binom{1, \ldots, r}{\eta_{1, r}, \ldots, \eta_{r, r}}}
$$

We set $\bar{K}_{r}=\left(I-J_{r}\right) K$, then we have:
Theorem 5.1.

$$
d_{n}\left(\mathscr{K}_{r} ; H\right)= \begin{cases}\infty & \text { if } n<r, \\ \lambda_{n-r+1, r}^{1 / 2} & \text { if } n=r, \ldots,\end{cases}
$$

and

$$
\begin{aligned}
X_{n+r}^{0} & =\left[k_{1}, \ldots, k_{r}, K \phi_{1, r}, \ldots, K \phi_{n, r}\right] \\
X_{n+r}^{1} & =\left[k_{1}, \ldots, k_{r}, K\left(\cdot, \xi_{1, r}\right), \ldots, K\left(\cdot, \xi_{n, r}\right)\right] \\
X_{n+r}^{2} & =\left[k_{1}, \ldots, k_{r},\left(\bar{K}_{r} \bar{K}_{r}^{*}\right)\left(\cdot, \eta_{r+1, r}\right), \ldots, \bar{K}_{r} \bar{K}_{r}^{*}\left(\cdot, \eta_{n+r, r}\right)\right]
\end{aligned}
$$

are optimal subspaces for the $(n+r)$-width of $\mathscr{K}_{r}$.
Proof. Since $\delta\left(\mathscr{K}_{r} ; X_{n+r}^{1}\right)=\left\|K_{r}-P K_{r}\right\|^{2}$ where $P$ is the orthogonal projection onto $\left[K_{r}\left(\cdot, \xi_{1, r}\right), \ldots, K_{r}\left(\cdot, \xi_{n, r}\right)\right.$ ] we conclude from Lemma 3.1 and the argument used to prove Theorem 2.3 (note that the proof only requires $K_{r}^{*} K_{r}$ to be nondegenerate totally positive) that $\delta\left(\mathscr{K}_{r} ; X_{n+r}^{1}\right)=\lambda_{n+1, r}^{1 / 2}$. Thus $X_{n+r}^{1}$ is an optimal subspace for the $(n+r)$-width of $\mathscr{K}_{r}$. To prove the optimality of $X_{n+r}^{2}$ we observe that

$$
\delta\left(\mathscr{K}_{r} ; X_{n+r}^{2}\right) \leq\left\|\bar{K}_{r}-\bar{K}_{r} Q\right\|^{2}
$$

where $Q$ is now the orthogonal projection onto the subspace

$$
\left[\bar{K}_{r}\left(\eta_{r+1}, \cdot\right), \ldots, \bar{K}_{r}\left(\eta_{n+r}, \cdot\right)\right]
$$

A glance at the proof of Theorem 2.3 shows that $X_{n+r}^{2}$ is an optimal subspace for $\mathscr{K}_{r}$, if we can demonstrate that

$$
\begin{align*}
& \operatorname{sgn} \bar{K}_{r} \bar{K}_{r}^{*}\left(\begin{array}{l}
x, \eta_{r+1, r}, \ldots, \\
y, \eta_{r+r, r} \\
y+r
\end{array}\right)  \tag{5.4}\\
&=\operatorname{sgn} \psi_{n+r, r}(x) \operatorname{sgn} \psi_{n+r, r}(y), \quad x, y \in(0,1)
\end{align*}
$$

(Observe that $\bar{K}_{r} \bar{K}_{r}^{*}(x, y)$ is not a totally positive kernel.) Let us now compute the Fredholm determinant for $K_{r} K_{r}^{*}$. According to (5.3),

$$
\bar{K}_{r}(x, y)=\frac{\left|\begin{array}{cccc}
k_{1}\left(\eta_{1, r}\right) & \cdots & k_{r}\left(\eta_{1, r}\right) & K\left(\eta_{1, r}, y\right)  \tag{5.5}\\
\vdots & & \vdots & \vdots \\
k_{1}\left(\eta_{r, r}\right) & \cdots & k_{r}\left(\eta_{r, r}\right) & K\left(\eta_{r, r}, y\right) \\
k_{1}(x) & \cdots & k_{r}(x) & K(x, y)
\end{array}\right|}{K\binom{1, \ldots, r}{\eta_{1, r}, \ldots, \eta_{r, r}}}
$$

Since $\bar{K}_{r} \bar{K}_{r}^{*}(x, y)=\int_{0}^{1} \bar{K}_{r}(x, \sigma) \bar{K}_{r}(y, \sigma) d \sigma$ we have, by the basic composition formula,

$$
\bar{K}_{r} \bar{K}_{r}^{*}\binom{x_{1}, \ldots, x_{l}}{y_{1}, \ldots, y_{l}}=\underset{\substack{0 \\ 0<\sigma_{1}<\cdots<\sigma_{l}<1}}{1} \cdots \int_{0}^{1} \bar{K}_{r}\binom{x_{1}, \ldots, x_{l}}{\sigma_{1}, \ldots, \sigma_{l}} \bar{K}_{r}\binom{y_{1}, \ldots, y}{\sigma_{1}, \ldots, \sigma_{l}} d \sigma_{1}, \ldots, d \sigma_{l} .
$$

Now Sylvester's determinant identity applied to (5.5) gives

$$
\bar{K}_{r}\binom{x_{1}, \ldots, x_{l}}{y_{1}, \ldots, y_{l}}=\frac{K\binom{1, \ldots, r, \sigma_{1}, \ldots, \sigma_{l}}{\eta_{1, r}, \ldots, \eta_{r, r} x_{1}, \ldots, x_{l}}}{K\binom{1, \ldots, r}{\eta_{1, r}, \ldots, \eta_{r, r}}}
$$

Thus we obtain

$$
\begin{aligned}
\bar{K}_{r} \bar{K}_{r}^{*}\binom{x, \eta_{r+1, r}, \ldots, \eta_{r+r, r}}{y, \eta_{r+1, r}, \ldots, \eta_{n+r, r}}= & \frac{1}{\left(K\binom{1, \ldots, r}{\eta_{1}, \ldots, \eta_{r, r}}\right)^{2}} \int_{0<\sigma_{1}<\cdots<\sigma_{n+1}<1}^{1} \cdots \int_{0}^{1} \\
& \times K\binom{1, \ldots, r, \sigma_{1}, \ldots, \sigma_{n}, \sigma_{n+1}}{\eta_{1, r}, \ldots, \eta_{n+1, r}, x} \\
& \times K\binom{1, \ldots, r, \sigma_{1}, \ldots, \sigma_{n}, \sigma_{n+1}}{\eta_{1, r}, \ldots, \eta_{n+r, r}, y} d \sigma_{1}, \ldots, d \sigma_{n+1} .
\end{aligned}
$$

Hence (5.4) is valid and the proof of the theorem is completed.
Lemma 5.1.

$$
K\binom{1, \ldots, r, \xi_{1, r}, \ldots, \xi_{n, r}}{\eta_{1, r}, \ldots, \eta_{n+r, r}}>0
$$

The proof of this lemma parallels the proof of Lemma 2.2 and we omit the details.

We can now define an interpolation operator

$$
L_{r}: C[0,1] \rightarrow X_{n}^{1}, \quad X_{n}^{1}=\left[k_{1}, \ldots, k_{r}, K\left(\cdot, \xi_{1, r}\right), \ldots, K\left(\cdot, \xi_{n, r}\right)\right]
$$

by requiring that $\left(L_{r} h\right)\left(\eta_{i, r}\right)=h\left(\eta_{i, r}\right), i=1, \ldots, n+r, h \in C[0,1]$, and, as before, we may verify that

$$
R_{r}(x, y)=\left(K-L_{r} K\right)(x, y)=\frac{K\binom{1, \ldots, r, \xi_{1, r}, \ldots, \xi_{n, r}, x}{\eta_{1, r}, \ldots, \eta_{n+r, r}, y}}{K\binom{1, \ldots, r, \xi_{1, r}, \ldots, \xi_{n, r}}{\eta_{1, r}, \ldots, \eta_{n+r, r}}}
$$

and $R_{r}^{*} R_{r} \phi_{n+1, r}=\lambda_{n+1, r} \phi_{n+1, r}$. Thus we have

$$
\left(R_{r}^{*} R_{r}\right)(x, y) \operatorname{sgn} \phi_{n+1, r}(x) \operatorname{sgn} \phi_{n+1, r}(y) \geq 0, x, y \in[0,1]
$$

and:
Theorem 5.2. $\left\|K-L_{r} K\right\|=\lambda_{n+1, r}^{1 / 2}$.

Hence, again interpolation is an optimal procedure for estimating the class $\mathscr{K}_{r}$.

Let us now apply Theorem 5.1 to an example discussed by Kolmogorov in [8].

Example 5.1. $k_{i}(t)=t^{i-1}, i=1, \ldots, r, K(x, y)=1 /(r-1)!, x, y \in[0,1]$. In this case

$$
\mathscr{K}_{r}=\left\{f: f^{(r-1)} \text { abs. cont., } f^{(r)} \in L^{2}[0,1],\left\|f^{(r)}\right\| \leq 1\right\}=W^{2, r}[0,1] .
$$

The eigenvalue equation $K_{r}^{*} K_{r} \phi_{n, r}=\lambda_{n, r} \phi_{n, r}, n=1,2, \ldots$, is easily seen to be equivalent to

$$
\begin{equation*}
y_{n, r}^{(2 r)}(x)=\mu_{n, r} y_{n, r}(x), \quad y_{n, r}^{(i)}(1)=y_{n, r}^{(i)}(0)=0, i=0,1, \ldots, r-1, \tag{3.6}
\end{equation*}
$$

where $y_{n, r}=K_{r}^{*} K_{r} \phi_{n, r}$ and $\mu_{n, r} \lambda_{n, r}=1$. Thus the results concerning this example mentioned in the introduction follow from Theorems 5.1 and 5.2.
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