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ON TWO UNIVALENCE CRITERIA OF NEHARI

BY

.BINYAMIN SCHWARZ

I. The Two Criteria

In [3] Nehari proved that the analytic function f(z) is univalent in the
unit disk A {z Izl < 1} if its Schwarzian derivative

{f(z), z} (f"(Z.)))’ l(f"(Z)
\f’(z

satisfies either

(1 -Iz12)2’

or

(2) I{f(z}, z}l
In [4] he established the following more general criterion.

THEOREM 1. The analytic function f(z) is univalent in A if
(3) I{f(z), z}l < 2p(Izl), z A,

where p(x) is a function with the following properties: (a) p(x) is positive
and continuous on (- 1, 1); (b) p(-x) p(x); (c) (1 x2)2p(x) is nonincreasing
if x varies from 0 to 1; (d) the differential equation

(4) y"(x + p(x)y(x 0

has a solution which does not vanish on (-1, 1).

The functions 1/(1 x2) and 7r:/4 have the properties (a)-(d) and thus
yield the conditions (1) and (2). The function p(x) 2/(1 x2) yields the
univalence condition

(5) I{f(z), z}l < 4/(1 Izl2),
which was stated (without proof) by Pokornyi [6]. Using Theorem 1, Beesack
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[1, pp. 217-218] proved and sharpened additional conditions stated in [6],
and Friedland and Nehari [2] generalized conditions (1) and (5).

In a posthumously published paper [5] Nehari proved the following result.

THEOREM 2. Let f(z) be an analytic function in A and let F(x) be a real-
valued function on [0, l) with the following properties:

()
([3)

F has three continuous derivatives on [0, l) and F’(x) > 0;
F"(O) > O;
(F(x), x) > 0 and (1 x2)2(F(x), x) is nonincreasing.

(6) I{f(z), zl (F(Izl), Izl, z A,

then f is univalent in A.
(This is the more general form of Theorem I of [5] assuming only

F"(0) > 0 instead of F"(0) 0. For further relaxations of the conditions
on F(x) see the remarks on p. 346 and p. 350 of [5].)

Nehari found two classes of functions F(x), each depending on a parameter
/x, 0 < /x < 1, satisfying conditions (a)-(y) and he thus obtained the
following specific univalence criteria:

2(1 + /x)(1 lzl=)
(7) I{f(z), z)l

(1 Izl) o </x < 1,

and
2(1 /x2) 2/x(2 + )8) I(fz), Z}l <
1 Izl=)

/
1 + Izl=)=’ o < < .

Note that/x 0 in (7) and (8) yields (1), and/x in (7) yields (5). The
function F(x) tan(rrx/2) yields condition (2).

Nehari’s proof of the recent result is independent of his proof of the
earlier result. It is the purpose of the present paper to show that the two
theorems are equivalent. This is done in the next section by means of two
elementary lemmas. An application of this equivalence to matrix differential
equations is given in the last section.

2. The Equivalence

All the functions in this section, with one obvious exception in the remark
following Lemma 1, are real-valued.

LEMMA 1. (i) Let the function F(x), 0 < x < 1, have the following
properties: (a) F has three continuous derivatives on [0, l) and F’(x) > 0;
() F"(O) > O. Define

(9) p(x)= {F(x),x}, 0<x< 1,
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and

(10) p(-x) p(x), 0<x< 1.

Then the equation

(4) y"(x + p(x)y(x 0

has a solution which does not vanish on (-1, 1).
(ii) Conversely, let p(x) be a continuous, even function on (- 1, 1), such

that (4) has there a nonvanishing solution. Then there exists an oddfunction
F(x) on (-1, 1) with three continuous derivatives there, F"(O) O,
F’(x) > O, which satisfies

(9’) p(x) {F(x), x}, -1 < x < 1.

This lemma clearly implies the equivalence of the two theorems when

p(x) {F(x), x} > 0.

However, they are also equivalent when p(x) 1/2{F(x), x} > 0 because
Theorem remains valid for nonnegative p(x). Indeed, if p(xo) O, 0 <
x0 < 1, then it follows by (c) that p(x) 0 for xo < x < and therefore
{f(z), z} -= 0 in A; hence

f(z) (az + b)/(cz + d)

and f(z) is thus univalent.
Lemma can be proved directly, but it is perhaps more natural to deduce

it from the following lemma.

LEMMA 2. (i) Let the function u(x) have a continuous derivative on
[0, 1) and assume u(O) < O. Define
(11) p(x) -u’(x) uZ(x), 0<x< 1,

and

(10) p(-x) p(x), O < x < 1.

Then the differential equation (4) has a solution which does not vanish on
(-1, 1).

(ii) Conversely, let p(x) be a continuous, even function on (- 1, 1), such
that (4) has there a nonvanishing solution. Then there exists an oddfunction
u(x) on (-1, 1) with continuous derivative, which satisfies the Riccati
equation

(11’) p(x) -u’(x) uZ(x), -1 <x< 1.

First we show that Lemma 2 implies Lemma 1.
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(i) Let F(x) satisfy conditions (a) and (/3) of Lemma 1. Set

F"(x)
(12) u(x) 2F’(x)’

0 x 1.

Then u(x) satisfies the assumptions of part (i) of Lemma 2. It follows that
equation (4)with p(x) defined by (11) and (10)has a solution which does
not vanish on (-1, 1). From (11) and (12), we have (9), and thus have
proved part (i) of Lemma 1.

(ii) Let u(x) be the function which exists by the assertion of part (ii)
of Lemma 2. Set

Then F(x) has all the properties stated in part (ii) of Lemma 1. We remark
that conversely Lemma 1 also implies Lemma 2.

It remains to prove Lemma 2.

(i) Using u(x) of part (i), we define

(14) y(x) exp(f: u(t)dt),O<x<l.
Clearly y(0) 1, y(0) u(0) < 0 and y(x) > 0 on [0, 1). y(x) is a
solution of (4) on [0, 1) with p(x) defined by (11). Now let y2(x) be the
even solution of (4) on (-1, 1), defined by y2(0) 1, y(0) 0. We show
that y2(x) :/: 0 on (-1, 1). If y(0) u(0) 0, then y2(x) y(x), and
hence y2(x) > 0 on [0, 1) and, as y2(-x) y2(x), y2(x) > 0 on (-1, 1).
If y’(0) < 0, define y3(x) y2(x) y(x), 0 < x < 1. Then Y3(0) 0 and
y(0) > 0, and Y3(X), a solution of (4) on [0, 1), cannot vanish again in
[0, 1) as otherwise, by the Sturm separation theorem, also y(x) would have
to vanish in [0, 1). Hence Y3(X) > 0 on [0, 1) and thus also in this case
y2(x) > 0 on [0, 1) and therefore also on (-1, 1).

(ii) To prove part (ii) we remark that if (4) has a nonvanishing solution
y(x) on (-1, 1), then the even solution y2(x), defined by y2(0) 1,
y(0) 0 is positive on (-1, 1). The function u(x) y(x)/y2(x) satisfies
all the assertions of part (ii). This completes the proof of Lemma 2 and
establishes the equivalence of the two univalence criteria of Nehari.

3. An Application

The univalence of the function f(z) in a domain D is equivalent to the
disconjugacy of the differential equation

(15) w"(z + q(z )w(z 0

in D, where q(z) 1/2{f(z), z} [3]. So Theorems and 2 may be stated
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as criteria for disconjugacy of (15). This version can be generalized to matrix
differential equations of the form

(16) w"(z + Q(z )w(z o.
Here Q(z) is a n n matrix, holomorphic in a simply connected domain
D, o q D, and w(z) is a solution vector. The equation (16) is called
disconjugate in D, if for any pair of points (z, z2) in D, z z2, the
condition W(Zl) w(z2) 0 is satisfied only for the trivial solution
w(z) O. Let [IQ[I2 denote the spectral norm of the n n matrix Q. With
this notation the following holds [7, Theorem 2.3].

THEOREM 3. Let the matrix Q(z) be holomorphic in A and assume that

(3’) IlQ(z)ll2 < p(Izl), z A,

where p(x) is a function having properties (a)-(d) of Theorem 1. Then the
equation (16) is disconjugate in A.

This and Lemma imply the following result.

THEOREM 4. Let the matrix Q(z) be holomorphic in A and assume that

(6’) IlQ(z)ll2 < {F(Izl), [z]}, z A,

where F(x) is a function having properties (a)-(y) of Theorem 2. Then the
equation (16) is disconjugate in A.

We remark that the proof of Theorem 3 was a rather direct generalization
of the proof of the scalar case (Theorem 1). The proof in [5] of Theorem
2 can, apparently, not be generalized so as to yield Theorem 4. So in order
to generalize this result of Nehari to the multidimensional case, we had to
show its equivalence to his previous result. As now all the scalar criteria
(of [1]-[6]), mentioned in the present note, follow from Theorem 1, they
can all be generalized to disconjugacy criteria for the matrix differential
equation (16).
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