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## 1. Introduction

Given a smooth (lower-dimensional) submanifold $S$ of $\mathbf{R}^{n}$ and a smooth compactly supported measure $\sigma$ on $S$, one may ask for what values of $p$ and $q$ an a priori estimate of the form

$$
\begin{equation*}
\left\|\left.f\right|_{S}\right\|_{L^{q}(\sigma)} \leq C_{p, q}\|f\|_{L^{p}\left(\mathbf{R}^{n}\right)} \quad \forall f \in \mathscr{\rho}\left(\mathbf{R}^{n}\right) \tag{1.1}
\end{equation*}
$$

holds, where $\left.\hat{f}\right|_{S}$ denotes the restriction of the Fourier transform of $f$ to $S$, and $\rho\left(\mathbf{R}^{n}\right)$ is the Schwartz class of functions. Estimates of this type are known as restriction theorems. Note that if $p=1$ the estimate holds trivially (for any $q$ ). On the other hand, if $p=2$ such an estimate cannot hold, since $S$ has Lebesgue measure zero in $\mathbf{R}^{n}$. E. M. Stein was the first to observe that a restriction theorem holds for $q=2$ and some $p>1$ when $S$ is the $n$-sphere, or more generally, when an estimate of the form

$$
\begin{equation*}
|\hat{\sigma}(\xi)| \leq C(1+|\xi|)^{-\varepsilon} \forall \xi \in \mathbf{R}^{n} \tag{1.2}
\end{equation*}
$$

holds with some $\varepsilon>0$ for the Fourier transform of the measure $\sigma$ on $S$ (see [F], [S]). The estimate (1.2) holds, for instance, if $S$ is of finite type, namely each point of $S$ has at most a finite order contact with any hyperplane. Hence it follows that (1.1) holds for all finite type $S$ with $q=2$ and a nontrivial $p$, that is, some $p \in(1,2)$. See $[\mathrm{S}]$ for more details. Also see [F],[T], [Z], [C], [DM], [So] and further references cited in those works.

On the other hand, it is well known that a nontrivial restriction estimate need not hold if the curvature vanishes to infinite order at some point of $S$ in such a way that (1.2) should fail-we will call such $S$ (infinitely) flat. (So the surface of a circular cylinder, say, is not flat, since (1.2) holds for it.) For example, if $S$ is the flat curve in $\mathbf{R}^{2}$ given as the graph of the function $\gamma(t)=e^{-1 / t^{2}}$ near the origin, then a homogeneity argument shows that (1.1) fails for every $p>1$. However, in this paper we show that an analog of (1.1) does hold for a class of strictly convex curves whose curvature vanishes, to infinite (or finite) order, at the origin, where the $L^{p}$ space on the right side of
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(1.1) is replaced by a suitable Orlicz space $L^{\Phi}$. See Theorem 3.2 for precise statements. For the example $\gamma(t)=e^{-1 / t^{2}}$ mentioned above, our estimate may be written as

$$
\begin{equation*}
\left(\int_{0}^{\delta}\left|\hat{f}\left(t, e^{-1 / t^{2}}\right)\right|^{q} d t\right)^{1 / q} \leq C_{q}+C_{q} \int_{\mathbf{R}^{2}} \frac{|f|}{\left[1+\log ^{+}(1 /|f|)\right]^{1 / 2 q}} d x \tag{1.3}
\end{equation*}
$$

for $q \geq 2$. This estimate is equivalent to the norm estimate

$$
\left(\int_{0}^{\delta}|\hat{f}(t, \gamma(t))|^{q} d t\right)^{1 / q} \leq C_{q}\|f\|_{\Phi}
$$

where $\Phi$ is a Young's function equivalent to the function $t /[1+$ $\left.\log ^{+}(1 / t)\right]^{1 / 2 q}$ (see Remark 3.4). The estimate (1.3) is optimal for the given values of $q$ (see Proposition 3.13 and Corollary 3.14). Our method of proof is closely related to those in [F] and [Z]. See [W] for an excellent discussion of this problem and other problems in harmonic analysis associated to flat curves and surfaces. See also [BMO] for a recent study of a related problem.

The organization of the paper is as follows: In section 2 we collect some facts and definitions in the Orlicz space theory that will be useful in the paper. In section 3 we state the results and give a few examples. Section 4 contains some lemmas and proofs of the main results.
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## 2. Orlicz spaces

In this section we recall a few definitions and facts from the Orlicz space theory which will be needed in later sections. For more details see [JT], [R]. We say that the function $\Phi:[0, \infty) \rightarrow[0, \infty]$ is a Young's function provided that $\Phi$ is convex, increasing ( $=$ non-decreasing), nontrivial ( $0 \not \equiv \Phi(t) \not \equiv \infty$ for $t>0)$, and $\Phi(0)=0$. Given a Young's function $\Phi$, the Orlicz space $L^{\Phi}\left(\mathbf{R}^{n}\right)$ is the Banach space of (equivalence classes of) measurable functions $f$ such that

$$
\int \Phi(|f| / l) d x<\infty \text { for some constant } l>0
$$

$L^{\Phi}\left(\mathbf{R}^{n}\right)$ is equipped with the norm

$$
\begin{equation*}
\|f\|_{\Phi}=\inf \left\{l>0: \int \Phi(|f| / l) d x \leq 1\right\} \quad \text { (Luxemburg norm) } \tag{2.1}
\end{equation*}
$$

For example if $\Phi(t)=t^{p}$, when $1 \leq p<\infty$, or $\Phi(t)=\lim _{r \rightarrow \infty} t^{r}$, when $p=\infty$, we have $\|f\|_{\Phi}=\|f\|_{p}$. The Young's complement of $\Phi$ is the Young's function $\Psi$ defined by

$$
\begin{equation*}
\Psi(t)=\sup _{s \geq 0}[s t-\Phi(s)] \tag{2.2}
\end{equation*}
$$

If $\Phi$ is given by $\Phi(t)=\int_{0}^{t} \phi(s) d s$, where $\phi$ is a strictly increasing function, then it may be shown that $\Psi$ is given by $\Psi(t)=\int_{0}^{t} \phi^{-1}(s) d s$.

From (2.2) it follows that

$$
s t \leq \Phi(s)+\Psi(t), \text { for } s, t \geq 0 \quad \text { (Young's inequality). }
$$

Young's inequality implies Hölder's inequality

$$
\begin{equation*}
\int|f g| d x \leq 2\|f\|_{\Phi} \cdot\|g\|_{\Psi} \tag{2.3}
\end{equation*}
$$

There is another norm on $L^{\Phi}$ given by

$$
\begin{equation*}
\|f\|_{\Phi}^{*} \doteq \sup \left|\int f g d x\right| \quad(\text { Orlicz norm }) \tag{2.4}
\end{equation*}
$$

where the supremum is taken over all $g$ such that $\int \Psi(|g|) d x \leq 1$. The two norms are equivalent:

$$
\|f\|_{\Phi} \leq\|f\|_{\Phi}^{*} \leq 2\|f\|_{\Phi}
$$

This together with (2.4) and Young's inequality gives

$$
\begin{equation*}
\|f\|_{\Phi} \leq 1+\int \Phi(|f|) d x \tag{2.5}
\end{equation*}
$$

The following extension of the Hausdorff-Young inequality to Orlicz spaces is in [JT] (see Theorem 3.2 there).

Theorem 2.6. Assume that $\nu$ is a positive, continuous and strictly increasing function on $(0, \infty)$ such that $\nu(s) / s$ is increasing. Let

$$
m(t)=1 /\left[\nu^{-1}(1 / t)\right], N(t)=\int_{0}^{t} \nu(s) d s
$$

and

$$
M(t)=\int_{0}^{t} m(s) d s
$$

Then for all $f \in L^{M}\left(\mathbf{R}^{n}\right)$,

$$
\|\hat{f}\|_{N} \leq 2\|f\|_{M}
$$

## 3. Statement of results

In this paper we consider the curve $\{(t, \gamma(t)): t \geq 0\}$ in $\mathbf{R}^{2}$, where $\gamma$ satisfies the following basic hypotheses.
(3.1) Basic hypotheses on $\gamma$. We assume that $\gamma:[0, \infty) \rightarrow[0, \infty)$ is a twice-differentiable, strictly convex function such that $\gamma(0)=\gamma^{\prime}(0)=0$ and $\gamma(t) / t^{3}$ is increasing for $t>0$.

Notation. Given $\gamma$ and $1 \leq q<\infty$ we define the function $\gamma_{q}$ by $\gamma_{q}(t)=$ $t^{q-1} \cdot \gamma\left(t^{q}\right)$. Note that the convexity of $\gamma$ implies that of $\gamma_{q}$, hence the inverse function $\gamma_{q}^{-1}$ of $\gamma_{q}$ is concave. Given a nice function $h$ on $\mathbf{R}^{2}$ we often abbreviate the norm

$$
\left(\int_{0}^{\delta}|h(t, \gamma(t))|^{q} d t\right)^{1 / q}
$$

of the restriction of $h$ to $\Gamma$ by $\|h\|_{L^{q}(\Gamma)}$ or $\|h\|_{q}$, where

$$
\Gamma=\Gamma_{q} \doteq\{(t, \gamma(t)): 0 \leq t \leq \delta\}
$$

Also, $\|\cdot\|_{L^{a, b}(\Gamma)}=\|\cdot\|_{a, b}$ will denote the Lorentz norm taken with respect to the measure $d t$ on $\Gamma$ (see [SW]). If $q \in[1, \infty], q^{\prime}$ denotes the conjugate exponent of $q$, that is $1 / q+1 / q^{\prime}=1$. We let $C$ denote a finite positive conjugate exponent of $q$, that is $1 / q+1 / q^{\prime}=1$. We let $C$ denote a finite positive constant which may not be the same at each occurrence. $f \lesssim g$ will mean there exists a constant $C$ such that $f(x) \leq C g(x)$ for all relevant $x$, and we write $f \approx g$ if $f \leq g$ and $g \leq f$.

We now state our results in the following three theorems.
Theorem 3.2. Suppose that $\gamma$ satisfies (3.1) and that $\gamma^{\prime \prime}(t) / t$ is increasing on $(0, \delta)$ for some $\delta>0$. Then for $1 \leq q<\infty$ and $0<d<1$ there exists a
constant $C=C_{d, q}$ such that for all $f \in \mathscr{\rho}\left(\mathbf{R}^{2}\right)$,

$$
\begin{equation*}
\left(\int_{0}^{\delta}|\hat{f}(t, \gamma(t))|^{q} d t\right)^{1 / q} \leq C+C \int_{\mathbf{R}^{2}}|f| \cdot\left[\gamma_{q}^{-1}(|f|)\right]^{d} d x \tag{3.3}
\end{equation*}
$$

Moreover, the estimate (3.3) fails for every q if $d>1$.
Remark 3.4. We remark that (3.3) is equivalent to the norm estimate

$$
\begin{equation*}
\|\hat{f}\|_{L^{q}(\Gamma)} \leq C\|f\|_{\Phi} \tag{3.5}
\end{equation*}
$$

where $\Phi$ is the Young's function defined by

$$
\Phi(t)=\int_{0}^{t}\left[\gamma_{q}^{-1}(s)\right]^{d} d s
$$

To see this first observe that the fact that $\gamma_{q}^{-1}$ is increasing and concave implies

$$
\begin{equation*}
\Phi(t) \approx t\left[\gamma_{q}^{-1}(t)\right]^{d} \tag{3.6}
\end{equation*}
$$

since

$$
\Phi(t) \geq \int_{t / 2}^{t}\left[\gamma_{q}^{-1}(s)\right]^{d} d s \geq \frac{t}{2}\left[\gamma_{q}^{-1}(t / 2)\right]^{d} \geq t\left[\gamma_{q}^{-1}(t)\right]^{d}
$$

Now from (2.1) and (2.5) it follows that (3.5) is equivalent to

$$
\|\hat{f}\|_{L^{q}(\Gamma)} \leq C+C \int_{\mathbf{R}^{2}} \Phi(|f|) d x
$$

which is equivalent to (3.3) because of (3.6). Also note that (3.3) is equivalent to

$$
\left(\int_{0}^{\delta}|\hat{f}(t, \gamma(t))|^{q} d t\right)^{1 / q} \leq C+C \int_{\mathbf{R}^{2}}|f| \cdot\left[\gamma_{q}^{-1}(|f| \wedge 1)\right]^{d} d x
$$

which may be obtained by combining (3.3) with the trivial $L^{1}-L^{\infty}$ estimate (see Step 3 of the proof of Theorem 3.2). (Thus, only the values of $\gamma$ near the origin are relevant for our (local) problem.) Here $|f| \wedge 1$ stands for $\min \{|f|, 1\}$. Similar remarks can be made about (3.8) and (3.12) below.

Theorem 3.7. Suppose that $\gamma$ satisfies (3.1) and that $\gamma^{\prime \prime}(t) / e^{-t^{-a}}$ is increasing on ( $0, \delta$ ) for some constants $a>0$ and $0<\delta<1$. Then for $1<q<\infty$,

$$
\begin{equation*}
\|\hat{f}\|_{L^{q, 2}(\Gamma)} \leq C+C \int_{\mathbf{R}^{2}}|f| \cdot \gamma_{q}^{-1}(|f|) d x \tag{3.8}
\end{equation*}
$$

Note that when $q>2$ the estimate (3.8) is stronger than (3.3) with $d=1$, since $L^{p, r} \subset L^{p, s}$ if $r \leq s$ (see p. 192 in [SW]). In particular, (3.3) holds for $q \geq 2$ and $d=1$ under the hypotheses of Theorem 3.7. See Corollary 3.14 below.

Theorem 3.9. Suppose that $\gamma$ satisfies (3.1). In addition assume that for some real number $k \geq 3$,

$$
\begin{equation*}
\gamma^{\prime \prime}(t) / t^{k-2} \text { is increasing on }(0, \delta) \text { for some } \delta>0 \tag{3.10}
\end{equation*}
$$

and for $-1<a<1$,

$$
\begin{equation*}
\gamma(t) t^{a} \leq \gamma^{\prime}\left(t^{(k+a) /(k-1)}\right) \quad \text { if } 0 \leq t \leq 1 \tag{3.11}
\end{equation*}
$$

Then for $1<q<\infty$ and

$$
b=2-\frac{4}{(k+1) q+2}
$$

we have

$$
\begin{equation*}
\|f\|_{L^{q, b}(\Gamma)} \leq C+C \int_{\mathbf{R}^{2}}|f| \cdot \gamma_{q}^{-1}(|f|) d x \tag{3.12}
\end{equation*}
$$

In particular, (3.3) holds when $q \geq 2 k /(k+1)$ and $d=1$.
Theorem 3.2 applies to both flat and nonflat curves, whereas Theorems 3.7 and 3.9 concern the (endpoint) case $d=1$ for some sufficiently flat curves and nonflat curves, respectively. The fact that the estimates in these theorems are sharp or nearly sharp is expressed in the following proposition (a necessary condition).

Proposition 3.13. If

$$
\|f\|_{L^{q}(\Gamma)} \leq C\|f\|_{\Phi}
$$

(or equivalently $\|\hat{f}\|_{L^{b}(\Gamma)} \leq C+C \int_{\mathbf{R}^{2}} \Phi(|f|) d x$ ) holds for all $f \in \mathcal{\rho}\left(\mathbf{R}^{2}\right)$ for
some $1 \leq q<\infty$ and a Young's function $\Phi$, then

$$
\Phi(t) \gtrsim t \cdot \gamma_{q}^{-1}(t) \quad \text { for } 0 \leq t \leq 1
$$

If $1<q<\infty$ we may replace the norm $\|\hat{f}\|_{L^{q}(\Gamma)}$ above by $\|\hat{f}\|_{L^{q, \infty}(\Gamma)}$ and obtain the same conclusion.

Proof. We use a variant of the infinitesimal homogeneity argument due to A. W. Knapp (see e.g. [T]). Let

$$
f_{\varepsilon}(s, t)=\varepsilon e^{-\pi(\varepsilon s)^{2}} \cdot \gamma(\varepsilon) e^{-\pi(\gamma(\varepsilon) t)^{2}} \text { for } \varepsilon>0 \text { and } s, t \in \mathbf{R}
$$

Then

$$
\hat{f_{\varepsilon}}(u, v)=e^{-\pi(u / \varepsilon)^{2}} \cdot e^{-\pi(v / \gamma(\varepsilon))^{2}}
$$

If $\varepsilon \leq \delta$,

$$
\begin{aligned}
\left\|\hat{f}_{\varepsilon}\right\|_{L^{q}(\Gamma)} & \geq\left\|\chi_{[-\varepsilon, \varepsilon] \times[-\gamma(\varepsilon), \gamma(\varepsilon)]}\right\|_{L^{q}(\Gamma)} \\
& =\left[\int_{0}^{\delta} \chi_{[0, \varepsilon]} d t\right]^{1 / q}=\varepsilon^{1 / q}
\end{aligned}
$$

Next we show that $\left\|f_{\varepsilon}\right\|_{\Phi} \leq \varepsilon \gamma(\varepsilon) /\left[\Phi^{-1}(\varepsilon \gamma(\varepsilon))\right] \doteq l_{\varepsilon}$ for $\varepsilon$ sufficiently small. (We may assume $\Phi$ is strictly increasing near 0 , so that $\Phi^{-1}$ is defined there.) We have

$$
\begin{aligned}
\int \Phi\left(\frac{\left|f_{\varepsilon}(s, t)\right|}{l_{\varepsilon}}\right) d s d t & =\int \Phi\left(e^{-\pi(\varepsilon s)^{2}-\pi(\gamma(\varepsilon) t)^{2}} \Phi^{-1}(\varepsilon \gamma(\varepsilon))\right) d s d t \\
& \leq \int e^{-\pi(\varepsilon s)^{2}-\pi(\gamma(\varepsilon) t)^{2}} \cdot \Phi\left(\Phi^{-1}(\varepsilon \gamma(\varepsilon))\right) d s d t \\
& =\int e^{-\pi(\varepsilon s)^{2}-\pi(\gamma(\varepsilon) t)^{2}} \cdot \varepsilon \gamma(\varepsilon) d s d t \\
& =\int_{\mathbf{R}^{2}} e^{-\pi\left(s^{2}+t^{2}\right)} d s d t=1
\end{aligned}
$$

The last inequality is a consequence of the facts that $\Phi$ is convex, $\Phi(0)=0$, and $e^{-\pi(\varepsilon s)^{2}-\pi(\gamma(\varepsilon) t)^{2}} \leq 1$. Therefore, by the definition (2.1),

$$
\left\|f_{\varepsilon}\right\|_{\Phi} \leq l_{\varepsilon}=\frac{\varepsilon \gamma(\varepsilon)}{\Phi^{-1}(\varepsilon \gamma(\varepsilon))}
$$

Thus, the hypothesis $\|f\|_{L^{q}(\Gamma)} \leq C\|f\|_{\Phi} \forall f \in \mathcal{S}\left(\mathbf{R}^{2}\right)$ implies

$$
\varepsilon^{1 / q} \leq C \frac{\varepsilon \gamma(\varepsilon)}{\Phi^{-1}(\varepsilon \gamma(\varepsilon))} \text { for small } \varepsilon
$$

Putting $\varepsilon=s^{q}$ and rewriting the inequality gives

$$
s \gamma_{q}(s) \leq \Phi\left(C \gamma_{q}(s)\right) \text { for small } s
$$

Finally, letting $u=C \gamma_{q}(s)$ we get

$$
\frac{u}{C} \cdot \gamma_{q}^{-1}\left(\frac{u}{C}\right) \leq \Phi(u) \text { for small } u
$$

This gives

$$
\Phi(u) \gtrsim u \cdot \gamma_{q}^{-1}(u) \text { for } 0 \leq u \leq 1
$$

since the concavity of $\gamma_{q}^{-1}$ implies that $\gamma_{q}^{-1}(u / C) \approx \gamma_{q}^{-1}(u)$.
It is easy to see that Theorems 3.7, 3.9 and Proposition 3.13 imply the following result.

Corollary 3.14. Suppose that $\Phi$ is a Young's function and assume one of the following:
(1) The hypotheses of Theorem 3.7 hold and $2 \leq q<\infty$;
(2) The hypotheses of Theorem 3.9 hold and $2 k /(k+1) \leq q<\infty$.

Then the a priori inequality $\|\hat{f}\|_{L^{a}(\Gamma)} \leq C\|f\|_{\Phi}$ holds if and only if $\Phi(t) \geq t$. $\gamma_{q}^{-1}(t)$ for $0 \leq t \leq 1$.
3.15 Examples. In the first three of the following examples it is to be understood that $\gamma(0)=0$ and $\gamma$ is defined by the given formula on a sufficiently small interval $(0, \delta)$, and extended suitably for $t \geq \delta$.
(1) $\gamma(t)=e^{-t^{-a}}$ with $a>0$. Then $\gamma_{q}^{-1}(t) \approx\left[\gamma^{-1}(t)\right]^{1 / q}=[\log (1 / t)]^{-1 / q a}$ (for small $t$ ). Theorem 3.7 applies here and in this case (3.8) may be rewritten as

$$
\begin{equation*}
\|\hat{f}\|_{L^{q, 2}(\Gamma)} \leq C+C \int_{\mathbf{R}^{2}} \frac{|f|}{\left[1+\log ^{+}(1 /|f|)\right]^{1 / q a}} d x \tag{3.16}
\end{equation*}
$$

More generally we may take

$$
\gamma(t)=\frac{1}{(\exp )^{k}\left(t^{-a}\right)} \text { with } a>0 \text { and } k=1,2, \ldots
$$

where $(\exp )^{k}$ denotes the composition of $k$ copies of $\exp (t)=e^{t}$. Then a similar conclusion holds:

$$
\|f\|_{L^{q, 2}(\Gamma)} \leq C+C \int_{\mathbf{R}^{2}} \frac{|f|}{\left[1+\left(\log ^{+}\right)^{k}(1 /|f|)\right]^{1 / q a}} d x .
$$

Here $\left(\log ^{+}\right)^{k}$ is the $k$-fold iteration of $\log ^{+}$.
(2) $\gamma(t)=e^{-[\log (1 / t)]^{a}}, a>1$. Theorem 3.2 applies. Note that this curve is flat at the origin, but not as flat as the ones in (a).
(3) $\gamma(t)=t^{k} \cdot[\log (1 / t)]^{\alpha}$ with $k>3, \alpha \in \mathbf{R}$ or $k=3, \alpha \leq 0$. Theorem 3.2 applies here. If $k \geq 3$ and $\alpha \leq 0$, then Theorem 3.9 applies and we get (3.12).
(4) Let $\gamma(t) \approx t^{k}(k \geq 3)$ satisfy, say, the hypotheses of Theorem 3.9. In this case (3.12) reduces to

$$
\begin{equation*}
\|f\|_{L^{q, b}(\Gamma)} \leq C\|f\|_{L^{p}\left(\mathbf{R}^{2}\right)} \tag{3.17}
\end{equation*}
$$

with $1<q<\infty$,

$$
b=2(k+1) q /[(k+1) q+2],
$$

and

$$
p=(k+1) q /[(k+1) q-1],
$$

since $\Phi(t) \approx t \cdot \gamma_{q}^{-1}(t) \approx t^{(k+1) q /[[k+1) q-1]}$. An application of the Marcinkiewicz interpolation theorem for Lorentz spaces (see [H], [SW]) to (3.17) yields the stronger estimate (for the same $p, q$ )

$$
\begin{equation*}
\|f\|_{L^{q, p}(\Gamma)} \leq C\|f\|_{L^{p}\left(\mathbf{R}^{2}\right)} . \tag{3.18}
\end{equation*}
$$

The estimate (3.18) is proved in [So] under a different hypothesis, where it is also proved to be sharp in the sense that the $L^{q, p}$ norm on the left side cannot be replaced by an $L^{q, s}$ norm for any $s<p$. This also shows that at least in some cases (3.3) fails for $d=1$, although a Lorentz norm version like (3.12) may still be true in all cases.

## 4. Proofs of Theorems 3.2, 3.7 and 3.9

First we prove some lemmas which will be used in proving the theorems.
Lemma 4.1. Suppose that $\alpha$ and $\beta$ are strictly increasing functions, continuous on $[0, \delta)$ for some $\delta>0$, differentiable on $(0, \delta)$ and $\alpha(0)=\beta(0)=0$. If
the function $\alpha^{\prime}(t) / \beta^{\prime}(t)$ is increasing on $(0, \delta)$, then

$$
\begin{equation*}
\alpha^{-1}\left(\frac{\alpha(t)-\alpha(s)}{D}\right) \geq \beta^{-1}\left(\frac{\beta(t)-\beta(s)}{D}\right) \tag{4.2}
\end{equation*}
$$

for every $D \geq 1$ and $0<s \leq t<\delta$.
Proof. Fix a number $D \geq 1$ and define

$$
F(s, t)=\frac{\alpha(t)-\alpha(s)}{D}-\alpha\left(\beta^{-1}\left(\frac{\beta(t)-\beta(s)}{D}\right)\right)
$$

for $0<s \leq t<\delta$. Then (4.2) is equivalent to $F \geq 0$. Since $F(s, s)=0$, the conclusion will follow from

$$
\frac{\partial F}{\partial t}(s, t) \geq 0 \text { for } 0<s \leq t<\delta
$$

that is,

$$
\frac{\alpha^{\prime}(t)}{D}-\alpha^{\prime}\left(\beta^{-1}\left(\frac{\beta(t)-\beta(s)}{D}\right)\right) \cdot \frac{1}{\beta^{\prime}\left(\beta^{-1}\left(\frac{\beta(t)-\beta(s)}{D}\right)\right)} \cdot \frac{\beta^{\prime}(t)}{D} \geq 0
$$

which may be rewritten as

$$
\frac{\alpha^{\prime}(t)}{\beta^{\prime}(t)} \geq \frac{\alpha^{\prime}(x)}{\beta^{\prime}(x)}
$$

with

$$
x=\beta^{-1}\left(\frac{\beta(t)-\beta(s)}{D}\right)
$$

But the last inequality is true, because

$$
x=\beta^{-1}\left(\frac{\beta(t)-\beta(s)}{D}\right) \leq \beta^{-1}(\beta(t)-\beta(s)) \leq \beta^{-1}(\beta(t))=t
$$

and $\alpha^{\prime}(s) / \beta^{\prime}(s)$ is increasing on $(0, \delta)$.
Lemma 4.3. Assume $\gamma$ satisfies (3.1). For $1 \leq q<\infty$ and $0<d \leq 1$, let

$$
\xi(t)=t \cdot\left(\gamma^{-1}(t)\right)^{d} \text { and } \eta(t)=t^{1-1 / q}\left(\xi^{-1}(t)\right)^{1 / q}
$$

Then there exists a constant $b>0$ such that

$$
\begin{equation*}
t \cdot\left[\gamma_{q}^{-1}(t)\right]^{d} \geq \eta^{-1}(t) \text { for } 0 \leq t \leq b \tag{4.4}
\end{equation*}
$$

Proof. Recall the notation $\gamma_{q}(t)=t^{q-1} \cdot \gamma\left(t^{q}\right)$. Clearly the functions $\gamma$, $\xi, \eta$ and their inverses are increasing. Hence, (4.4) is equivalent to

$$
\eta\left(t \cdot\left(\gamma_{q}^{-1}(t)\right)^{d}\right) \geq t
$$

Letting $u=\gamma_{q}^{-1}(t)$ and rewriting the inequality we get

$$
\xi^{-1}\left(u^{q-1+d} \cdot \gamma\left(u^{q}\right)\right) \geq u^{(q-1)(1-d)} \cdot \gamma\left(u^{q}\right)
$$

A straightforward calculation shows that the last inequality is equivalent to

$$
\gamma\left(u^{q}\right) \geq u^{(q-1)(1-d)} \cdot \gamma\left(u^{q}\right)
$$

which holds for $u \leq 1$, since $q \geq 1$ and $d \leq 1$. Hence (4.4) holds with $b=\gamma_{q}$ (1).

Lemma 4.5. Let $a, b \in(0, \infty)$ and $0<\delta<1$. Then

$$
J \doteq \int_{0}^{\delta} \int_{s}^{\delta}\left|\log \left(1-e^{\left(t^{-a}-s^{-a}\right)}\right)\right|^{b} d t d s<\infty
$$

Proof. By making the change of variables $u=t^{a}-s^{a}$ in the inner integral,

$$
\begin{aligned}
J & =\int_{0}^{\delta} \int_{0}^{\delta^{a}-s^{a}}\left|\log \left(1-e^{-u\left(u+s^{a}\right)^{-1} \cdot s^{-a}}\right)\right|^{b} \cdot\left(u+s^{a}\right)^{1 / a-1} d u d s \\
& =\int_{0}^{\delta} \int_{0}^{s^{2 a}}+\int_{0}^{\delta} \int_{s^{2 a}}^{\delta^{a}-s^{a}} \doteq K_{1}+K_{2}
\end{aligned}
$$

If $u \leq s^{2 a}$, then

$$
u\left(u+s^{a}\right)^{-1} \cdot s^{-a}=\frac{u}{s^{2 a}} \cdot \frac{1}{1+u / s^{a}} \geq \frac{u}{s^{2 a}}\left(1-\frac{u}{s^{a}}\right)
$$

hence

$$
\begin{aligned}
e^{-u\left(u+s^{a}\right)^{-1} \cdot s^{-a}} & \leq e^{-u \cdot s^{-2 a}\left(1-u / s^{a}\right)} \\
& \leq 1-\frac{u}{s^{2 a}}\left(1-\frac{u}{s^{a}}\right)+\frac{1}{2}\left(\frac{u}{s^{2 a}}\left(1-\frac{u}{s^{a}}\right)\right)^{2} \\
& \leq 1-\frac{1}{2} \cdot \frac{u}{s^{2 a}}\left(1-\frac{u}{s^{a}}\right)=1-\frac{u\left(s^{a}-u\right)}{2 s^{3 a}}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
K_{1} & \leq \int_{0}^{\delta} \int_{0}^{s^{2 a}}\left[\log \left(\frac{2 s^{3 a}}{u\left(s^{a}-u\right)}\right)\right]^{b} \cdot\left(u+s^{a}\right)^{1 / a-1} d u d s \\
& \leq \int_{0}^{\delta} \int_{0}^{s^{2 a}}\left[\frac{s^{3 a}}{u \cdot s^{a}}\right]^{b \varepsilon} \cdot\left(u+s^{a}\right)^{1 / a-1} d u d s
\end{aligned}
$$

which is easily seen to be finite (for $\varepsilon$ small enough).
Next, if $u \in\left[s^{2 a}, \delta^{a}-s^{a}\right]$, then

$$
u\left(u+s^{a}\right)^{-1} s^{-a} \geq \frac{s^{2 a}}{\left(s^{2 a}+s^{a}\right) \cdot s^{a}}=\frac{1}{1+s^{a}} \geq 1-s^{a}
$$

so that

$$
\begin{aligned}
e^{-u\left(u+s^{a}\right)^{-1} \cdot s^{-a}} & \leq e^{-\left(1-s^{a}\right)} \\
& \leq 1-\left(1-s^{a}\right)+\frac{1}{2}\left(1-s^{a}\right)^{2}=\frac{1}{2}+\frac{1}{2} s^{2 a}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
K_{2} & \leq \int_{0}^{\delta} \int_{s^{2 a}}^{\delta^{a}-s^{a}}\left[\log \left(\frac{2}{1-s^{2 a}}\right)\right]^{b} \cdot\left(u+s^{a}\right)^{1 / a-1} d u d s \\
& \leq \int_{0}^{\delta} \int_{0}^{\delta^{a}}\left(u+s^{a}\right)^{1 / a-1} d u d s<\infty
\end{aligned}
$$

We are now ready to prove the theorems. The proof of Theorem 3.2 is carried out in three steps. (As we remarked already, the fact that (3.3) fails when $d>1$ follows from Proposition 3.13.) In Step 1 we reduce the problem to that of estimating an integral. In Step 2 we establish the case $q=1$; and in Step 3 we use (Orlicz space) interpolation to deduce the cases $1<q<\infty$. The proofs of Theorems 3.7 and 3.9 are based on a similar reduction and slightly more refined estimates which depend on the additional hypotheses.

Proof of Theorem 3.2. Step 1 (reduction of the problem). By Remark (3.4), to prove (3.3) we may show

$$
\begin{equation*}
\|f\|_{L^{q}(\Gamma)} \leq C\|f\|_{\Phi} \tag{4.6}
\end{equation*}
$$

where $\Phi(t)=\int_{0}^{t} \phi(s) d s$ and $\phi(s)=\left[\gamma_{q}^{-1}(s)\right]^{d}$. Let

$$
\operatorname{Tg}(\xi)=\int_{0}^{\delta} e^{2 \pi i\left[\xi_{1} t+\xi_{2} \gamma(t)\right]} g(t) d t
$$

for $\xi=\left(\xi_{1}, \xi_{2}\right) \in \mathbf{R}^{2}$ and $g \in C^{\infty}([0, \delta)$ ). ( $T$ is the adjoint of the restriction operator $\left.R f \doteq \hat{f}\right|_{\Gamma}$.) By dualization using (2.4) and Hölder's inequality (2.3), (4.6) will follow from

$$
\begin{equation*}
\|T g\|_{\Psi} \leq C\|g\|_{q^{\prime}} \tag{4.7}
\end{equation*}
$$

where $1 / q+1 / q^{\prime}=1$ and $\Psi$ is the Young's complement of $\Phi$ given by

$$
\Psi(t)=\int_{0}^{t} \psi(s) d s, \psi(s)=\phi^{-1}(s)=\gamma_{q}\left(s^{1 / d}\right)
$$

Clearly we may also assume that $g \geq 0$. If we put $N(t)=\Psi(\sqrt{t})$, it is immediate from (2.1) that

$$
\|T g\|_{\Psi}^{2}=\left\|(T g)^{2}\right\|_{N}
$$

Note that $N$ is a Young's function, since

$$
\begin{aligned}
\nu(t) & \doteq N^{\prime}(t)=\psi(\sqrt{t}) \frac{1}{2 \sqrt{t}}=\frac{\gamma_{q}\left(t^{1 / 2 d}\right)}{2 \sqrt{t}} \\
& =\frac{1}{2}\left(t^{q / 2 d}\right)^{1-(1+d) / q} \cdot \gamma\left(t^{q / 2 d}\right)
\end{aligned}
$$

and so $\nu$ is strictly increasing by the assumption that $\gamma(s) / s^{3}$ is increasing (see (3.1)). Now

$$
\begin{aligned}
(T g(\xi))^{2} & =\int_{0}^{\delta} \int_{0}^{\delta} e^{2 \pi i\left[(s+t) \xi_{1}+(\gamma(s)+\gamma(t)) \xi_{2}\right]} g(t) g(s) d t d s \\
& =2 \int_{\Delta} e^{2 \pi i\left[(s+t) \xi_{1}+(\gamma(s)+\gamma(t)) \xi_{2}\right]} g(t) g(s) d t d s
\end{aligned}
$$

where $\Delta \doteq\{(s, t): 0<s<t<\delta\}$. Since the strict convexity of $\gamma$ implies that the transformation $(s, t) \mapsto(x, y)=(s+t, \gamma(s)+\gamma(t))$ is one-to-one on $\Delta$, we get

$$
\int_{\Delta}=\int_{\mathbf{R}^{2}} e^{2 \pi i\left(x \xi_{1}+y \xi_{2}\right)} \tilde{g}(x, y)|J|^{-1} d x d y=\left(\tilde{g} \cdot|J|^{-1}\right)^{\wedge}\left(\xi_{1}, \xi_{2}\right)
$$

where $\tilde{g}(x, y)=g(t) g(s)$ and

$$
|J|=\left|\frac{\partial(x, y)}{\partial(s, t)}\right|=\gamma^{\prime}(t)-\gamma^{\prime}(s)
$$

Observe that the function

$$
\frac{\nu(t)}{t}=\frac{1}{2}\left(t^{q / 2 d}\right)^{1-(1+3 d) / q} \cdot \gamma\left(t^{q / 2 d}\right)
$$

is increasing, since $\gamma(t) / t^{3}$ is increasing and $1-(1+3 d) / q \geq-3$ if $q \geq 1$ and $d \geq 1$. Therefore, we may apply Theorem 2.6 to obtain

$$
\left\|(T g)^{2}\right\|_{N}=2\left\|\left(\tilde{g} \cdot|J|^{-1}\right)^{\wedge}\right\|_{N} \leq 4\left\|\tilde{g} \cdot|J|^{-1}\right\|_{M}
$$

where $M(t)=\int_{0}^{t} m(s) d s$ and $m(s)=1 /\left[\nu^{-1}(1 / s)\right]$. Hence, to prove (4.7) it suffices to prove that there exists a constant $C$ such that

$$
\int M\left(\tilde{g} \cdot|J|^{-1}\right) d x d y \leq C
$$

for all $g \geq 0$ with $\|g\|_{q^{\prime}}=1$, because of (2.5) and the linearity of the operator $T$ and the fact that $\|\cdot\|_{\Psi}$ is a norm. Since $\nu$ is increasing, so is $m$, and hence

$$
M(t) \leq t \cdot m(t)
$$

So

$$
\begin{aligned}
\int M\left(\tilde{g} \cdot|J|^{-1}\right) d x d y & \leq \int \tilde{g} \cdot|J|^{-1} \cdot m\left(\tilde{g} \cdot|J|^{-1}\right) d x d y \\
& =\int_{0}^{\delta} \int_{s}^{\delta} g(t) g(s) \cdot m\left(g(t) g(s)|J|^{-1}\right) d t d s \\
& \doteq K
\end{aligned}
$$

by reversing the change of variables made above. It remains to estimate $K$, assuming $\|g\|_{q^{\prime}}=1$.

Step 2 (proof of the case $q=1$ of (3.3)). In this case we get

$$
\begin{aligned}
\nu(t) & =\frac{1}{2} t^{-1 / 2} \cdot \gamma\left(t^{1 / 2 d}\right) \\
& \leq \frac{1}{2} t^{-1 / 2} \cdot t^{1 / 2 d} \cdot \gamma^{\prime}\left(t^{1 / 2 d}\right)(\text { by the convexity of } \gamma) \\
& \leq \gamma^{\prime}\left(t^{1 / 2 d}\right) \text { for } 0 \leq t \leq 1, \text { if } d<1
\end{aligned}
$$

So

$$
\nu^{-1}(t) \geq\left[\left(\gamma^{\prime}\right)^{-1}(t)\right]^{2 d} \text { for } t \leq t_{0}
$$

Hence,

$$
\begin{equation*}
m(u)=\frac{1}{\nu^{-1}(1 / u)} \leq\left[\left(\gamma^{\prime}\right)^{-1}(1 / u)\right]^{-2 d} \text { for } u \geq u_{0}>0 \tag{4.8}
\end{equation*}
$$

Since $\|g\|_{\infty}=\|g\|_{q^{\prime}}=1$,

$$
\begin{aligned}
K & \leq \int_{0}^{\delta} \int_{s}^{\delta} m\left(|J|^{-1}\right) d t d s \\
& \leq \int_{0}^{\delta} \int_{s}^{\delta}\left[\left(\gamma^{\prime}\right)^{-1}\left(\gamma^{\prime}(t)-\gamma^{\prime}(s)\right)\right]^{-2 d} d t d s \text { by }(4.8)
\end{aligned}
$$

Now we use Lemma 4.1 with $\alpha(t)=\gamma^{\prime}(t)$ and $\beta(t)=t^{2}$ and $D=1$. Note that $\alpha^{\prime}(t) / \beta^{\prime}(t)=\gamma^{\prime \prime}(t) / 2 t$ in increasing on $(0, \delta)$ by hypothesis. Hence,

$$
K \leq \int_{0}^{\delta} \int_{s}^{\delta}\left(\sqrt{t^{2}-s^{2}}\right)^{-2 d} d t d s<\infty
$$

since $d<1$. This finishes the proof of the case $q=1$.
Step 3 (proof of the case $1<q<\infty$ of (3.3)). Here we use an extension of the Riesz-Thorin interpolation theorem due to M. M. Rao [R]. The case $q=1$ of (3.3) can be rewritten as

$$
\|f\|_{L^{1}(\Gamma)} \leq C\|f\|_{\Phi_{1}}
$$

where $\Phi_{1}$ is a Young's function with $\Phi_{1}(t) \leq t \cdot\left(\gamma^{-1}(t)\right)^{d}$ (for any fixed $0<d<1$ ). Interpolating with the trivial estimate $\|f\|_{L^{\infty}(\Gamma)} \leq\|f\|_{L^{\prime}\left(\mathbf{R}^{2}\right)}$, using Theorem 1 in [R], gives

$$
\begin{equation*}
\|\hat{f}\|_{L^{q}(\Gamma)} \leq C\|f\|_{\Phi_{1 / q}}, \tag{4.9}
\end{equation*}
$$

where $\Phi_{1 / q}^{-1}(t)=t^{1-1 / q}\left(\Phi_{1}^{-1}(t)\right)^{1 / q}$. Since $\Phi_{1}(t) \leq t\left(\gamma^{-1}(t)\right)^{d}=\xi(t)$, we have

$$
\Phi_{1 / q}^{-1}(t)=t^{1-1 / q}\left(\Phi_{1}^{-1}(t)\right)^{1 / q} \geq t^{1-1 / q}\left(\xi_{1}^{-1}(t)\right)^{1 / q}=\eta(t) .
$$

Hence,

$$
\begin{equation*}
\Phi_{1 / q}(t) \leq \eta^{-1}(t) \leq t\left(\gamma_{q}^{-1}(t)\right)^{d}, \quad 0 \leq t \leq 1, \tag{4.10}
\end{equation*}
$$

because $\eta^{-1}(t) \leq t\left(\gamma_{q}^{-1}(t)\right)^{d}$, for $1 \leq t \leq b$, by Lemma 4.3. Writing $f=f_{1}+$ $f_{2}$, where $f_{1}=f \cdot \chi_{\{|f| \leq 1\}}$, we obtain

$$
\begin{aligned}
\|f\|_{L^{q}(\Gamma)} & \leq\left\|\hat{f}_{1}\right\|_{L^{q}(\Gamma)}+\left\|\hat{f}_{2}\right\|_{L^{q}(\Gamma)} \\
& \leq C\left\|f_{1}\right\|_{\Phi_{1 / q}}+C\left\|f_{2}\right\|_{1} \quad \text { by }(4.9) \\
& \leq C+C \int \Phi_{1 / q}\left(\left|f_{1}\right|\right) d x+C\left\|f_{2}\right\|_{1} \quad \text { by }(2.5) \\
& \leq C+C \int_{\{|f| \leq 1\}}|f|\left(\gamma_{q}^{-1}(|f|)\right)^{d} d x+C \int_{\{|f|>1\}}|f| d x \quad \text { by }(4.10) \\
& =C+C \int_{\mathbf{R}^{2}}|f|\left(\gamma_{q}^{-1}(|f| \wedge 1)\right)^{d} d x \\
& \leq C+C \int_{\mathbf{R}^{2}}|f|\left(\gamma_{q}^{-1}(|f|)\right)^{d} d x .
\end{aligned}
$$

This completes the proof of Theorem 3.2.
Proof of Theorem 3.7. By repeating the arguments in Step 1 of the proof of the previous theorem (and using the same notation) it suffices to prove

$$
K \doteq \int_{0}^{\delta} \int_{s}^{\delta} g(t) g(s) \cdot m\left(g(t) g(s) \cdot|J|^{-1}\right) d t d s \leq C
$$

assuming $\|g\|_{q^{\prime}, 2}=1$ and $g \geq 0$. Since $d=1$ here, we have $\nu(t)=$ $\gamma_{q}(\sqrt{t}) /[2 \sqrt{t}]$. So

$$
\nu(t) \leq \gamma^{\prime}\left(t^{q / 2}\right), t \leq 1
$$

Hence,

$$
m(u)=\frac{1}{\nu^{-1}(1 / u)} \leq\left(\left(\gamma^{\prime}\right)^{-1}(1 / u)\right)^{-2 / q}, u \geq u_{0}>0
$$

Now

$$
K \leq \int_{B_{1}}+\int_{B_{2}} \doteq K_{1}+K_{2}
$$

where

$$
B_{1}=\{(s, t) \in \Delta: g(t) g(s) \geq 1\}
$$

and

$$
B_{2}=\Delta \backslash B_{1}=\{(s, t) \in \Delta: 1>g(t) g(s) \geq 0\}
$$

As in the proof of Theorem 3.2,

$$
\begin{aligned}
K_{2} & \leq \int_{0}^{\delta} \int_{s}^{\delta} m\left(|J|^{-1}\right) d t d s \leq \int_{0}^{\delta} \int_{s}^{\delta}\left[\left(\gamma^{\prime}\right)^{-1}\left(\gamma^{\prime}(t)-\gamma^{\prime}(s)\right)\right]^{-2 / q} d t d s \\
& \leq \int_{0}^{\delta} \int_{s}^{\delta}\left(\sqrt{t^{2}-s^{2}}\right)^{-2 / q} d t d s<\infty \quad \text { since } q>1
\end{aligned}
$$

Also,

$$
\begin{aligned}
K_{1} & \leq \int_{B_{1}} g(t) g(s)\left[\left(\gamma^{\prime}\right)^{-1}\left(\frac{\gamma^{\prime}(t)-\gamma^{\prime}(s)}{g(t) g(s)}\right)\right]^{-2 / q} d t d s \\
& \leq \int_{B_{1}} g(t) g(s)\left[\beta^{-1}\left(\frac{\beta(t)-\beta(s)}{g(t) g(s)}\right)\right]^{-2 / q} d t d s \\
& \leq \int_{B_{1}} g(t) g(s)\left[\log \left(\frac{g(t) g(s)}{e^{-t^{-a}}-e^{-s^{-a}}}\right)\right]^{2 / q a} d t d s
\end{aligned}
$$

by applying Lemma 4.1 with $\alpha(t)=\gamma^{\prime}(t)$ and $\beta(t)=e^{-t^{-a}}$. Thus,

$$
\begin{aligned}
K_{1} \leq & \int_{B_{1}} g(t) g(s)[\log (g(t) g(s))]^{2 / q a} d t d s \\
& +\int_{\Delta} g(t) g(s)\left(t^{-a}\right)^{2 / q a} d t d s \\
& +\int_{\Delta} g(t) g(s)\left|\log \left(1-e^{t^{-a}-s^{-a}}\right)\right|^{2 / q a} d t d s \\
\doteq & K_{3}+K_{4}+K_{5}
\end{aligned}
$$

By Hölder's inequality for Lorentz spaces (Theorem 3.4 in [O]),

$$
\begin{aligned}
K_{3} & \leq \int_{B_{1}} g(t) g(s)[g(t) g(s)]^{2 \varepsilon / q a} d t d s \\
& \leq\left(\int_{0}^{\delta} g(t)^{1+2 \varepsilon / q a} d t\right)=\|g\|_{\rho}^{c} \\
& \leq C\|g\|_{q^{\prime}, \infty}^{c} \cdot\|1\|_{r, \rho}^{c} \\
& \leq C\|g\|_{q^{\prime}, 2}^{c}=C,
\end{aligned}
$$

where $\rho=1+2 \varepsilon /(q a)$ and $\varepsilon>0$ is chosen so small that $\rho<q^{\prime}$, and $r$ is chosen so that $1 / \rho=1 / q^{\prime}+1 / r$. To estimate $K_{4}$ we use Lorentz norm inequalities of R . O'Neil [O], following [So].

$$
\begin{align*}
K_{4}= & \int_{\Delta} g(t) g(s) \cdot t^{-2 / q} d t d s \\
\leq & \int_{\Delta} g(t) g(s) \cdot(t-s)^{-1 / q} \cdot t^{-1 / 2 q} \cdot s^{-1 / 2 q} d t d s \\
= & \int_{0}^{\delta} g(s) s^{-1 / 2 q} \cdot \int_{s}^{\delta} g(t) t^{-1 / 2 q} \cdot(t-s)^{-1 / q} d t d s \\
\leq & \left\|g(s) \cdot s^{-1 / 2 q}\right\|_{L^{2 q)^{\prime}, 2}(d s)}  \tag{4.11}\\
& \cdot\left\|\int_{s}^{\delta} g(t) t^{-1 / 2 q}(t-s)^{-1 / q} d t\right\|_{L^{2 q, 2}(d s)} \\
\leq & C\left\|g(t) \cdot t^{-1 / 2 q}\right\|_{(2 q)^{\prime}, 2}^{2}  \tag{4.12}\\
\leq & C\|g\|_{q^{\prime}, 2}^{2} \cdot\left\|t^{-1 / 2 q}\right\|_{2 q, \infty}^{2}  \tag{4.13}\\
\leq & C\|g\|_{q^{\prime}, 2}^{2}=C .
\end{align*}
$$

The inequalities (4.11), (4.12), and (4.13) are consequences of Theorems 3.5, 2.6, and 3.4 in [O], respectively. Finally, by Hölder's inequality and Lemma 4.5 , if $1<\rho<q^{\prime}$ and $1 / \rho=1 / q^{\prime}+1 / r$, then

$$
\begin{aligned}
K_{5} & \leq\left(\int_{\Delta}(g(t) g(s))^{\rho} d t d s\right)^{1 / \rho} \cdot\left(\int_{\Delta}\left|\log \left(1-e^{t^{-a}-s^{-a}}\right)\right|^{2 \rho^{\prime} / q a} d t d s\right)^{1 / \rho^{\prime}} \\
& \leq C\|g\|_{\rho}^{2} \leq C\|g\|_{{q^{\prime}, \infty}^{2} \cdot\|1\|_{r, \rho}^{2} \leq C\|g\|_{q^{\prime}, 2}^{2}=C . \square} . \square=\text {. }
\end{aligned}
$$

Proof of Theorem 3.9. As in the proof of Theorem 3.7, it is enough to prove

$$
K \doteq \int_{0}^{\delta} \int_{s}^{\delta} g(t) g(s) \cdot m\left(g(t) g(s)|J|^{-1}\right) d t d s \leq C
$$

assuming $\|g\|_{q^{\prime}, b^{\prime}}=1$ with $1<q<\infty$ and $b^{\prime}=2(k+1) q /[(k+1) q-2]$. Now

$$
\begin{aligned}
\nu(t) & =\frac{\gamma_{q}(\sqrt{t})}{2 \sqrt{t}}=\frac{1}{2}\left(t^{q / 2}\right)^{1-2 / q} \cdot \gamma\left(t^{q / 2}\right) \\
& \leq C \gamma^{\prime}\left(\left(t^{q / 2}\right)^{(k+1-2 / q) /(k-1)}\right), \quad t \leq 1
\end{aligned}
$$

by the hypothesis (3.11) with $a=1-2 / q$. So

$$
\begin{aligned}
m(u) & =\frac{1}{\nu^{-1}\left(\frac{1}{u}\right)} \leq\left[\left(\gamma^{\prime}\right)^{-1}\left(\frac{1}{C u}\right)\right]^{-2(k-1) /[q(k+1-2 / q)]} \\
& \leq\left[\left(\gamma^{\prime}\right)^{-1}\left(\frac{1}{u}\right)\right]^{-2(k-1) /[(k+1) q-2]}, \quad u \geq u_{0}>0
\end{aligned}
$$

Hence

$$
\begin{aligned}
K \leq & \int_{B_{1}} g(t) g(s) \cdot\left[\left(\gamma^{\prime}\right)^{-1}\left(\frac{\gamma^{\prime}(t)-\gamma^{\prime}(s)}{g(t) g(s)}\right)\right]^{-2(k-1) /[(k+1) q-2]} d t d s \\
& +\int_{B_{2}}\left[\left(\gamma^{\prime}\right)^{-1}\left(\gamma^{\prime}(t)-\gamma^{\prime}(s)\right)\right]^{-2(k-1) /[(k+1) q-2]} d t d s \\
\doteq & K_{1}+K_{2}
\end{aligned}
$$

where $B_{1}$ and $B_{2}$ are as in the proof of Theorem 3.7. By (3.10) and Lemma 4.1 with $\alpha(t)=\gamma^{\prime}(t)$ and $\beta(t)=t^{k-1}$, we obtain

$$
K_{1} \leq \int_{B_{1}} g(t) g(s)\left(\frac{t^{k-1}-s^{k-1}}{g(t) g(s)}\right)^{[1 /(k-1)][-2(k-1)] /[(k+1) q-2]} d t d s
$$

Since

$$
t^{k-1}-s^{k-1} \geq(t-s) \cdot t^{(k-2) / 2} \cdot s^{(k-2) / 2}>0
$$

on $\Delta=\{(s, t): 0<s<t<\delta\}$, we have

$$
K_{1} \leq \int_{0}^{\delta} g(s)^{\rho_{1}} \cdot s^{-\rho_{2}} \int_{s}^{\delta} g(t)^{\rho_{1}} \cdot t^{-\rho_{2}} \cdot(t-s)^{-\rho_{3}} d t d s
$$

where $\rho_{1}=(k+1) q /[(k+1) q-2], \rho_{2}=(k-2) /[(k+1) q-2]$, and $\rho_{3}$ $=2 /[(k+1) q-2]$. By Theorems 3.5 and 2.6 in [O],

$$
\begin{aligned}
K_{1} & \leq\left\|g(s)^{\rho_{1}} \cdot s^{-\rho_{2}}\right\|_{L^{r, 2}(d s)} \cdot\left\|\int_{s}^{\delta} g(t)^{\rho_{1}} t^{-\rho_{2}} \cdot(t-s)^{-\rho_{3}} d t\right\|_{L^{r^{\prime}, 2}(d s)} \\
& \leq C\left\|g(s)^{\rho_{1}} \cdot s^{-\rho_{2}}\right\|_{r, 2} \cdot\left\|g(t)^{\rho_{1}} \cdot t^{-\rho_{2}}\right\|_{r, 2} \cdot \| t^{-\rho_{3} \|_{1 / \rho_{3}, \infty}} \\
& \leq C\left\|g(s)^{\rho_{1}} \cdot s^{-\rho_{2}}\right\|_{r, 2}^{2}
\end{aligned}
$$

if $1 / r^{\prime}=1 / r+\rho_{3}-1$, i.e., $r=[(k+1) q-2] /[(k+1) q-3]$. Finally, by

Theorem 3.4 in [O],

$$
\begin{aligned}
\left\|g(s)^{\rho_{1}} \cdot s^{-\rho_{2}}\right\|_{r, 2} & \leq C\left\|g(s)^{\rho_{1}}\right\|_{q^{\prime} / \rho_{1}, 2} \cdot\left\|s^{-\rho_{2}}\right\|_{1 / \rho_{2}, \infty} \\
& \leq C\|g\|_{q^{\prime}, 2 \rho_{1}}^{\rho_{1}}=C\|g\|_{q^{\prime}, b^{\prime}}^{\rho_{1}}=C,
\end{aligned}
$$

since $1 / r=\rho_{1} / q^{\prime}+\rho_{2}<1$ and $b^{\prime}=2 \rho_{1}$. So $K_{1} \leq C$. The estimation of $K_{2}$ is similar.
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