Hokkaido Mathematical Journal Vol. 33 (2004) p. 247-254

Backward shift invariant subspaces in the bidisc
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Abstract. Suppose that Ty is a Toeplitz operator with a symbol ¢ on the Hardy space
H? on the bidisc. Let N be a backward shift invariant subspace of H?, that is, N is
an invariant subspace under T and T)%. Let P be the orthogonal projection from H?
onto N. For ¢ in H*®, put Sy = PTy|N. In this paper, we give a characterization of a
backward shift invariant subspace which satisfies S, Sy, = 55, S-.
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1. Introduction

- Let T2 be the torus that is the Cartesian product of two unit circles T
in C. Let p =2 or p= o0. The usual Lebesgue spaces, with respect to the
Haar measure m on T2, are denoted by LP = LP(T?), and HP = HP(T?) is
the space of all f in L? whose Fourier coefficients

f(j,f) = /TZ Fz, w)Fwtdm(z, w)

are 0 as soon as at least one component of (j,4) is negative. Then HP is
called the Hardy space. As T? = (2,T) x (w,T), H?(z,T) and HP(w,T)
denote the one variable Hardy spaces.

Let Py2 be the orthogonal projection from L? onto H2. For ¢ in L,
the Toeplitz operator Ty is defined by

Tyf = Pu2(0f) (f € H?).
A closed subspace N of H? is said to be backward shift invariant if
T;NCN and T,N CN.

A closed subspace M of H 2 is said to be shift invariant if T,M C M and
ToM C M. The orthogonal complement of N is shift invariant. Let Py
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and Py be the orthogonal projections from H? onto N and M, respectively.
For ¢ in H*, put

Ss = PNTyPy|N and Vy= PyTsPy|M.

It is known in [2] that V,V} = V2V, if and only if M = gH? for some
inner function ¢ in H*. In this paper, we are interested in backward shift
invariant subspaces N which satisfy S,9% = S:S,. Let M = H2ON. We
will write P = Py and Q = I — Py, where I is the identity operator on H?2.
In this paper, we also study two operators

A=QT,P and B=PT,Q.

In §2, we show that AB|M = V;V, — V,V; and BA|N = S,S;, — S;5S..
Then AB = 0 is equivalent to V,V,; = V;V,, and BA = 0 is equivalent to
S.S% = S%S,. Moreover we determine backward shift invariant subspaces
satisfying A = 0 or B = 0. In §3, we give a characterization of backward
shift invariant subspaces satisfying BA = 0, equivalently 5,5, = S;,5..
And we give simple sufficient conditions to be 5,S;, = S;,S,. In §4, we give
a conjecture, that is, the sufficient condition is also necessary one.

Throughout this paper, for a subset H of H?, [H]s denotes the closed
linear span of H and [H] the linear span of H.

2. Invariant subspace with A =0or B =0

Let N be a backward shift invariant subspace and M be the orthogonal
complement of N in H?. Put P = Py and @ = I — Py, then Q is the
orthogonal projection from H? onto M.

Lemma 2.1
(1) AB = QTQT.Q — QT,QT:Q and so AB|M = VV, — V,V2.
(2) BA = PT,PT:P — PT*PT,P and so BA|N = 8,5% — S%S,.
(3) kerA={feN:T,fe N} M.
(4) kerB={feM:TyfeM}®N.
Proof. (1) Since T,Q = QT,Q and T,T% = T3 T%,
AB = QT,PT%Q
= QT.T,Q - QTQT,Q
= QT':)QTZQ - QTzQT;Q
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(2) Since TP = PTP and TpT, = T, T,

BA = PT!QT,P
= PT:T,P — PT:PT,P
= PT,PT}P — PT PT,P.

The properties (3) and (4) are clear. O

Theorem 2.2
= 0 if and only 1 = or N = © where q 15 a one
(1) A=0if and only if N = H? or N = H2C qH? where q i
variable inner function with ¢ = q(w).
= 0 if and only 1 = [0] or M = qH* where q is a one variable
(2) B =0ifand onlyif M = [0] or M = qH? where q i jabl
inner function with q¢ = g(z).
(3) A=B =0 ifand only if N=1[0] or N = H2.

Proof. (2) follows from (1). We will show (1). We have H2 = N @ M and
T.M C M. Suppose A =0. By Lemma 2.1(3), I,N C N. Put No= N6
T,N and My =M o T,M. Then

o0 x
H? =" @(No ® Mp)2" = > &H(w,T)2"

n=0 n=0
because zH? = zN @ zM and so Ng @ My = H?*(w,T). By Lemma 2.1 (1),
Vv, = V,Vg and so V'V, = V,,V because AB = 0. Hence V,,(ker V*) C
ker V) and ker V¥ = Mp. Therefore by a theorem of Beurling [1], if My #
[0], Mo = ¢H?*(w,T) and q is a one variable inner function with ¢ = g(w).
Hence M = qH? and so N = H? © ¢H?. If My = [0], then M = [0], and so
N = H2. O

3. Invariant subspace with AB=0or BA=0

Suppose that N is a backward shift invariant subspace and M = H? o
N. By Lemma 2.1, AB = 0 if and only if V;V, = V,V;, and BA = 0 if
and only if 5,5} = S5 S,. Hence we know (see [2], [3], [4]) that AB =0 if
and only if M = gH? for some inner function q. In this section, we study
N when BA =0, that is, 5,5}, = S;,5,.

Lemma 3.1

[ran 4]y = {M © zM} © {H*(w,T)N M}
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and
ker B = {H?(2,T)N M} ®wM & N.
Proof. Since (T f,g) = (f,wg) if f,g € H?,
{(feM; Tife M} =Mn{H*cwN} = {H*(2,T)N M} ®wM,

because H2 o wN = (H2 0 wH?)® w(H?© N) and N = H?>© M. Hence
by Lemma 2.1(4), kerB={f € M; T} f e M} ® N = {H*(2,T) N M} &
wM @ N. By the same argument, ker A* = {H?(w,T)NM}®2zM & N and
S0

[ran A]y = H? © ker A*
={Mo::M}o {H*(w,T)N M}.

O
- Lemma 3.2
(1) A=0ifand only if M ={H*(w,T)NM} & 2zM.
(2) B=0 ifand only if M = {H?*(2, T)N M} & wM.
(8) BA = 0 if and only if {H*(2,T)N M} ® wM D {M © zM} o

{H?*(w, T)N M}.
Proof. These follow from Lemma, 3.1. (|
For a subset H of H?, let Hy = Zi+j=k: ZwiH for k > 0.

Theorem 3.3 Let N be a backward shift invariant subspace of H? and
M its orthogonal complement. Suppose N # H2.
(1) S,S% =S558, if and only if M = H + M1 and if and only if M =
?;é Hj+ My, for any k > 1, where H = Hy = H%(2, T)N M+ H?(w,T) N
M. If S,S% =S%S,, then H # [0].

(2) When M N H?(2,T) = [0] or M N H*w,T) = [0], .55 = S.8,
if and only if M = qH? + My for any k > 1 where q is a one variable
inner function such that M N H%(2,T) = qH*(2,T) or M N H?(w,T) =
qH?*(w,T).

(3) When M N H?(2,T) # [0] and M N H?*(w,T) # [0], S.5% = S:S,
if and only if M = qH? 4 geH? + My, for any k > 1 where g1 = ¢1(2)
and ga = go(w) are one variable inner functions such that M N H?(2,T) =
@ H%*(2,T) and M N H*(w,T) = goH*(w, T).
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Proof. (1) Since S,S;, =SS, is equivalent to BA =0, S, S, = S5.S, if
and only if M = H + M; by Lemma 3.2 (3). It is easy to see that M = H +
M, = Z?;& H; + Mj, for any k > 1. If H = [0], then M = M, and hence
M = [0]. This contradicts N # H2.

(2) We may assume that M N H%(z,T) = [0] and M N H?(w,T) #
[0]. By a theorem of Beurling [1], M N H?(w,T) = qH?*(w,T) for some
one variable inner function ¢ = g(w). By (1), S,Sk = SiS, if and only if
M = qH?(w,T) + M, if and only if

k-1
M= qz ®H*(w, T)2* + My
7=0

for any k > 1. This is equivalent to M = gH? + M, for any k > 1. For,
My, D qzFH?.

(3) By a theorem of Beurling, M N H%(2,T) = q1H*(2,T) and M N
H?(w,T) = goH?*(w, T) where q; = q1(2) and g2 = go(w) are one variable
inner functions. By (1), S.S}, = S&S, if and only if M = ¢ H%(2,T) +
g H?(w,T) + My if and only if

k-1 k-1
M=qY &H (2, )’ + ¢y &H(w,T)2 + M
J=0 j=0

for any k > 1. This is equivalent to M = gy H? + qoH? + My, for any k > 1.
For, My D qiw*H? + go2FH?. O

Corollary 3.4

(1) AB=BA=0ifandonlyif A=0or B=0.

(2) If N = H?©cqH? and q is an inner function and S,S}, = S&S.,
then q is a one variable.

Proof. (1) If AB = BA = 0, then by Lemma 2.1(1) V2V, = V,V and
so M = gH? for some inner function ¢ (see [2], [4]). On the other hand,
by Theorem 3.3 (1), M N H%*(2,T) # [0] or M N H*(w,T) # [0] because
S5k = S¢S, Hence g is one variable. By Theorem 2.2, A=0or B =0.
(2) is clear by (1). O

Corollary 3.5 Let N be a backward shift invariant subspace and N # H?2.
(1) If S,8% = S:S,, then N C H2© gH? for some one variable inner
function q.
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(2) If N = H? @ qH? for some one variable inner function g, then
S.S% =5k8,.

Proof. (1) By Theorem 3.3, if 8,5 = S5, then M D qH? for some one
variable inner function ¢. Hence N C H? © qH?2.
(2) is clear by Theorem 3.3 (3). O

Corollary 3.6 Suppose that A # 0 and B # 0.

(1) If 8,585 = S3.S,, then N C (H?© qH?) N (H? © ¢2H?) where
@1 = q1(2) and g2 = g2(w) are one variable inner functions.

(2) If N = (H?6 qH?) N (H? © ¢2H?) where ¢1 = q1(2) and go =
g2(w) are one variable inner functions, then S,S% = Si.S,.

Proof. By Theorem 2.2, we can prove (1) as in the proof of Corollary 3.5 (1).

(2) Since H? + @H? = [q1, @) + (@ H? + @2HE), M = [q1, 0] +
(zM +wM) = qH? + ¢2H? + My, for any k > 1. It is easy to see that
-MNH*2,T) = H*(2,T) and M N H*(w,T) = ¢2H*(w,T). Hence by
Theorem 3.3(3) S, = S5, O

4. Conjecture

By Corollary 3.5 (2) and Corollary 3.6, if N = H?, N = H?© gH? for
some one variable inner function g or N = (H?© ¢ H?) N (H? © g2 H?) for
some one variable inner functions ¢ = ¢1(2) and g3 = ¢g2(w), then 5,5}, =
SyS;. Because of Theorem 3.3, we have the following conjecture. In this
section, we study this conjecture.

Conjecture If §,5% = S35, then N = H2, N = H? 6 gH? for some
one variable inner function ¢ or N = (H? © ¢t H?) N (H? © goH?), where
g1 = q1(#) and g2 = g2(w) are one variable inner functions.

Proposition 4.1 If M = qH? + guH? + My, for any k > 1, where M N
H?%(2,T) = q1H*(2,T) and MNH?*(w, T) = o H?(w, T), then M = ¢, (H?©
wrEH?) + go(H? © w*H?) + w*M for any k > 1. The converse is also true.

Proof. Since wM 2 gawH?(w,T), by Lemma 3.2 (3) and Theorem 3.3 (3),
quZ(z, TYewM 2 Ko ® quHZ(w, T),
where M © zM = Ky ® o H?(w, T'). Thus



Backward shift invariant subspaces in the bidisc 253

(o]
@ H?(2,T)® wM D Z@{Kg ® wH(w, T)}27.
=0

Since

[eo] x
M=) eMozM)F =) &{K®qH(w,T)},
3=0 §=0

we have
qH?*(2,T)+ @H*(2,T) + wM 2 M.
Hence M = quH?(2,T)+ g2H?(2, T) +wM. This leads our assertion. O

Corollary 4.2 If M = qH? + My, for any k > 1 where M N H?(2,T) =
qH?*(2,T) and M N H*(w,T) = [0], then M = qH?.

Proof. By Proposition 4.1 and its proof, M = q(H? © w*H?) + w*M for
any k > 1. This implies that M = gH?, because q(H20w"H?) is orthogonal
to wkM. O

It is not difficult to prove that g1 H? + g2 H? is closed when ¢; = q1()
and gz = g2(w) are one variable. Hence our conjecture is equivalent to the
following one. If S,S% = S%S,, then M = [0], M = qH? or M = ¢1H? +
¢ H?. Even if N is of finite dimension, S,S # S’ S, may happen. In fact,
N = {1, z,w} is such an example.
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