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Abstract. Adaptive networks are emerging a lot of fields of science, recently. In this

paper, we consider about a mathematical model for adaptive network made by the plas-

modium. The organism contains a tube network by means of which nutrients and signals

circulate through the body. The tube network changes its shape to connect two exits

through the shortest path when the organism is put in a maze and food is placed at two

exits. Recently, a mathematical model for this adaptation process of the plasmodium has

been proposed. Here we analyze it mathematically rigorously. In ring-shaped network

and Wheatstone bridge-shaped network, we mainly show that the globally asymptotically

stable equilibrium point of the model corresponds to the shortest path connecting two

special points on the network in the case where the shortest path is determined uniquely.

From the viewpoint of mathematical technique, especially in the case of Wheatstone

bridge-shaped network, we show that there is a simple but novel device used here by

which we prove the global asymptotic stability, even when Lyapunov function cannot be

constructed.

Key words: adaptive network, plasmodium, global asymptotic stability, Lyapunov func-

tions.

1. Introduction

The plasmodium of true slime mold Physarum polycephalum is a large
amoeba-like organism. Its body contains a tube network by means of which
nutrients and signals circulate through the body in effective manner.

When food sources were presented to a starved plasmodium that was
spread over the entire agar surface, it concentrated at every food source, re-
spectively. Almost the entire plasmodium accumulated at the food sources
and covered each of them in order to absorb nutrients[4]. Only a few tube
remained connecting the quasi-separated components of the plasmodium
through the short path. Nakagaki et al. showed that this simple organ-
ism had the ability to find the minimum-length solution of a maze[5, 6].
The connecting tube traces the shortest path even in a complicated maze.
Hydrodynamics theory implies that thick short tubes are in principle the
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most effective for transportation. And this adaptation process of the tube
network is based on an underlying physiological mechanism, that is, a tube
becomes thicker as a flux in the tube is larger. This insight might be based
on the research on the rhythmic oscillation of Physarum polycephalum[7].
Tero et al. made a mathematical model in consideration of the qualitative
mechanisms clarified by experiments[8]. According to numerical simula-
tion results, the minimum-length solution of a maze can be obtained as
an asymptotic steady state of the ODEs model[8, 9]. To justify this prop-
erty mathematically rigorously, it is necessary to prove that the globally
asymptotically stable equilibrium point corresponds to the shortest path
connecting two exits of a maze and the system has neither the oscillating
nor chaotic solution. We have done it in some cases in this paper.

In this paper, we analyze the mathematical model for this adaptation
process. Especially, we treat some special cases on a simple network mathe-
matically. In § 2, we briefly introduce the mathematical model proposed by
Tero et al. [8]. The model consists of an adaptation equation and a network
Poisson equation. According to simulation results in [8], if the adaptation
equation depends on the flux linearly, the shortest path is always selected.
So Tero et al. called this special system Physarum solver.

In § 3, we analyze Physarum solver for some simple networks math-
ematically. We treat ring-shaped networks and the Wheatstone bridge-
shaped network. The ring-shaped network has two paths connecting two
food sources, and there are several nodes on two paths. First, we treat the
simplest ring-shaped network, and then we generalize it. We prove that the
corresponding Physarum solver can find the shortest path connecting two
points on the network, where two points correspond to the food sources.
As it is not easy to treat a general network, we analyze the case on these
simple networks as the foothold first.

The main point is to prove global asymptotic stability of the equilibrium
point. It is one of the general proof methods to find a global Lyapunov
function[2, 3]. However, there is no general way to find it. In fact, we do not
find any Lyapunov function in the Wheatstone bridge-shaped network case
also in this paper. But we have proved the globally asymptotical stability
of the equilibrium point corresponding to the shortest path.

In the proof, we reduce the system into a lower dimensional bounded
invariant subset and calculate some Lyapunov-like functions at that subset.
We can compare values of these functions with each other along some paths
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locally. Moreover, globally asymptotical behavior of the solution is deter-
mined by these estimates thanks to confinement of any trajectory in the
bounded invariant subset. In this paper, it plays an important role to con-
sider about the problem from the viewpoint of dynamical system. This idea
might work in the case of Physarum solver for a general network, although
we cannot carry out it completely so far.

Recently, concerning to analysis of global asymptotic stability, M. Fan
and X. Zou have established a generic sufficient criteria to construct a Lya-
punov function for some class of systems [1]. As it is a different kind of
problem, it is difficult to apply to our problem, although it may be an
efficient criteria about some problems in a certain area.

2. Mathematical model

The mathematical model for the adaptive dynamics of tube networks
has been presented by Tero, Kobayashi and Nakagaki in [8]. In this section,
we briefly introduce it.

Now we consider the conformation of tubular network of organism as
a weighted graph. Each edge of the graph corresponds to a tube, and
each node is either a junction of multiple edges or a free end of an edge.
The weight corresponds to the length of each tube. Two special nodes
corresponding to food sources are named N1 and N2 and other nodes are
N3, N4, N5, . . .. It is assumed that one of the food source nodes (N1) always
works as a source of sol flow, and the other (N2) works as a sink. The edge
between Ni and Nj is named Mij .

The flux through Mij from Ni to Nj is expressed by the variable Qij .
It is assumed that the flow along the tube is approximately Poiseuille flow.
Let Lij and aij be length and radius of the tube corresponding to the edge
Mij respectively. And let κ be a viscosity coefficient of the sol and pi be a
pressure at the node Ni. Then the flux Qij is expressed by the formula

Qij =
πa4

ij

8κ

pi − pj

Lij
.

Let Dij = πa4
ij/(8κ). Dij is called a conductivity of the edge Mij . The

equation above is rewritten as

Qij =
Dij

Lij
(pi − pj). (2.1)
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Notice that Dij = Dji, Lij = Lji and Qij = −Qji. It is assumed that no
capacity at each node. By considering the conservation law of sol we have

∑

i

Qij =





−I0 if j = 1,

I0 if j = 2,

0 otherwise,

(2.2)

where I0 is a flux flowing out from the source node (or sinking into the sink
node). In this model, I0 is given as a constant.

Following evolution equation for Dij was proposed by Tero et al.[8]:

d

dt
Dij = r

(
D̄f

( |Qij |
Q̄

)
−Dij

)
,

where r is the adaptation rate. Here we consider the characteristic con-
ductivity D̄. The characteristic flux Q̄ is taken as a flux which keeps the
conductivity D̄ constant. The function f(ξ) gives a relation between flux
and conductivity, which is defined for non-negative ξ, is monotone increas-
ing and satisfies f(0) = 0 and f(1) = 1. In this paper, we consider f(ξ) =
ξµ, especially µ = 1. By setting t = t′/r and Dij = D̄D′

ij and Qij = Q̄Q′
ij

and omitting ′, we have

d

dt
Dij = f(|Qij |)−Dij , (2.3)

which is called an adaptation equation. Note that the path length Lij ’s are
kept constant throughout the process. By appropriately non-dimensiona-
lizing Lij ’s and pi’s, the network Poisson equation for the pressure is derived
from (2.1) and (2.2) as follows:

∑

i

Dij

Lij
(pi − pj) =





−I0 if j = 1,

I0 if j = 2,

0 otherwise.

(2.4)

By setting p2 = 0 as a basic pressure level, all pi’s can be determined by
solving system (2.4).

The evolution of the variables Dij is controled by the adaptation equa-
tion (2.3), and pi’s and Qij ’s are determined by solving the network Poisson
equation (2.4) characterized by Dij ’s at each moment. Again, Qij affects
the evolution of Dij through the adaptation equation (2.3).
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3. Mathematical analysis of simple networks

In this section, we analyze the Plasmodium System for some simple
networks from the viewpoint of the dynamical system. Though it is not
easy to analyze a general case, we expect to be able to give some suggestion
by analyzing basic structures involved in a general network.

3.1. Ring-shaped network
Now we study the ring-shaped network as shown in Fig. 3.1. This net-

work consists of two nodes N1, N2 and two edges connecting them. For
simplicity, we replace Li

12, Qi
12 and Di

12 (i = 1, 2) by Li, Qi and Di, respec-
tively. Then the fluxes along each edge are calculated as

Q1 = I0
D1/L1

D1/L1 + D2/L2
, Q2 = I0

D2/L2

D1/L1 + D2/L2
. (3.1)

Since Q1 and Q2 are nonnegative, the adaptation equation (2.3) becomes




d

dt
D1 =

(
I0

D1/L1

D1/L1 + D2/L2

)µ

−D1,

d

dt
D2 =

(
I0

D2/L2

D1/L1 + D2/L2

)µ

−D2,

(3.2)

where µ > 0.
This system has three equilibrium points. Two of them are A1 =

(D1, D2) = (Iµ
0 , 0) and A2 = (0, Iµ

0 ) that correspond to the state that
only one of the two path survives and the other vanishes. And another
equilibrium point is

B = (D1, D2) =
([

I0

1 + (L1/L2)1/1−µ

]µ

,

[
I0

1 + (L2/L1)1/1−µ

]µ)

Fig. 3.1. Ring-shaped network.
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for µ 6= 1. B corresponds to the state that both of two edges survive.
The linear stability of these equilibrium points is known by Tero et al.

in [8]. If µ > 1, then B is unstable, while A1 and A2 are linear stable. In
this case, the final state is determined by the initial state. If µ < 1, then B

is linear stable, while A1 and A2 are unstable.
If µ = 1, then the equilibrium point B doesn’t exist. In this case, the

stability of each equilibrium point is determined by the relation between
L1 and L2. That is, if L1 < L2, then A1 is stable and A2 is unstable. If
L1 > L2, then A1 is unstable, while A2 is stable. If L1 = L2, then every
orbit is attracted to the line segment A1A2 and the ratio between D1 and
D2 is kept constant along each orbit.

We can find a Lyapunov function for this system as follows:

V (D1, D2) =
Iµ
0 Dµ

1

µLµ+1
1

+
Iµ
0 Dµ

2

µLµ+1
2

− 1
µ + 1

(
D1

L1
+

D2

L2

)µ+1

. (3.3)

The partial derivatives of V are

∂V

∂D1
=

Iµ
0

Lµ+1
1

Dµ−1
1 − 1

L1

(
D1

L1
+

D2

L2

)µ

,

∂V

∂D2
=

Iµ
0

Lµ+1
2

Dµ−1
2 − 1

L2

(
D1

L1
+

D2

L2

)µ

.

For simplicity, let S = D1/L1 + D2/L2. The differentiation of the function
V along the solution of (3.2) starting from the first quadrant is calculated
as follows:

d

dt
V (D1, D2) =

∂V

∂D1

dD1

dt
+

∂V

∂D2

dD2

dt

=
∂V

∂D1

{(
I0

D1/L1

S

)µ

−D1

}

+
∂V

∂D2

{(
I0

D2/L2

S

)µ

−D2

}

=
L1D1

Sµ

[
∂V

∂D1

{
Iµ
0

Lµ+1
1

Dµ−1
1 − Sµ

L1

}]

+
L2D2

Sµ

[
∂V

∂D2

{
Iµ
0

Lµ+1
2

Dµ−1
2 − Sµ

L2

}]
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=
L1D1

L2Sµ

(
∂V

∂D1

)2

+
L2D2

L1Sµ

(
∂V

∂D2

)2

≥ 0 (in R2
+).

Therefore we can conclude that only the equilibrium point is the steady
state of (3.2). Especially, if µ = 1, then the equilibrium point corresponding
to the state that only the shorter edge survives is globally asymptotically
stable. This property is appropriate for our problem and concides with the
simulation results shown in [8]. Hereafter, we set µ = 1 and use f(ξ) = ξ

as an adaptation function.

Remark 1 If µ = 1, the function

V (D1, D2) = L1 log
D1

L1
− L2 log

D2

L2

is also a Lyapunov function of (3.2). Actually, we obtain

V̇ =
Ḋ1

D1/L1
− Ḋ2

D2/L2
= −L1 + L2.

Hence, the sign of V̇ is determined by the length of each edge.

3.2. Generalization of the ring-shaped network
Here we generalize the ring-shaped network. We consider two paths

P 1, P 2 connecting two food source nodes. Suppose that there are m nodes
N1

1 , N1
2 , . . . , N1

m on the path P 1, and P 2 has n nodes N2
1 , N2

2 , . . . , N2
n.

Here we assume that N1
1 = N2

1 and N1
m = N2

n are food source nodes.
There are at least two nodes on one path. We express the conductivity, the
length, and the flux through the edge M j

i,i+1 (j = 1, 2) from N j
i to N j

i+1 by
Dj

i , Lj
i , and Qj

i , respectively. The pressure at N j
i is written by pj

i . From
our assumption, we have p1

1 = p2
1 and p1

m = p2
n = 0.

In this case, the network Poisson equation is expressed as




a1(p1
1 − p1

2) + b1(p2
1 − p2

2) = I0,

ai(p1
i − p1

i+1)− ai+1(p1
i+1 − p1

i+2) = 0

(i = 1, 2, . . . , m− 2),

bj(p2
j − p2

j+1)− bj+1(p2
j+1 − p2

j+2) = 0

(j = 1, 2, . . . , n− 2),

am−1p
1
m−1 + bn−1p

2
n−1 = I0,

(3.4)
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where ai = D1
i /L1

i , bj = D2
j /L2

j . First, we verify that the node N1
1 = N2

1

works as a source of flow and N1
m = N2

n works as a sink. We write the
matrix form of (3.4) as follows. Let C, x, and d be a coefficient matrix,
unknown column vector, and a column vector, respectively. C = (cij) is a
square matrix of order (m + n− 3), and x and d are expressed as

x = t(p1
1, . . . , p1

m−1, p2
2, . . . , p2

n−1)

d = t(I0, 0, . . . , 0),

where tu means a transpose of u. (3.4) is equivalent to Cx = d.

Lemma 3.1 If m + n − 3 is odd, then det C is positive. If m + n − 3 is
even, then det C is negative.

Proof. We calculate det C by elementary operation of matrices. Now c11 =
a1 + b1, c21 = a1, cm1 = b1 and the other components of the first column
are zero. Add the first row multiplied by −c21/c11 to the second row. And
add the first row multiplied by −cm1/c11 to the mth row. Then we can
eliminate the components of the first column except c11, and detC is equal
to the product of c11 and det C ′. Here det C ′ is a square matrix of order
(m + n − 4). We rewrite C with C0. We write the matrix of order (m +
n − 3 − k) obtained at kth step via such a procedure as Ck = (ck

ij). Then
det C0 can be calculated as

det C0 =
m+n−4∏

k=0

ck
11. (3.5)

We can show that ck
11’s are negative for k ≥ 1 as follows. Add the first row

multiplied by −ck
21/ck

11 to the second row, and add the first row multiplied
by −ck

m−k,1/ck
11 to the (m− k)th row for k = 0, . . . , m− 2. Then we have

ck
11 = −

∏k+1
i=1 ai + b1

∑k+1
i=1 (

∏k+1
j=1 aj)/ai∏k

i=1 ai + b1
∑k

i=1(
∏k

j=1 aj)/ai

(k = 1, . . . , m− 2).

And we also have

ck
m−k,1 = ck

1,m−k =
b1

∏k
i=1 ai∏k

i=1 ai + b1
∑k

i=1(
∏k

j=1)/aj

(k = 1, . . . , m − 2).
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By using these, we obtain

cm−1
11 =−(b1 + b2) +

−cm−2
21

cm−2
11

cm−2
12

=−(b1 + b2) +
(b1

∏m−2
j=1 aj)2

(
∏m−1

j=1 aj + b1
∑m−1

j=1 (
∏m−1

k=1 ak)/aj)

× 1

(
∏m−2

j=1 aj + b1
∑m−2

j=1 (
∏m−2

k=1 ak)/aj)

≤−(b1 + b2) + b1 = −b2 ≤ 0.

Inductively, we have

cm+k
11 = −(bk+2 + bk+3)− (bk+2)2

cm+k−1
11

(k = 0, 1, . . . , n− 4).

Here cm+k
11 ≤ −bk+3. In fact, if k = 0, then

cm
11 = −(b2 + b3)− (b2)2

cm−1
11

≤ −(b2 + b3) +
(b2)2

b2
= −b3.

Now we assume that cm+i
11 ≤ −bi+3 holds. If k = i + 1, then

cm+i+1
11 = −(bi+3 + bi+4)− (bi+3)2

cm+i
11

≤ −(bi+3 + bi+4) +
(bi+3)2

bi+3
= −bi+4.

Hence, the inequality holds for every k.
Therefore ck

11’s are negative for k ≥ 1. This implies that the sign of
det C is determined by the parity of (m + n− 3). ¤

Lemma 3.2 p1
m−1 ≥ 0 and p2

n−1 ≥ 0.

Proof. Let C0
i be a matrix which is obtained from C0 by replacing the ith

column by the column vector d. According to Cramer’s formula, p1
m−1 and

p2
n−1 are calculated as

p1
m−1 =

det C0
m−1

det C0
, p2

n−1 =
det C0

m+n−3

det C0
. (3.6)
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And we can caluculate det C0
m−1 and detC0

m+n−3 as

det C0
m−1 = (−1)m+n−4I0

(m−2∏

i=1

ai

)(n−2∏

i=1

(bi + bi+1)
)

,

det C0
m+n−3 = (−1)m+n−4I0

(n−2∏

i=1

bi

) m−1∑

i=1

(∏m−1
j=1 aj

ai

)
.

The signs of det C0
m−1 and detC0

m+n−3 coincide that of detC0. Therefore,
we obtain p1

m−1 ≥ 0 and p2
n−1 ≥ 0. ¤

Lemma 3.3 Q1
i ≥ 0 (i = 1, 2, . . . , m − 1) and Q2

j ≥ 0 (j = 1, 2, . . . ,

n− 1).

Proof. From the network Poisson equation (3.4), we obtain
{

am−1p
1
m−1 = Q1

i = ai(p1
i − p1

i+1) (i = 1, . . . , m− 2)

bn−1p
2
n−1 = Q2

j = bj(p2
j − p2

j+1) (j = 1, . . . , n− 2)
(3.7)

Hence, the assertion follows from the previous lemma. ¤

Therefore, the node N1
1 = N2

1 works as a source of flow and N1
m = N2

n

works as a sink. The adaptation equation is expressed as




d

dt
D1

i = Q1
i −D1

i (i = 1, . . . , m− 1)

d

dt
D2

j = Q2
j −D2

j (j = 1, . . . , n− 1).
(3.8)

We can find a Lyapunov function for this system.

Proposition 3.4 The function

V =
m−1∑

i=1

L1
i log

D1
i

L1
i

−
n−1∑

j=1

L2
j log

D2
j

L2
j

(3.9)

is a Lyapunov function for the system (3.8).

Proof. Let V 1
i = log(D1

i /L1
i ) (i = 1, 2, . . . , m− 1), then

V̇ 1
i =

1
D1

i /L1
i

(Q1
i −D1

i ) = (p1
i − p1

i+1)− L1
i .
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Hence, we obtain

m−1∑

i=1

V̇ 1
i = p1

1 − p1
m −

m−1∑

i=1

L1
i .

Similarly, let V 2
j = log(D2

j /L2
j ) (j = 1, 2, . . . , n − 1), then V̇ 2

j = (p2
j −

p2
j+1)− L2

j . Hence, we obtain

n−1∑

j=1

V̇ 2
j = p2

1 − p2
n −

n−1∑

j=1

L2
j .

Since p1
1 = p2

1 and p1
m = p2

n = 0, we have

V̇ =
m−1∑

i=1

V̇ 1
i −

n−1∑

j=1

V̇ 2
j = −

m−1∑

i=1

L1
i +

n−1∑

j=1

L2
j

Therefore, the sign of V̇ is determined by the difference between the lengths
of two paths. ¤

Let W be a subset such that

W =

{
D ∈ Rm+n−2

+

∣∣∣∣∣
D1

1 + D2
1 = I0, D1

i = D1
i+1,

D2
j = D2

j+1

}
, (3.10)

where D = (D1
1, . . . , D1

m−1, D2
2, . . . , D2

n−1). We can restrict (3.8) on W .

Lemma 3.5 W is an exponentially attracting invariant subset of (3.8).

Proof. It is obvious from the network Poisson equation (3.4). We obtain

d

dt
(D1

1 + D2
1) = I0 − (D1

1 + D2
1),

d

dt
(D1

i −D1
i+1) = −(D1

i −D1
i+1) (i = 1, 2, . . . , m− 2),

d

dt
(D2

j −D2
j+1) = −(D2

j −D2
j+1) (j = 1, 2, . . . , n− 2).

Hence, any positive orbit of (3.8) is attracted to W exponentially. ¤

Therefore, the asymptotic behavior of the solution of (3.8) is determined
by the dynamics of D1

1 on the interval [0, I0]. The Lyapunov function V
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becomes

V =
m−1∑

i=1

L1
i log

D1
1

L1
i

−
n−1∑

j=1

L2
j log

I0 −D1
1

L2
j

(3.11)

on W . Hence, if P1 is shorter than P2, then V̇ > 0 and D1
1 → I0 as t →

+∞. In this case, the equilibrium point of D1
i = I0, D2

j = 0 is globally
asymptotically stable. On the other, if P2 is shorter than P1, then V̇ < 0
and D1

1 → 0 as t → +∞. In this case, the equilibrium point of D1
i =

0, D2
j = I0 is globally asymptotically stable.

Theorem 3.6 The system (3.8) can find the shortest path connecting two
food source nodes on a general ring-shaped network. That is,
1. If

∑
L1

i <
∑

L2
j , then the equilibrium point (D1

i , D2
j ) = (I0, 0) is

globally asymptotically stable.
2. If

∑
L1

i >
∑

L2
j , then the equilibrium point (D1

i , D2
j ) = (0, I0) is

globally asymptotically stable.
Here i = 1, 2, . . . , m− 1 and j = 1, 2, . . . , n− 1.

3.3. Wheatstone bridge-shaped network
Next, we study the Wheatstone bridge-shaped network as shown in Fig.

3.2. For simplicity, we introduce new variables:

a =
D13

L13
, b =

D14

L14
, c =

D32

L32
, d =

D42

L42
, e =

D34

L34
,

S = abc + abd + acd + ace + bcd + ade + bce + bde.

By the conservation law (2.2) (This is Kirchhoff’s law), in this case we
possess the following formula:

Fig. 3.2. Wheatstone bridge-shaped network.
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Q13 + Q14 = I0,

Q13 + Q43 = Q32,

Q14 + Q34 = Q42,

Q32 + Q42 = I0.

(3.12)

Under consideration of (2.1), we therefore get the following network Poisson
equation:





a(p1 − p3) + b(p1 − p4) = I0,

a(p1 − p3) + e(p4 − p3) = c(p3 − p2),

b(p1 − p4) + e(p3 − p4) = d(p4 − p2),

c(p3 − p2) + d(p4 − p2) = I0.

(3.13)

By setting p2 = 0, we obtain

p1 =
I0

S
(ab + ad + bc + ae + be + cd + ce + de),

p3 =
I0

S
(ab + ad + ae + be), p4 =

I0

S
(ab + bc + ae + be).

Hence, Qij ’s are calculated as

Q13 =
aI0

S
(bc + cd + ce + de), Q14 =

bI0

S
(ad + cd + ce + de),

Q32 =
cI0

S
(ad + ab + ae + be), Q42 =

dI0

S
(bc + ab + ae + be),

Q34 =
eI0

S
(ad− bc).

Therefore, the adaptation equation is given by




ȧ =
aI0

SL13
(bc + cd + ce + de)− a,

ḃ =
bI0

SL14
(ad + cd + ce + de)− b,

ċ =
cI0

SL32
(ad + ab + ae + be)− c,

ḋ =
dI0

SL42
(bc + ab + ae + be)− d,

ė =
eI0

SL34
|ad− bc| − e.

(3.14)

Wheatstone bridge-shaped network is quite different from other exam-
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ples. In the previous examples, the direction of the flow is one-way traffic.
However, the direction of the flow along the edge connecting N3 and N4 can
change depending on the initial condition and the length of each edge in this
case. Therefore, the term |ad − bc| appears at the right of the equation of
e. Since such a path can exist also in a general network, we should consider
this network.

The system (3.14) has four equilibrium points as paths connecting N1

and N2. They are

A1 =
(

I0

L13
, 0, 0,

I0

L42
,

I0

L34

)
, A2 =

(
0,

I0

L14
,

I0

L32
, 0,

I0

L34

)
,

A3 =
(

I0

L13
, 0,

I0

L32
, 0, 0

)
, A4 =

(
0,

I0

L14
, 0,

I0

L42
, 0

)
.

They correspond to the state that only the path N1 → N3 → N4 → N2,
N1 → N4 → N3 → N2, N1 → N3 → N2, or N1 → N4 → N2 survives,
respectively.

Proposition 3.7 Following function is a Lyapunov function of (3.14):

V = α log a + β log b + γ log c + δ log d− L34 log e, (3.15)

where coefficients α, β, γ, δ are determined later in the proof below.

Proof. Let A be an arbitrary positive number.

V̇ = α
ȧ

a
+ β

ḃ

b
+ γ

ċ

c
+ δ

ḋ

d
− L34

ė

e

=
I0

S

{(
α

L13
+

β

L14

)
(cd + de + ec)

+
(

γ

L32
+

δ

L42

)
(ab + be + ea)

+
(

β

L14
+

γ

L32

)
ad +

(
α

L13
+

δ

L42

)
bc− |ad− bc|

}

− (α + β + γ + δ − L34).

If we choose coefficients so that the following holds:
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α + β + γ + δ − L34 = A,

α

L13
+

β

L14
= 0,

γ

L32
+

δ

L42
= 0,

β

L14
+

γ

L32
= −1

(
= −

(
α

L13
+

δ

L42

))
,

(3.16)

then we have

V̇ =
−I0

S

{
(ad− bc) + |ad− bc|}−A ≤ 0.

Actually the solution of the linear equations (3.16) is given by




α =
L13(A + L34 + L32 − L42)

L13 + L32 − L14 − L42

β =
−L14(A + L34 + L32 − L42)

L13 + L32 − L14 − L42

γ =
L32(A + L34 + L14 − L13)

L13 + L32 − L14 − L42

δ =
−L42(A + L34 + L14 − L13)

L13 + L32 − L14 − L42
.

(3.17)

Hence, only if L13 +L32 6= L14 +L42, then V becomes a Lyapunov function,
as the positive number A and the coefficients can be suitably taken. ¤

We can reduce (3.14) to three-dimensional system.

Lemma 3.8 Let

W =
{
(a, b, c, d, e) ∈R5

+ | L13a + L14b = L32c + L42d = I0

}
. (3.18)

Then W is an attracting invariant subset of (3.14).

Proof. Now let P1 = L13a + L14b and P2 = L32c + L42d, then we have
Ṗi = I0 − Pi (i = 1, 2). Therefore, any positive orbit of (3.14) is attracted
to the three-dimensional invariant subset W . ¤

Then we can determine the stability of A1 and A2.

Lemma 3.9
1. If the path N1 → N3 → N4 → N2 is the shortest, the equilibrium point

A1 is asymptotically stable. Otherwise, A1 is unstable.
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2. If the path N1 → N4 → N3 → N2 is the shortest, A2 is asymptotically
stable. Otherwise, A2 is unstable.

Proof. The path N1 → N3 → N4 → N2 is the shortest if

L13 + L34 < L14 and L42 + L34 < L32. (3.19)

Eigenvalues of A1 are calculated as

−1,
L13 + L34 − L14

L34
,

L42 + L34 − L32

L34

with respect to the system (3.14) restricted on W . All the eigenvalues
become negative if and only if L13 + L34 < L14 and L42 + L34 < L32. That
is, A1 becomes asymptotically stable if the path N1 → N3 → N4 → N2 is
the shortest. On the other,the path N1 → N4 → N3 → N2 is the shortest if

L14 + L34 < L13 and L32 + L34 < L42. (3.20)

And eigenvalues of A2 are calculated as

−1,
L14 + L34 − L13

L34
,

L32 + L34 − L42

L34
.

All the eigenvalues become negative if and only if L14 + L34 < L13 and
L32 + L34 < L42. That is, A2 becomes asymptotically stable if the path
N1 → N4 → N3 → N2 is the shortest. ¤

But the linear stability analysis fails in the other two equilibrium points.
Now we assume L14b = I0 − L13a and L42d = I0 − L32c and consider

(a, c, e)-space. Four equilibrium points are represented by

A1 =
(

I0

L13
, 0,

I0

L34

)
, A2 =

(
0,

I0

L32
,

I0

L34

)
,

A3 =
(

I0

L13
,

I0

L32
, 0

)
, A4 = (0, 0, 0) .

Since all variables are nonnegative and

−e ≤ ė ≤ I0

L34
− e,

we have only to consider the dynamical system in the hexahedron
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H =





(a, c, e) ∈ R3
+

∣∣∣∣∣∣∣∣

0 ≤ a ≤ I0

L13
, 0 ≤ c ≤ I0

L32
,

0 ≤ e ≤ I0

L34





. (3.21)

Lemma 3.10
1. If the path N1 → N3 → N4 → N2 is the shortest, the equilibrium point

A1 is globally asymptotically stable.
2. If the path N1 → N4 → N3 → N2 is the shortest, A2 is globally

asymptotically stable.

Proof. At first, we assume that (3.19) holds. We consider two functions

V1 = L13 log a + L34 log e− L14 log
I0 − L13a

L14
,

V2 = L42 log
I0 − L32c

L42
+ L34 log e− L32 log c.

Their derivatives with respect to time are calculated as

V̇1 = L14 − L13 − L34 +
I0

S

{|ad− bc| − (ad− bc)
}

> 0,

V̇2 = L32 − L42 − L34 +
I0

S

{|ad− bc| − (ad− bc)
}

> 0.

As the variables are bounded, a → I0/L13 and c → 0 as t → ∞. Then we
obtain e → I0/L34 as t →∞.

Next, we assume that (3.20) holds. We consider two functions

V3 = L13 log a− L34 log e− L14 log
I0 − L13a

L14
,

V4 = L42 log
I0 − L32c

L42
− L34 log e− L32 log c.

Their derivatives with respect to time are calculated as

V̇3 = −L13 + L14 + L34 − I0

S

{|ad− bc|+ (ad− bc)
}

< 0,

V̇4 = −L42 + L32 + L34 − I0

S

{|ad− bc|+ (ad− bc)
}

< 0.

As the variables are bounded, a → 0 and c → I0/L32 as t → ∞. Then we
obtain e → I0/L34 as t →∞. ¤
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Lemma 3.11
1. If the path N1 → N3 → N2 is the shortest, the equilibrium point A3 is

globally asymptotically stable.
2. If the path N1 → N4 → N2 is the shortest, the equilibrium point A4 is

globally asymptotically stable.

Proof. At first, we show that A3 is asymptotically stable if the path N1 →
N3 → N2 is the shortest. In this case, the length of each edge must satisfy





L13 + L32 < L14 + L42 and

L13 < L14 + L34 and

L32 < L42 + L34.

(3.22)

Now we consider the function

VL = L14 log
I0 − L13a

L14
+ L42 log

I0 − L32c

L42
− L13 log a− L32 log c.

The derivative of VL with respect to time t is caluculated as

V̇L = L13 + L32 − L14 − L42.

As L13 + L32 < L14 + L42, we have V̇L < 0. Since variables are bounded, a

tends to I0/L13 or c tends to I0/L32 as t →∞. First, we assume a → I0/L13

and consider the dynamics on one of surfaces of H,
{

(a, c, e)
∣∣∣∣ a =

I0

L13
, 0 ≤ c ≤ I0

L32
, 0 ≤ e ≤ I0

L34

}
.

In this case, the dynamics on this surface is equivalent to the triangle-shaped
network which consists of three nodes N2, N3 and N4, where N3 works as a
source node and N2 is a sink. That is, this corresponds to the generalized
ring-shaped network of (m, n) = (3, 2). As L32 < L42 + L34, the path
N3 → N2 survives. Hence, if a → I0/L13, then A3 is globally attracting.
On the other, we assume c → I0/L32 and consider the dynamics on one of
surfaces of H,

{
(a, c, e)

∣∣∣∣ c =
I0

L32
, 0 ≤ a ≤ I0

L13
, 0 ≤ e ≤ I0

L34

}
.

In this case, the dynamics on this surface is equivalent to the triangle-shaped
network which consists of three nodes N1, N3 and N4, where N3 works as
a sink node and N1 is a source. As L13 < L14 + L34, the path N1 → N3
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survives. Hence, if a → I0/L13, then A3 is globally attracting. Therefore,
if the path N1 → N3 → N2 is the shortest, the equilibrium point A3 is
globally asymptotically stable.

Next, we study A4. If the path N1 → N4 → N2 is the shortest, then




L14 + L42 < L13 + L32 and

L14 < L13 + L34 and

L42 < L32 + L34.

(3.23)

Since L14 +L42 < L13 +L32, we have V̇L > 0. And it follows that a tends to
0 or c tends to 0 as t → ∞. We assume a → 0 and consider the dynamics
on one of surfaces of H,

{
(a, c, e)

∣∣∣∣ a = 0, 0 ≤ c ≤ I0

L32
, 0 ≤ e ≤ I0

L34

}
.

In this case, the dynamics on this surface is equivalent to the triangle-shaped
network which consists of three nodes N2, N3 and N4, where N4 works as
a sourse node and N2 is a sink. Since L42 < L32 + L34, the path N4 → N2

survives. Hence, if a → 0, then A4 is globally attracting. On the other, we
assume c → 0 and consider the dynamics on one of surfaces of H,

{
(a, c, e)

∣∣∣∣ c = 0, 0 ≤ a ≤ I0

L13
, 0 ≤ e ≤ I0

L34

}
.

In this case, the dynamics on this surface is equivalent to the triangle-shaped
network which consists of three nodes N1, N3 and N4, where N4 works as
a sink node and N1 is a source. As L14 < L13 + L34, the path N1 → N4

survives. Hence, if c → 0, then A4 is globally attracting. Therefore, if the
path N1 → N4 → N2 is the shortest, the equilibrium point A4 is globally
asymptotically stable. ¤

As a result of the discussion of this section, we obtain the following
theorem.

Theorem 3.12 The system (3.14) can find the shortest path connecting
N1 and N2 of the Wheatstone bridge-shaped network. That is, the equilib-
rium point of (3.14) corresponding to the shortest path is globally asymptot-
ically stable:
1. If (3.19) holds, then A1 is globally asymptotically stable.
2. If (3.20) holds, then A2 is globally asymptotically stable.
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3. If (3.22) holds, then A3 is globally asymptotically stable.
4. If (3.23) holds, then A4 is globally asymptotically stable.
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