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l Introduction

Let R be a linear normed space and F be a complete subset of R. Let /
be a functional defined on F such that f(F) C R-

We assume that

(i)

(1.1) ii/oo -/(*") i j ^ o py - *"|l

for any x, %" e F, where

(1.2) o < K o < i ;

(ϋ)

(1.3) »/*(*)-/(*) | l^£

/or αw?/ x € F, where f*(x) is a numerical valuation of f(x) in actual computa-
tion with the error bound 8 (>0) such that f*(F)CR (here, by a numerical val-
uation in actual computation, we mean a valuation by a set of finite numbers
of the numbers rounded to a certain fixed number of decimal digits)

(iii) for a certain numerical value x0 € F,

(1-4) 1 ] \h : [I ft - *i* ! | ^ Z Z J ^ II*ΐ ~ *o || + 2δ o [ C F,

where x* =f*(xo) and

(1.5) 8°-ϊί-Ko-

Then, by the author's previous paper [1],

(i) the equation

(1.6) * = / ( * )

has one and only one solution in F;

(ii) the unique solution x of (1.6) is obtained by the ideal iteration process
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Xn+i =f(%n) (n = 0, 1, 2, •)

as follows:

x = l im #w?

where x, xn € ]>] (n = l,2y -);

(iii) the actual iteration process

(1.7) * » + W * 6 O (* = °> X> V ; *f = *0)

ccm 6e continued indefinitely so that

(1.8) * ί e Σ ! (Λ = 1,2,. . ) ;

(iv) the iteration process (1.7) ends after finite numbers of repetitions in
the state of numerical convergence, in which the sequence {x*} oscillates taking
a certain finite number of values (in the sequel, this state of numerical con-
vergence is called the state of oscillatory numerical convergence and this is ab-
breviated as "the state ONC");

(v) for any x* in the state ONC,

The approximate solutions of the equation (1.6) are given by any one of x*
in the state ONC and their error estimates are given by the inequality (1.9).

In this note, we replace the assumption (i) by a little more general one
that

(1.10) ll/co -/(*") II^XV, χ")\W - * Ί I

for any x\ x" € F, where

(1.11)

This assumption is satisfied for instance by the Newton method.
One of the purpose of this note is to obtain the error estimates more pre-

cise than (1.9) under the assumption (i').
In computation by an electronic computer, however, it is not convenient

to continue the iteration process up to the state ONC, because this requires
that all x*'s computed successively should be stored till the oscillation is de-
tected. Hence, in computation by an electronic computer, the iteration is
stopped often by the criterion of the form

(1.12) l k + ΐ - * : H < * ,

where a is a certain positive number. In the present note, under the assump-
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tion (i'), there is derived a condition upon a so that the criterion (1.12) may
be actually effective for stopping the iteration process, and further there is
given an error estimate for a solution obtained by the iteration process stop-
ped by the criterion of the form (1.12).

Lastly, in illustration, our theory is applied to the Newton method to
solve a system of equations and a numerical example is cited.

2. Error estimation of ** in the state ONC

Let %*, xn+\y, χn+mJ[ be in the state ONC and assume xn+*=x*. Then,

by [ l ] ,

(2.1) ! k + * - * u < : S o a = o,i,2,.. ).

Let Vι be the sphere Vλ {x: \\x -χ\\^δ0}, then, by [1], FiCl] . The in-
equality (2.1) implies

xn+* € Vx (i = 0,1,2,-..).

Put

(2.2) Kλ = l.u.b. K(x, x\
xEVi

then it is evident that

(2.3)

Now, in Vι, it holds that

ii /•*(*:) -f«) ii +

Therefore it follows that

(2.4) \\χn+ι - x

Since Λ;W+*=Λ;* by the assumption, from (2.4) follows readily

ίl**-*lί^T;^-

As is readily seen from its derivation, x* in the above inequality can be re-
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placed by any #„+* in the state ONC, consequently we have

(2.5) Ik^-a

where

(2.6) fc-^

If Kι defined by (2.2) is equal to Kθ9 δi=δ0 and the error estimate (2.5) is
the same as the initial estimate (2.1). But, if Kι < Ko, then δi < δ0. In this
case, (2.5) gives an error estimate more precise than the initial estimate (2.1).

In this latter case, let us repeat our process. Namely let us consider the
sphere V2iχ:\\χ-χ\\<£1}. Then, by (2.5) and (2.6),

(2.7)

and V2CVX. Put

G= 0,1,2,...)

K2 - l.u.b. K(x, x\

then it is evident from (2.2) and (2.3) that

Also, by (2.7), in like manner as (2.5), we have

where

This process can be repeated again and again.
Thus, if we put

(2.8) KP = l.uJ.m,x),

then, either

(2.9)

or

Vp+1 = Vp+2,

A > δi > δ2 > . > δ̂  = δ̂ +1 >
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(2.10)
,So>81>S2>->8p>

Here, in (2.10), Kp+ί<Kp for any positive integer p.
In the case of (2.9),

(2.11) V i f ^ i (Ϊ = 0,1,2,...)

and the desired error estimate is given by

(2.12) |k + *

In the case of (2.10), there exist

(2.13) K^ = \imKp and δ« =
£->oo p->oo X —

Consider the sphere Vω{x: \\x—#||<3^}, then evidently

(2.14) xn+ϊeVω (£ = 0,1,2,...)

and

(2.15) Kω ^1 l.u.b. iΓ(5

If Kω=^Kf

ω, then, likewise as the case Kp+i=Kp, the desired error estimate
is given by

(2.16) Ik^-sfi^δi.

If K^KL, then the same process as (2.8) can be carried out starting from
Vω instead of V\ and we obtain the sequence of the form of either (2.9) or
(2.10). When the sequence of the form of (2.10) is obtained, the above process
is repeated.

In such a way, the process is continued till the relation of the form

l.u.b. K(x, x) = Kp (p is a transfinite number)

happens to hold. Let V, K and δ be the transfinite limits of Vp, Kp and Sp for
which there holds

(2.17) l.u.b. K(x,x) = K,

where

^ o 1 ox J K = transfinite limit of KP9
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Then

(2.19) \\χn+*-χ\\^δ (. = 0,1,2,...)

and this is the desired error estimate for xn+* (ΐ=0,1, 2, •), namely the desired
error estimate for the approximate solutions of the equation (1.6) given by the
#*'s in the state ONC.

Remark 1. In some cases, it may be impossible to obtain the transfinite
limit δ by actual calculation. In such a case, we have to stop our process half
way without completing the necessary steps, but, even in such a case, we can
obtain the error estimate of the form (2.12) which is more precise than the
initial estimate (2.1).

Remark 2. The quantities Kp (p = l, 2,• ••) can be replaced by

Kp = l.u.b. K(x\ x")
x',x"<ΞV

p

urse in these cases the regions V
p

or some other similar quantities. Of course, in these cases, the regions Vp

and the quantities δ̂  must be replaced by the corresponding ones defined by
the rule (2.8).

3. The condition for the criterion of the form (1.12) used for stop-
ping the iteration process

As is stated in §1, the iteration process (1.7) ends in the state ONC after
finite numbers of repetitions. But, by §2, the x**s in the state ONC lie all in
Γ, consequently

(3.1) lk + ΐ-*ί l l :£2ί

for any xn+\, x* in the state ONC.
Then, if a>2§, there exist only a finite number of x*'s which do not sat-

isfy the criterion (1.12). This implies that, if α>2<J, we can really stop the
iteration process (1.7) after finite numbers of repetitions.

If α<2§, there may not exist any x* satisfying the criterion (1.12), for it
may happen that

II ~ * —
\\xn+l

for any xn+\, #* in the state ONC. In such a case, we can not stop the itera-
tion process (1.7) in a finite number of repetitions.

Thus, in order to stop the iteration process (1.7) by the criterion of the form
(1.12), we should choose a so that

(3.2) a>2δ.

When δ can not be found by actual calculation, we should have to replace δ
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by some δp (><f) obtained in the midst of the process described in §2.

4. Error estimation in case the iteration process (1.7) is stopped
by the criterion of the form (1.12)

Let

(4.1) \\XnΛ-*ϊ\\<<*.

Then it follows from (1.3), (1.10) and (4.1) that

Consequently we have

(A 9) II r* — r II < —T^-

As in §2, let us put

(4.3) vo =

(4.4)

Then the same reasonings as in §2 prevail for the error estimate of x* and
there are obtained the conclusions as follows:

Let W, L and rj be the transfinite limits of Wp, Lp and ηp for which there
holds

(4.5) l.u.b. K{x, x) = L,

where

j L = transfinite limit of Lp,

Then

(4.7)
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for #* for which the criterion (4.1) is fulfilled.
By the way,

\\XnΛ - * || <ς ||/*(**) - / ( * * ) ii +

Then, since ** e W, it follows from (4.5), (4.6) and (4.7) that

(4.8) \\xn£-x U ^ ^ ^

This is the desired error estimate for xn+\ which is an approximate solution of
the equation (1.6) obtained by the iteration process (1.7) in case the iteration is
stopped by the criterion (4.1).

Remark 1. To the transfinite limits and the quantities Lp described
above, the same remarks as in §2 can be made.

R e m a r k 2. When the iteration process is stopped by the criterion of
the form (1.12), the quantity [|#w+* —#*| | may be far smaller than a itself used
for stopping the iteration process. In such a case, it is needless to say that
any quantity α0 not smaller than ||ff»+*—#*|| can be used for estimation of the
error of xn+\ instead of a in (4.8).

5. Error estimates for the Newton method

The Newton method to solve a system of equations

<Pi(xii *2, , χm)=0 (£ = 1, 2,- , m)

or

(5.1) φ(x) = 0

in vector form, is nothing but an iteration process (1.7) where

(5.2) f(x) = x-H

Here H(x) = (Hij{x)) (i, j—1, 2, , m) is an inverse matrix of the Jacobian ma-
trix/(#)== (/;/#)) (ί, 7 = 1, 2, , m) of φ(x) with respect to x.

Let x be a solution of (5.1) and assume det/(%)φθ. Let F be a closed do-
main containing x such that φ(x) is defined on F.

Let us assume φ(x) € CJ[F]. Then, if F is sufficiently small and £ in (1.3)
is chosen sufficiently small, all the conditions (i)-(iii) of §1 turn out to be ful-
filled provided x0 is taken sufficiently near x. Then the results obtained in
the preceding paragraphs are all valid for the present iteration process, name-
ly for the Newton method.

From (5.2), it readily follows that
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m

(5.3) /<(*)-/<(*) = Σ t</*(fc)(*/-Sy) (**-**)

for any # e F9 where

(5.4) &=x + θi (x - *) (0 < θi < 1)

0 = 1, 2,..., wz)

and

(5.5) ψijk(x) = - J

Let us define the norm of a vector x=(xi) (& = 1, 2, , m) by

||Λ?|| = m a x | ^ - |

and put

m

(5.6) Λf= max max ^] I^^WI,

then, by (5.3), we may suppose that

for any xe F.
Then, by (2.8), we have

(5.8)

Then evidently it holds that

S
p~~ 1 — Mδp-ι v P ~ ) ? J Λ

Hence, in the limit, we have

£ 6
v 1-Mδ '

which can be solved as follows:

(5.9) δ =
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This is a desired error estimate for the approximate solutions obtained by the
Newton method in case the iteration process is carried out up to the state ONC.

The fact § ~ β expresses that
(i) the Newton method is very good,

(ii) the error estimate d is very good,
for, in computation of a solution, we can not exceed the precision of the error
bound 8 with which the computation is carried out.

In case the iteration process is stopped by the criterion of the form (1.12),
by (4.4), we have

(5.10)

l-Lp

Then evidently it holds that

M(S+a) „
ί + 1 = — Ϊ ^ L — (P = 1> 4 o, ;.

Hence, in the limit, we have

M(ε + a)
L = 1-L '

which can be solved as follows:

(5.11) L=^-[l-{l-

= M(ε + a) + M\ε + af + o {(ε + a)2}.

Substituting this into (4.8), we have the error estimate as follows:

(5.12) |k + * - s !| ; £

= s + M(ε-ha)2 -ho{(8 + a)2}.

This is the desired error estimate for the approximate solution xn^x obtained
by the Newton method in case the iteration process is stopped by the criterion
of the form (1.12).

The inequality (5.12) expresses that the error bound of xn+* is nearly
equal to £ provided a is chosen so that a=O(8). Such choice of a is always
possible since the condition on a is only a > 2d *** 26. The fact that the error
bound of xn+* is nearly equal to £, expresses, by the same reason as is re-
marked concerning the error bound §, that

(i) the Newton method is very good, because the xn+\ gives a sufficiently
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accurate approximate root (with the same accuracy as the values in the
state ONC) of the given equation even if the iteration process is stopped
half way,

(ii) the error estimate (5.12) is very good.

From the above mentioned, it is needless to say that, if we want to get a
solution as accurate as possible for the available computer, we should choose a
so that a = 0(8).

But, in actual computation, sometimes we do not need so accurate a solu-
tion but only an approximate solution having a certain accuracy. In such a
case, as is shown below, we may choose a so that a}8.

Indeed, if a}8, then, by (5.12), the error bound of xn+* is nearly equal to

8 4- Ma2.

This is either 0(8) or O(a2) according as a = O(81'2) or a}81'2. Namely, when
a=O(8112), the error bound of xn+X is of the order of 8, namely of the same
order as in the case where a = 0(8), and further, even if a}8112, the error
bound of xn+* is of the order of a2, namely of the second order of a. These
facts say that the Newton method gives a considerably accurate solution even if
the iteration process is stopped by the criterion of the form (1.12) for a such
that a}8.

Example. To compute Vθ.l by the Newton method.

The problem is to find a positive root of the equation

(5.13) φ(x) = x2-0.1 = 0

by the iteration process

( 5 14") r * — f* (<*•*"> f7? — 0 1 9 }
{O.±<±) xn+l / \xn) \Ίl — υ ) -L) ^ ) 7 9

where

(5.15) /(,) = * - - * ^ . _ 1 _ = J?+±λ_

and

(5.16) l/*(*)-/(*)!<££.

Let us assume that the computation in the iteration process is always
carried out to eight decimal places (this means the results in each step of
computation are always rounded to eight decimal places).

Let us start the computation from x0 = 0.4. Let F be the closed interval
[0.2, 0.4]. Then, as is readily seen from the form of (5.15), the inequality
(5.16) is valid for

(5.17) 8=~
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whenever x e F.
Since

_,. , ψ(x)φ"(x) 1
1-

J W ~ φ'\x) ~ 2 VX~ X2 J'

it is evident that

for x e F. Therefore we see that the condition (i) is valid for

(5.18) *o = -f-

Then, by (1.5), we see that

(5.19) δ0 = 7 x 10-8.

The actual computation shows

= 0.3250 0000,

0.3163 4615.
(5.20) \%l _

Then, if we suppose the iteration is started from x*=0.3250 0000 rather than
ΛO=Λ*=O.4, by (5.18), (5.19) and (5.20), we see that the condition (iii) is valid
for the iteration process (5.14) in -F[0.2, 0.4], because

^ r ^ x 0.0087 + 14 x 10-8 < 0.083.

Thus we may suppose that, for the iteration process (5.14), all the conditions
(i)-(iii) are fulfilled in the interval F[0.2, 0.4].

In the present example, substituting (5.13) into (5.5), we have

0.05

from which, by (5.6), follows

(5.21) M = 25/4.

Then, by (5.9), we have

(5.22) ^

io-8.
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This is the error estimate for x* in the state ONC.

If we want to stop the iteration process (5.14) by the criterion of the
form (1.12), then, by the theory of §3, the number a must be chosen so that

a>2§ x 10-8.

Let us choose a so that

(5.23) a = 4 x 10"8.

Then, substituting (5.17), (5.21) and (5.23) into (5.12), we have

(5.24) \χ»Λ~*\

•xlO- l_/ l_575:χ lθ- 8

+ , 5 7 5 4 x 10-8

i_l^xio-8

This is the error estimate for xn+* which is obtained by stopping the itera-
tion process by the criterion

(5.25) - x* I < 4 x 10-8.

The values obtained by the iteration process (5.14) in the specified man-
ner are as follows:

0 = x* = 0.4000 0000,

*? = 0.3250 0000,

x% = 0.3163 4615,

(5.26) ) xf = 0.3162 2779,

xt = 0.3162 2777,

x* = 0.3162 2776,

( xt = 0.3162 2777 = «?.

The true value s=Vθ.l is

5c = 0.3162 2776 6016...

Thus the values in the state ONC are

xϊ = 0.3162 2777 and ^ = 0.3162 2776,
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and their true errors are respectively

+ 0.3983... x 10-8 and -0.6016- x 10"8.

The error estimate given by (5.22) is

δ ~ 1.75 x 10-8.

This is far more precise than the initial error estimate

So = 7 x 10-8

given by (5.19).
In case the iteration process is stopped by the criterion (5.25), we see

from (5.26) that the iteration process is stopped at ^=0.3162 2777. The true
error of this value is

+ 0.3983... x 10-8

and its error estimate given by (5.24) is

7 1399^ 7

j x 10-8 + ~ ^ - x 10-16 + ...~ -^- x 10-8 = 1.75 x 10"8.

The above results show that the error estimates obtained in the present
note are considerably good.

Lastly let us consider the case where the iteration process is stopped by
the criterion either

(5.27) | * , + ΐ - * * | < 1 0 - 3

or

(5.28) | * , + ?-** |<10- 4 .

As is seen from (5.26), the iteration process is stopped at #J=0.3162 2779 or
xf=0.3162 2777 according as the criterion (5.27) or (5.28) is used.

In case (5.27) is used,

\χf-xt\ <1.2xlO-4.

Therefore, by the Remark 2 of §4, from (5.12), we have

(5.29) \χ%-x\ ^-^ x 10"8+ - χ - ( ^ - x 10-8 + 1.2 x 10"4J

• 10.8 x 10-8,

while the true error of x$ is +2.3983... x 10"8.
In case (5.28) is used,
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\xt-xt\<2x 10-8.

Therefore, likewise, we have

(5.30) | * i - a | ^ 1 . 7 5 x 10"8 + ••• - 1.75 x 10'8,

while the true error of x% is + 0.3983... x 10"8.

The above results show that the Newton method gives a considerably accu-
rate solution even if the iteration process is stopped by the criterion of the form
(1.12) for a}8 and, in addition, that the error estimates given in the present
note are considerably good.
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