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1. Introduction

Consider the initial value problem for a stiff system

(1.1) y'=f(y), X*o) = y0,

where y is an ra-vector and the vector function f(y) is assumed to be sufficiently
smooth. Let y(x) be the solution of this problem,

(1.2) xn = x0 + nh (n = 1, 2,..., h > 0)

and let J(y) be the Jacobian matrix off(y). We are concerned with the case where
the approximations y^ (7 = !, 2,...) of y(Xj) are obtained by the modified Rosen-
brock methods of the form

(1-3) yn+ί=yn+Σqi=ιPlki (n = 0, 1,...)

which require per step one evaluation of J, fc evaluations of / and the solution
of a system of ra linear equations for q different right hand sides, where

(1.4) Mkt = hf(yn + Σ}=i *tjkj) + hJ Σj=ί dtjkj (i = 1, 2,..., q),

the matrix M = I-ahJ is nonsingular, J = J(yn) and Λy, d^ O' = l, 2,..., i —1;
ι = l, 2,..., g) and α (α>0) are constants.

N0rsett and Wolfbrandt [3] obtained an v4-stable method of order fc+1
for k = q = 2,3. For inexact Jacobian matrices, however, these methods are
reduced to methods of lower orders. Steihaug and Wolfbrandt [4] tried to avoid
the use of exact Jacobian matrix and considered methods of the form (1.3), called
the Tf-methods, where

(1.5) Wkt = hf(yn + Σ}=! flyfc,) + hA Σj=ί dtjkj (i = 1, 2,..., q),

W=I — ahA is nonsingular and A is a matrix approximating J. They have shown

that for q = 2k~ί (fc = 2, 3) there exists a W-method of order k and that the method
of order 2 is ^(O)-stable under certain conditions.

The first object of this paper is to show that each X-stable modified Rosen-
brock method remains /4-stable if the Jacobian matrix is approximated with
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sufficient accuracy. The second object of this paper is to prove that for

q = 2k~1(k=l, 2, 3) there exists a Pf-method of order k which is A-stable if A

is a sufficiently close approximation to J and that the method of order p(p = 2, 3)

embeds a method or order p—1. Methods of order 4 are also studied.

2. Preliminaries

Let

(2.1) yn+l = yn + Φ(xn, yn; Λ) (n = 0, 1,...),

(2.2) Φ(xn9 yn; h) = Σf=1 ftfe, + ΣJ-ί <?;/; + rlml (k = 1, 2, 3),

(2.4) T(x; /i) — Xx) + Φ(x, Xx); Λ) — y(x + Λ),

where

(2.6) fc4 = C/, (i = 1, 2, 3), / ; = CAkj (j = 1, 2), mi = CM/1?

(2.8) C = hW~1

9 W=I-ahA.

Then in Butcher's notation [1] T(xπ; Λ) can be expanded into power series in

h as follows:

(2.9) T(xB;Λ) = Λy

where

(2.10) A^ΣΪ-ιft-1, B1 = Σ5 = 2C^-l/2, β2

(2.11) G! = C32c2p3 - 1 /6, C2 ̂ a/2 + aB^ d3p3, C3 = α

(2.12) D1 = -

D6 = aC2 + 0c242, D7 = aC3 + ac2q2ί 2D9 = c2C1 + c2/6 - 1/12,
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Similarly ί(xπ; h) is expanded as follows:

(2.13) t(xnι h) = Aΐhf + /ι2(B*[/] + B*2Af} + -,

where

/O Λλ\ J* _ Vfc n* R* _ Vfc r n* R* _ V& /7 n* -I- V^~l /ϊ* ..(/.I4j A! — 2- i=ιPi> #ι — Lj = 2cjPj> ΰ2 — 2^i=\^Pi + 2-./=ι <Z./v

To study the stability of (2.1), we apply (2.1) to the scalar test equation y' —

λy, where λ is a complex number with negative real part. Then hA and (2.1)

are reduced to a scalar w and

(2.15) yn+ί=R(z,w}yn (n = 0, I,-)

respectively, where z = λ/ι,

(2.16) *(z, w) = 1 + Q

(2.17) 7= l/(l-αw).

Let

(2.18) Λ(z,w) = P(z,w)/β(w),

where P(z, w) is a polynomial in z and w, Q(w) is a power of 1 — αw, and P(z, w)

and β(w) have no factor in common. Put

(2.19) z = x + iy (x < 0), y = tx, r = |z| ,

where x and j; are real numbers and / is the imaginary unit. Let α and β be the

z- and iz- component of the vector w — z respectively, that is,

(2.20) w - z = (α + ij8)z,

where α and β are real numbers. Let

arg(-z) = 0, arg(-w) = φ (-π/2< θ, 0 < π/2).

Then J8ί >0 if and only if Θφ>Q and |θ| < |φ|.

Let

(2.21) αw = (u + iφ, £(x, y, α, β) = |Q(w)|2 - |P(z, w)|2 .

Then \R(z9 w)|<l if and only if E(x, y, α, β)>0. In the sequel E(x, y, α, β)

is written simply as E. Since E is a polynomial in x, y, α and β, by continuity

£(x, y, α, β)>0 for sufficiently small |α| and |j8| if £(x, y, 0, 0)>0. On the other

hand £(x, y, 0, 0)>0 for all y and all x<0 if and only if the method (2.1) with
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A = J is ^1-stable. Thus we have the following

THEOREM 1. The A-stable modified Rosenbrock method remains A-stable

if the Jacobian matrix is approximated with sufficient accuracy. The W-
method which is A-stable for A = J is A-stable if A is a sufficiently close approxi-

mation to J.

3. Construction of the methods

We shall show the following

THEOREM 2. For q = 2k~1 (fc = l, 2, 3) there exists a W-method of order
k which is A-stable if A is a sufficiently close approximation to J. For fc = 2, 3
there exists also a formula (2.3) such that t(x\ h) = 0(hk).

3.1. Casek = l

The condition rl =A{ = 0 yields

(3.1) yn+1=yn + kl9

(3.2) T(xn A) = h\ - [/]/2 + aAf) + 0(/ι3),

(3.3) R(z, w) = 1 + z Y, E = -2x + (2u-l)r2.

Hence the method (3.1) is ^4-stable if and only if u ̂  1/2, that is,

(3.4) α £ -1 + 1/20.

For instance, when 0 = 2/3, it is v4-stable if and only if α^ —1/4.

3.2. Case k=2

The condition rl=Al =B1 =B2 = 0 yields

(3.5) ^ = 1-̂  2c2jp2 = 1, 0ι = -α,

(3.6) C1 =-l/6, C2 = C3 = α/2, C4=-α2, C5 = (3c2-2)/12,

(3.7) R(z, w) = 1 + z Y + z 2 Y 2 / 2 -

(3.8) E = -2x + b2x
2 - b3r

2x + b

where

(3.9) b2 = 2(4u-l-4vή, fe3 = 10w2

b4 = (4u - 3)ι;2 + (4ιι -1) (2u -1

Hence, for instance, if
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(3.10) u ^ 61/100, \Ό\ ̂  33714/700, υt g 9/25,

the method (2.1) is ^-stable because ί?2^0, b3^4513/5000, b4^0. When w = z,
that is, u = a and v = 0, it is ^.-stable if and only if

(3.11) a ̂  1/4.

Choosing rf = Ai = 0 and qf = (qjp2)p2> we have

(3.12) pi = -pξ9 qi = -2ac2p%9

(3.13) Bΐ = c2p%, Bϊ = qi, Cf = 0, Cf = Cf = α5f , CJ = 2αβί,

CJ = c25*/2.

The choice C5 = 0 yields c2 = 2/3 and

(3.14) ^+ι = Λ + (^ι + 3fc2)/4-α/1.

When A = J, T(xn, ft) is reduced to -(6α2-6α + l)/ι3[3/]3/6 + 0(/ί4), so that in
view of (3.11) we choose

(3.15) a = (3 + V3)/6.

Then the method (3.12) is ^-stable if

(3.16) α^(83-6l73)/100= -0.2265, |)8|g 33^14(3 ~73)/700 = 0.2236,

βt^ 9(3 ->/3)/25 = 0.4564

and it becomes a method of order 3 when A = J.

The choice

(3.17) j>J= -3d/4, J = 2-^3

yields

(3.18) tn+1 = 3d(ki-k2)/4 + adlί9

where

(3.19) B*=-d/2, B% = ad, C% = C$ = -adl2, C* = 2a2d, C?=-d/6.

Put

(3.20) 02 = 3/c2/4 - α/ l β

Then (3.13) and (3.14) can be rewritten as follows:

(3.21) yn+ί =yn + 3kJ4 + g2, tn+l = d(3kί/4 - g2),

where k1 and g2 are obtained from the formulas
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(3.22) Me, = ft/lf W(g2 - k,) = 3Λ/2/4 - fc,.

Thus we have g = 2.

3.3. Case k =3

The conditions Ai=Bi = B2 = 0 and Q = 0 (/ = !, 2, 3, 4, 5) yield

(3.23) Pι+p2 + p3 = l, 4ι + 42= -α, r^α2, d3p3 = c2q2=-a/2,

c2Pι + CiPi = 1/2, c3(c3 - c2)p3 = (2 - 3c2)/6, C32c2p3 = 1/6,

(3.24) ^=-1/24, D2 = D3 = D5 = a/6, D4 = D6 = DΊ= -a2/2, Ds = a

D9 = (2c2-l)/24, D10 = α(2-3c2)/12, D11=(4c3-3)/24,

D12 = fl(2-3c3)/6,

(3.25) Λ(z, w) =

(3.26) £ = - 2x + ί>2x
2 - fc3x

3 + b4r
2x2 -

where

(3.27) b2 = 2(6w - 1 - 6t?ί), b3 = 6(4u - 1 - 5ι>f)2/5 + 2(9w - 1)2/15 + 6(t;2

b4 = 3(2u - I)υ2t2 - 4(12w2 - 6u + l>ί + 38w3 - 27w2 + 7w - 7/12

+ 9tι-l)/36.

Hence, for instance, if

(3.28) 3/8^w^l, |ι?|^ V^/120 = t?0, - 17/56 ̂ rίg 9/128, 0 = 4^/489-57,

then the method (2.1) is ^4-stable because

b2 ^ 53/32, &3 ^ 0, fo4 ^ 23975/199608, b5 ^ 119/3072, Z?6 ^ 0.

For w = z it is yl-stable if and only if

(3.29) Iβ£a^al9 a1 = 1.0686- ,

where Λ! is the largest root of the equation 2a3 — 3a2 + a — 1/12 = 0.

The conditions Λ* = £* = £* = 0, qξ=(q2lp*)p* and rf^rjpjpξ lead to

(3.30)
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(3.31) C? =

(3.32) Df=0,

£f2 = 2αC5* + C3d3pf , 3Df3 = (c2 + c2)C?.

The choice D13 = D11 + Γ>12 = D9 + D10=0 yields

(3.33) α = l/2, c2 = l, c31 = c32 = l/4, d3=-3/8,

(3.34) Λ+ 1 = Λ+(fc1 + fc2+4k3)/6-(/1 + /2)/4+m1/

(3.35) D2=D3 = D5=1/12, £>4 = D6 = ί>7= -1/8,

The method (3.34) is Λ-stable if

(3.36) -l/4gαgl, |j6|^2t>0 = 0.2090, - 1 7/28 ̂ jSί ^9/64.

In the case 4=J, T(xB; ft) becomes -Λ4[3/]3/24 + 0(/t5).
For the choice p% = — 1/6 we have

(3.37) tn+l = (k, + k2- 2/c3)/12 - (It - /2)/16 - mjlβ,

(3.38) C f = - l / 2 4 , C| = Cf = -Cί = 1/16, Cf = 1/48,

(3.39) Df = 0, Df = - 1/48 (i = 2, 3, 5, 9, 11), D\ = J)| = Df = 1/16,

DJ = -3/32, Df0 = 1/24, D?2 = 5/96, D?3 = 1/96.

Let

(3.40) g3 = 4/c3/3 - (/2 - mt)/2.

Then (3.34) and (3.37) can be rewritten as follows:

(3.41) yn+ ϊ = yn + (kl + fc2)/6 - ί,/4

(3.42) ίn+ , = (id + fc2)/12 - /,/16 - 03/8,

where fc1; fc2, lt and ̂ 3 are obtained from the formulas

(3.43) Wk^hfi, Wk2 = hf2,

(3.44) /3

Thus we have g=4.
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4. Methods of order 4

Let

(4.1) yn+ι = yn + Σf=ι (Mi + 0Λ) + r^i + r2m2

(4.2) tn+ί = Σί-i Pffci + P*V* + if /i + «!/2 +

where

(4.3) fc4 = C/4, /4 = C4fc4, m2 = C4/2, H! = CAml9

(4.4) /4 = /(Λ + Σ?=ι c4Λ + Σ}= i ha + ^iwO, /* = f(yn + 1) .

The conditions Aί=B1=B2 = Q, C7 = 0 (j = l, 2, 3, 4, 5) and Dfc = 0 (fe
1,2,..., 13) yield

(4.5) Σί=ιft = l, Σj=2^-l/2, Σί=

qi=-api(i = l,2,3,4)9 rι + r2 = a

(4.6) c4 = l, rf3=-

= a2, 5l=-α3,

(4.7) E(0, y, 0, 0) =

where

(4.8) w = c43^3, c4=Σ?=ιC4 j , d4=Σ?=ιd4ι, Λ = Σi=icyCJ (i = 3,4),

(4.9) ί>o = ~ 8α5 + 12α4 - 19α3/3 + 7a2/4 - a/4 + 1/72,

α/24- 1/576,

The method (4.1) with A = J is ^[-stable if and only if £(0, y, 0, 0)^0 for all
y [2], that is,

(4.10) a2 ^ a ̂  a39 a2 = 0.267766, a3 = 0.788675,

where a2 and α3 are zeros of b2 and b0 respectively.
Choosing A? = Bf = B$ = 0 and Cf = 0 (i = 1, 2, 3, 4, 5), we have

(4.H) Σί=ι

(4.12)
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Dl=-a3p*, DS = (3c2-l)p*/12, D*0 = a(c2 - l)p*/2,

D?,=(2c3-l)p*/4, Df2 = α(l-2c3)p*, Df3 = (2c2-l)(l-2c3)p*/2.

The choice c2 = 2/5 and c3 = 3/5 yields

(4.14) c31=-3/20, c32 = 3/4, d 3=-6a/ll, c41 = 19/44, c42=-15/44,

c43 = 10/11, d41 = 24α/ll, d4 2=-30α/ll, e4 = 36α2/ll,

(4.15) p* = pf = p*/6, p*=-5p*/12, p|=-llp*/12, q*=-3αp*/2,

gf = 5ap*/2, rf = — α2p*.

When .4 = J, T(xπ; /i) becomes

and ί(x /i) is reduced to

Let

(4.16) ι;3 = C(/3-3αfc2 + 18α2/1/5), y4 = C(/4-15αfc2/ll-18α2/,/ll),

v = CA(q3v3 + q4v4 + 65αfc2/72 - 5α2/ t/4) .

Then (4.1), (4.2) and (4.4) can be rewritten as follows:

(4.17) yn+i = yn + /h/q + p2k2 + p3v3 + p4υ4 + q^,

(4.18) ίπ+1 = pfki + pffc 2 + p|r3 + pj»4 + p*hf* + βf l i - α2p*m1;

(4.19) /4 =/(yn + c41k1 + c42&2 + c43t)3 + d4 1/i).

Hence we have q = 7 and we have shown the following

THEOREM 3. For fc=4 and q = 7 there exist a formula (4.2) such that fπ + 1 =
0(/ι4) and a W-method (4.1) of order 4 which is Pi-stable if A is a sufficiently
close approximation to J.
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