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0. Introduction

In [1], [2], [3] the author has introduced and studied a generalized type of
formal solutions (formal fundamental solutions of first level', see Section 3 for
the definition) for meromorphic differential equations. Compared to the usual
kind of formal solutions, first level formal solutions have the advantage of always
being "summable" in terms of Laplace integrals or, equivalently, generalized
factorial series and in this way generating a family of (proper) solutions of the
differential equation with natural asymptotic properties in certain sectors [3]. On
the other hand, the existence proof for first level formal solutions, given in [1],
[2], made use of the Asymptotic Existence Theorem as well as a theorem on the
existence of differential equations with a prescribed Stokes' phenomenon. In
the present paper we give a completely different proof for the existence of first
level formal fundamental solutions which is much more elementary than the
original one, since it only uses some results from the formal theory of meromorphic
differential equations and Banach's Fixed Point Theorem. At the same time the
proof is completely constructive and may therefore be made a basis for actually
calculating such formal solutions, although it is very likely that there may be
more effective ways for calculating them than following all the steps of the
proof.

The main idea in the proof is to obtain an improved version of a well-known
result upon formal block-diagonalization of a meromorphic differential equation:
Let the leading term of the coefficient matrix (in the Laurent expansion about a
pole) be a direct sum of blocks such that each two of them have no common
eigenvalue. Then a formal meromorphic transformation may be constructed
which block-diagonalizes the given equation, however the resulting equation is,
in general, a formal equation in the sense that the resulting Laurent series for its
coefficient matrix does not converge. It is shown in this paper that a modification
of the usual construction of the formal transformation leads to a converging (in
fact terminating) Laurent series for the resulting differential equation, and at the
same time an estimate upon the coefficients of the formal transformation is
achieved.



412 W. BALSER

1. Formal reduction to equations with terminating expansions

For arbitrarily fixed positive real numbers δ and d, let MM denote the set of
all sequences F = (Fk)9 fc = l, 2,..., where the Fk are n x n constant matrices (with
fixed n > 1), such that

(1.1) \\FLj =Σΐ=ι\\Fk\\< co.

(Here and throughout, we consider an arbitrarily fixed submultiplicative matrix
norm || ||). Clearly, MM is a Banach space under the norm || - ||M.

LEMMA 1. For F, G e MM, let H = (Hk) with Hi = 0 satisfy

\\Hk\\<Σ^\\\Fj\\\\Gk_jlk>2.

Then HεMδtd, and for cd = (Γ(l/d))2/Γ(2/d)

\\H\\M <^\\FLJG\\M.

PROOF. Since for 7 = !,..., k-1

I Γ1 (1 -*)<*-•»/'- * xJ/o-1 ,
Γ(k/d) Jo Γ((k-j)/d) Γ(j/d)aX

*)1/'-1 x1/*-1 , 1 1Γ1

Jo
__

Γ(jld) d Γ((k-j)/d) Γ(jld) '

we have

= cd\\F\\δtA\\G\\δtA.

By a meromorphic differential equation we mean a homogeneous linear
system

(1.2) zxf = A(z)x, A(z) = z' Σo° AjZ-J,

where r>0 is an integer (the Poincare rank), the coefficients Aj are constant nxn
matrices, A0^Q if r>l, and the series converges for \z\>a with suitable α>0.
If ^4(z) is just a formal series of the above type (which may or may not converge),
then (1.2) is called a formal meromorphic differential equation, and if, on the
other hand, all but finitely many Aj are zero, we speak of a terminating meromor-
phic differential equation. In all three cases we mostly write [̂ 4(z)] for the
differential equation (1.2).
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A meromorphic transformation is an nxn matrix function F(z) which is
analytic and invertible for \z\>b (with suitably large 6>0) and has at most a
pole at z= oo, hence has a Laurent expansion

(1.3) F(z) = Σ Fkz~k> F-k = ° for sufficiently large k.

As for differential equations, we use the phrases terminating resp. formal mero-
morphic transformation, if Ffc = 0 for sufficiently large k, resp. if F(z) is just a
formal series (1.3) having a (formal) inverse of the same type. We say that
F(z) transforms \_A(z)~] into [5(z)] iff (formally)

(1.4) zF'(z) = A(z)F(z) - F(z)B(z) .

Observe that if F(z) and A(z) (resp. B(z)) converge (for sufficiently large z),
then B(z) (resp. A(z)) also converges, whereas A(z) and B(z) may both converge
and F(z) may not.

PROPOSITION 1. Let a formal equation (1.2) be given, and for some <5>0,
d>r, suppose A = (Aί9 A2,...)eMδid. Then for sufficiently large natural N and

(in case r>l) suitable constant matrices BN+l9...9 BN+r, there exists F = (Ffc)e
Mδtd with Ffc = 0, l<k<N, such that the formal meromorphic transformation

transforms \_A(z)~\ into [£(z)], β(z) = zr Σo

f Ak

Bk=\
[ 0

αnίί BN+1,..., BN+r as above (if r> 1).

REMARK 1.1. Proposition 1 and its proof are completely analogous to a
result (resp. its proof) of Y. Sibuya [7], p. 154, which in a sense may be considered
as the case d= oo of Proposition 1 (defining Mίf00 in a suitable way).

PROOF of PROPOSITION 1. We only consider the case r> 1, the proof for r = 0
essentially follows the same lines.

If we take N>r — l, then it is easily seen that (1.4), for F(z) and B(z) as above,
is equivalent to

Bk = Ak + ΣJkv+i (Ak-jFj - FjAk_j), N+l<k<N + r,

and

- (k-r)Fk.r = Ak + ΣJ=N+ι (Ak-jFj ~ ̂ A-Λ k>N + r+L

For given F = (Ffc)eMM, we define B<F)(/c>0) and G^F) (/c>l) by
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k (0<fc<AO,

) = 0, and

- (fc-r)GlF> = H<p = Ak+ Σkj=N+ι(Ak-jFj - FjB^\ k > N

If #<F> = (Jf£F)), with #1F) as above for /c>N + r+l and #</> = ... =##£. = 0,
then it follows from straightforward estimates, using Lemma 1, that there exists
a constant K>Q, independent of N, such that for every FeMδ>d with
we have

Therefore we find for F as above

..- .. ^k=»+r+ι Γ((k-r)ld) k-r

<Q||//(F>||,,d<CV*:,

where

CN = δ- 1 (k-r)Γ((k-r)ld) *

Using Sterling's formula and the fact that (by assumption) r/d< 1, we find CN->0
(as JV-^oo). Hence we may take N so large that the mapping Fι->G(F) maps the
closed unit sphere of MM into itself. In a very similar manner, one proves the
mapping to be contractive on the closed unit sphere (if N is sufficiently large).
Hence by Banach's Fixed Point Theorem, there exists an FeMδtd, ||F||M<1,
for which G<F) = F, and this completes the proof.

2. Formal block-diagonalization

Let a fixed formal equation (1.2) with r > 1 be given and assume

0
(2.1)

0

where A{°^ and A^ do not have an eigenvalue in common. Then (see W. Wasow
[8]) there exists a unique formal transformation

(2.2) F(z) = / + Σ? Fkz~k

9
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where the diagonal blocks of Fk vanish (when blocked like AQ), for every fe>l,

such that the transformed equation [£(z)], B(z) = zr Σo Bkz~k> is diagonally
blocked (in the block structure of A0).

LEMMA 2. Let A(z), F(z\ B(z) be as described above. If for sufficiently

large c x >0

(2.3) \\Ak\\ < c$Γ(fc/r), k > 1,

then for sufficiently large c2>0

(2.4) \\Fk\\ :

and

(2.5) \\Bk\\ <

PROOF. Since F(z) has / as its first term, we find BQ = AQ. If we formally
define

uk/r-l uklr~^
C(W) = Σ?Λ7W7J-,

then it can be seen as in [4], proof of Proposition 1, that F(z) satisfies (1.4) iff
the series

formally satisfies

(2.6) Ψ(u)(A0-ruI) - A0Ψ(ύ)

= C(u) - D(ύ) + \ (C(u-w)Ψ(w) - Ψ(w)D(u-w)}dw
Jo

(if we integrate straight and select arg(w — w) = arg w = argw). Obviously, (2.3),

(2.4), and (2.5) are equivalent to the convergence of C(w), resp. Ψ(u), resp. D(u)
for \u\ sufficiently small, and if we observe the uniqueness of F(z) (and B(z)),
then we see that Lemma 2 is equivalent to showing the existence of a diagonally
blocked D(ύ) and a matrix Ψ(ύ) whose diagonal blocks vanish, such that uD(ύ)
and uΨ(u) both are analytic in the variable w 1 / r (for u1/r in a sufficiently small
neighborhood of zero), for which (2.6) holds.

If we write (in the block structure of A0)

C(u) =
C22(u)
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)ι(w) 0
D(ιι) =

L 0 D2(u)

0
Ψ(u) = ,

0

then (2.6) implies

(2.7) D,(u) = Ct » + f " C12(« - w^Ψ^dw
Jo

(2.8) ΪΊίH) (4°> - ru/) - X2o) ̂ (u) = C2 t(u)

plus two equations for S/

2(
M)> ^2(M) which may be treated analogously. Starting

with Ψ(°\u)mO, define inductively D["\u), Ψ["\ύ) by

(2.9) Dί >(u) = CU(M) + Γ C12(« - w)Ψ{«\w)dw, n > 0,
Jo

(2. 10) ^"'(u) (̂ (!0) - rul) - A(

2°> Ψ["\u) = C2 x(«)

M - w ) " ~ ( w ) - ϊ ' ι "-(w) n ~(w-w)}ί ίw, n > 1,

(note that (2.10) is a system of linear equations for the components of Ψ(n\u)
that has a unique solution iff A[Q) — rul and A(

2

0) do not have a common eigen-
value; this is the case, according to our assumptions, for \u\ sufficiently small).
By induction, one shows that uΨ(n\u) and uD[n\u) are analytic functions of the
variable u1/r (for \u\<ρ0 and n>0), if p0 is so small that C(u) converges and
A[0) — rul and A(

2

0) do not have a common eigenvalue for \u\<p0. Hence it
suffices to show the uniform convergence of uί~ί/rΨ[n\ύ) for \u\<p± (with
suitably small ρl9 0<p1<p0), which then implies the uniform convergence of
ul-VrD(n\u), according to (2.9).

For K > 0 sufficiently large, we have

||Cvμ(ιι)|| < ̂ " ' 0 < l M I ^ P o / 2 , l < v , μ < 2 ,

and we take c>0 to be the maximal value (for |w|<p0/2) of the norm of the
inverse of the coefficient matrix in (2.10), when regarded as a system of equations
in the elements of Ψ[n^(u) as unknowns. Since

r«Λ iϊ7(o)ΛΛiι i iu/dVίΛi i ^̂  f\\r* (tι\\\ π ^ Uii ^ n n(U) — VΊ (U)\\ — \\Ψ1 (u)\\ < c||c2ιW||, υ < \u\ < po/^>

we may, as an induction assumption, assume
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(where ρt < ρ0/2 will be selected later) for 1 < m < n, with some fixed n > 1 . Then
for every such m

(Γ(m +

Moreover, for fixed « as above,

For pί small enough (and every n> 1)

Vn-l 4m-l/ K\m M(m""1)/r

^=24 (CK) Γ(m/r)

hence

_ _ _ _ _ _ _

Γ(m/r)

Similarly,

^ίu)!! < Il/)i0)(«)li + Σϊ-illβί-Hw) -

if we make ρί so small that

:|""Γ ^ ^

i"+1)(M) - Ψ[n)(u)\\ < c\\("c22(u-w)(Ψ<

i' \w)-Ψ{''-1\w))dw\\
( ! Jo II

+

+
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Γ((/ι + 2)/f

. UJCn + lVr-l

< 4"(
Γ((π+ l)/r) '

if PJ is so small that

2.cKp\i' iffi**^ £ 1 (for every « > 1).

Since none of the conditions upon pί depended upon n, we therefore obtain for
every n > 1

\u\ <

with sufficiently large X (independent of n), hence the sequence ul~1/rψ[n\u)
converges uniformly for u as above. This completes the proof.

The above result may be iterated to block-diagonalize a given system into
several diagonal blocks:

COROLLARY 1. For a given formal equation (1.2) with r>l suppose that

where two blocks A^ and A^ (l<j <k<l) do not have an eigenvalue in common.
Then there is a unique formal transformation

where all coefficients Fk (k> 1) have zero diagonal blocks (in the block structure
of AQ\ such that the transformed equation [β(z)~\ is diagonally blocked. If
A(z) satisfies (2.3), then F(z) resp. B(z) satisfy (2.4) resp. (2.5).

PROOF. Existence and uniqueness of F(z) as described are already known [8].
In order to find (2.4), (2.5) (in case (2.3) holds), apply Lemma 2 several times,
first to split (1.2) into two diagonal blocks, then splitting one of the blocks into
two subblocks, etc. Since the product of all these (finitely many) formal trans-
formations can be seen to be of the form required for F(z), we conclude from the
uniqueness of F(z) that F(z) equals the product of these transformations, and since
every factor, according to Lemma 2, satisfies (2.4) (if (2.3) holds), we find that
F(z) also satisfies (2.4) (compare [4], Lemma 1). The estimate (2.5) also holds,
since every application of Lemma 2 leads to an equation satisfying (2.5).

For later use, we prove

COROLLARY 2. Let [_A(z)~\, F(z), and \β(z)~] be as in Corollary 1, and, in
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addition, let every block of A0 have only one eigenvalue. If for a suitable
natural p and a permutation matrix R (with ε = e2πi/p)

(2.11) A(zε) = R~lA(z)R,

then

(2.12) F(ze) = R-*F(z)R,

and

(2.13) B(zε) = R~ίB(z)R.

PROOF. From (2.11) we conclude

RA0ε
r = A0R,

hence if we block R = [RJk'] in the block structure of A0, then

Therefore we find that to every fc, l<fe</, there corresponds a unique j = π(fc)
such that A^ and εrA(

k°
} have the same eigenvalue, hence

and Rπ(k)tk must be square and invertible (since otherwise R could not be invertible;
compare [6], p. 21). This shows

(2.14) R = R±R2

where R1 is a diagonally blocked permutation matrix and R2 is a block-permu-
tation matrix, i.e. a permutation matrix which, in the block structure of A0, has
blocks which are either zero or identity matrices.

Let Fi(z) = F(ze) and F2(z) = jR-^z)!*, then

Fχz)=/+ΣΓ^)z~*, 7 = 1, 2, and due to (2.14) we find that F(

k

l\ as well as
F(

k

2\ for fc>l, have vanishing diagonal blocks. Obviously, Fv(z) transforms
\A(zεf\ into [B(zε)] and F2(z) takes [R-U(z)«] into [_R-lB(z)R~\. Since both
equations [£(zε)] and [̂ "̂ (z)̂ ] are diagonally blocked, we conclude from
(2.11) and the uniqueness of transformations which block-diagonalize
and have trivial diagonal blocks, that (2.12) holds, which then implies (2.13).

3. First level formal solutions for normalized equations

Throughout this section, we consider a normalized meromorphic equation;
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by this we here mean an equation (1.2) with r> 1, where the series converges for
\z\ >a with suitably large α>0, and

(3.1) Λ = diag[Vs1,...JVJJ

where />2 and sl,...,sl are natural numbers (by Js we always denote the s-
dimensional unit matrix), and λi,...9λl are distinct complex numbers. We will
see in the next section that every meromorphic equation can be transformed into
a normalized or a regular singular one by means of "elementary" transformations.

For a normalized equation, a formal meromorphic transformation is called
of first level, if its coefficients satisfy and estimate (2.4) with sufficiently large

constant c2 > 0.

PROPOSITION 2. Every normalized meromorphic equation may be trans-

formed by means of a first level formal transformation

F(z) = I + Σΐ Fkz~k

into a diagonally blocked equation [#(z)] (in the block structure of AQ), such
that each diagonal block of the transformed equation terminates. Moreover,
if for a suitable natural number p and a permutation matrix R we have (2.11),
then F(z) may be chosen so that, in addition, we have (2.12) and (2.13).

PROOF. Due to Corollary 1, there exists a (unique) formal transformation
of first level

(where F£I} has vanishing diagonal blocks, fc>l) such that for the transformed
formal equation [4(z)] we have

and the coefficients of Ά(z) satisfy an estimate analogous to (2.5). If p and R
are such that (2.11) holds, then Corollary 2 implies

Defining Ri9 R2 as in (2.14) and observing

we find that to every j (l<j<l) there corresponds a unique k = π(j) (!<&</)
such that

Aj(zε) = ΛΓ.Vto*!.*

(in fact, k is determined as the unique index for which λk =
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Since F^z) begins with /, we find for every fixed j, l<j<l

(where 0 <; r,. <; r — 1 may be taken such that either r/ = 0 or Ά(

0

n^0). From the
estimate of the coefficients of A(z) we easily conclude

(for sufficiently small <5>0), hence according to Proposition 1 there exists a formal
transformation

transforming [>ϊ/z)] into a terminating equation [S/z)], and (F{2>J'\ F(

2

2J\.'.)ε
Mδ}r. For fc = π( /), the transformation

is then seen to transform [Ak(z)] = [RίtkAj(zβ)Rl[*k] into the terminating equation
[Bk(z)'] = [Rί}kBj(zέ)Rϊik]. In this way, once F< 2)(z) is given, we can define
transformations F£2)(z), for every k being of the form π(μ)( j) with suitable integer
μ, which tranform [^4fc(z)] into a terminating equation. Hence applying the
above discussion to every cycle (in a representation of the permutation π as a
product of disjoint cycles), we finally obtain the existence of a formal transfor-
mation

such that (F[2\F(

2

2\...)eMδ)r, which transforms [l(z) = diag [̂ (z),..., ΛO)]]
into [5(z) = diag [51(z),..., Sj(z)]], and by construction

F2(zε) = R- ί̂z)*,

5(zε) = ^-^(z) .̂

Since A0 and F2(z) commute, we find that F2(z) transforms [-̂ 4(z)] into [J5(z) =
zrA0 + B(z)']. So, if

F(z) = F1(z)F2(z),

then F(z) is of first level (note that F^z), F2(z) are of first level and observe
[4] Lemma 1), and takes [>4(z)] into [B(z)], and (2.12), (2.13) hold by construction
(if (2.11) holds). This completes the proof.

As explained in [5], a first level formal fundamental solution of an arbitrarily
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given meromorphic differential equation (1.2) may be characterized as a pair H(z) —
(F(z), G(z)), where F(z), G(z) satisfy the following conditions :

(i) The matrix G(z) is analytic and invertible for \z\>ά (with suitable
α>0) on the Riemann surface of log z, its logarithmic derivative

(3.2) G'(z)G-'(z) = : z^Ά(z)

is meromorphic at z = oo, and there exists a matrix

(3.3) Q(z) = p(z)zW+1I + d-lΛz*

with d>0 (rational), p(z) a polynomial in z, and

(3.4) Λ = diag[λ1lsι,...,λllsι'],l>2, λt φ λ} for i*j,

such that for sufficiently small ε>0

(3.5) [G(z)exp {-ρ(z)}]±ι = 0 (exp {|z|'-«})

as z-*co, uniformly in every sector of finite opening (by [d] we denote the
largest integer not exceeding d).

(ii) The matrix F(z) is a formal meromorphic transformation from (1.2) to

(3.6) zx' = Ά(z)x

'with A(z) as in (3.2), and if we write F(z)=Σ Fkz~k

9 then for sufficiently large

c>0

(3.7)

As an application of Proposition 2, we obtain

THEOREM 1. Every normalized meromorphic equation [̂ 4(z)] has a first
level formal fundamental solution

tf(z) = (F(z),G(z)).

If for some positive integer p and some permutation matrix R we have

A(zέ) = R~lA(z)R,

then H(z) can be taken such that

(3.8) F(zε) = R~1F(z)R,

(3.9) G(zε) = R~lG(z)R.

PROOF. According to Proposition 2, a first level formal meromorphic
transformation satisfying (3.8) exists taking [v4(z)] into a diagonally blocked
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equation [β(z)~\ which terminates. With the same notations as in the proof of
Proposition 2, we find by construction of F(z)

Bj(zε) = R^kBk(z)Rltk9 k = π(j), ! < ; < / .

Therefore, with arguments used for the construction of F2(z) in the proof of
Proposition 1, we see that we can select fundamental solutions Gj(z) of [βj(z)~\

(1 <;'</), such that

(3.10) Gj(zε) = R^kGk(z)Rί9k, k = π(j\ 1 < j < I.

Since the Poincare rank of [Bj(z)~\ is at most r— 1, we find for ε e(0, 1)

S±i(z) = 0(exp{|z|' -ε}) as z -» oo,

uniformly in every sector of finite opening. If we define

then G(z) is a fundamental solution of [B(z)] and satisfies (i), if we take

A(z) = β(z), p(z) = 0, d = r, A = A0

(observe that then Q(z) and (3(z) commute). Moreover, F(z) as above satisfies
(ii), and (3.8), (3.9) hold by construction.

4. First level formal solutions for general equations

A meromorphic equation [>l(z)] will be called essentially irregular singular
(at z = oo), if it is impossible to find a polynomial p(z) for which the scalar-
exponential shift x = ep^x transforms [̂ 4(z)] into [B(z)], B(z) = A(z)-zp'(z)I,
such that [β(z)~\ has a regular singularity at z = oo. For an equation which is
not essentially irregular singular, every formal solution (of the usual kind) con-
verges, hence these cases are trivial and therefore are not considered here.

The eigenvalues of an arbitrary permutation matrix R always are roots of
unity, and the Jordan canonical form of R is a diagonal. Hence there exists a
constant invertible matrix U and a diagonal V such that

(4.1) R=U~1e2nW'U,

and without loss in generality the diagonal elements of Uf (which must be rationals)
may be taken non-negative and strictly less than one.

PROPOSITION 3. Consider an arbitrary essentially irregular singular
meromorphic equation [̂ 4(z)]. Then there exists a polynomial p(z), a
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terminating meromorphic transformation F^z) and a permutation matrix R9

such that (with a natural p for which Rp = I, and U, Uf as in (4.1)) the trans-
formation

and the change of variable z = wp take [̂ 4(z)] into a normalized equation
which then satisfies

(4.2) A(wε) = R~lΆ(w)R, ε = e2πi'p.

PROOF. As a consequence of [6], Satz 1, [yl(z)] has a formal fundamental
solution (of the usual kind) of the form

where β(z), J', U, U', and F(z) are as follows :
The matrix Q(z) is diagonal, say

and qk(z) are polynomials in the variable zί/p (for suitable natural p) with vanish-
ing constant term (l<fc<n), such that for a permutation matrix R with Rp = I

(4.3) Q^e2") = R-iQ(z)R;

the matrix J' commutes with β(z), and (7, U' are as in (4.1), whereas F(z) is a
formal meromorphic transformation.

According to our assumption, the polynomials ^1(z),..., qn(z) cannot all be
identical, since then q(z) = qί(z)=" = qn(z) would be a polynomial in z (observe
(4.3)), and the shift x = eq^y would lead to a regular singular equation. Hence

(4.4) d = max^yj^M {deg (qfc) - qk(z))} > 0

(by degg(z), for a polynomial in zl/p, we mean the rational exponent of its
leading term as z-»oo; also observe that d = 0 cannot occur, since all qk(z) vanish
at z = 0). For a suitable p(z), which according to (4.3) can be taken a polynomial
in the variable z, we have

(4.5) deg {qj(z) - p(z)} < d, 1 < j < n.

Applying a Proposition in [6], p. 52, to the transposed matrix of F(z) one can show

F(z) = F1(z)F2(z),

where F^z) is a terminating meromorphic transformation, and F2(z) is a formal
power series in z"1 beginning with /. Applying the transformation
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plus the change of variable z = wp takes [yl(z)] into [^4(w)], which has a formal
fundamental solution of the form

ρ(w) = β(z) -

Since Rp = I, we find from (4.1) that the diagonal elements of e2πiu' are p-ih
roots of unity, hence z±u' is meromorphic in the variable w, and since the diagonal
elements of U' have been taken from the interval [0, 1), we find that P(w) is a
formal power series in w"1 beginning with 7. Computing the Laurent expansion
of Ά(w) from the formal identity

(4.6) A(w) = w[F

(observe that J' and (5(w) commute), we find

A(\v) = w

pd Σ$ Akw~k,

where A0 is the coefficient of wpd~l in β'(w), and therefore A0 is diagonal and
contains at least two distinct diagonal elements (due to (4.4)). So without loss
in generality we may assume [̂ (w)] normalized (since the ordering of the diagonal
elements of β(z) in a formal fundamental solution of the above kind can be
arbitrarily prescribed [6]). Using (4.3), (4.1), (4.6), one can verify that (4.2)
holds. This completes the proof.

As the main result, we now state

THEOREM 2. Every essentially irregular singular meromorphic equation
[A(z)] has a first level formal fundamental solution.

PROOF. Let p(z), F^z), 17', U, p, R and [̂ (w)] be as in Proposition 3.

Due to Theorem 1, the normalized equation [>3(w)] has a first level formal fun-
damental solution

for which

(4.7)

(4.8)

According to the proof of Theorem 1, if r and A0 are the Poincare rank resp.
the leading term of A(w)9 then for every ε with 0<ε< 1
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(4.9) [G(w)e-^w?/^±1 = 0(exp {\\v\d~ε})

as w->oo, uniformly in every sector of finite opening. Due to the definition of
first level formal fundamental solutions, F(w) = Σ Fkw~k is a formal meromorphic

transformation from [^4(w)] to, say [£(w)] (and G(w) is a fundamental solution of
[5(w)]), such that for suitably large c> 0

(4.10) Il/Ml < cW(klt), k>L

If we define

then we obtain, using (4.8), (4.1)

G(ze2πί) = zυ'

= G(z)R9

hence G(z) is a fundamental solution of an equation [4(z)] which is meromorphic
in the variable z. With

β(z) = p(z)I + X0z'/d, d = tip

(where p(z) is obtained from p(z) by dropping terms of degree not larger than d),
we find that (4.9) implies (3.5). Defining

F(z) = F1(z)zt/'l/F(w)L/-1z-t7',

we see that JF(z) is a formal meromorphic series, at least in the variable w"1;
however (4.7) implies

F(ze2πί) = Fι(z)z

and therefore F(z) is a series in the variable z"1. If we observe [4], Lemma 1,
it is easy to obtain that F(z), when written as

has coefficients satisfying (4.10) (with a possibly larger constant c>0), and since
Fk must vanish if k is not a multiple of p, we may rewrite

f ω = Σ* V*.
and if Fk = Fkp for every fc, then the coefficients Fk satisfy (3.7) (with d = r/p and
suitably large c>0). Moreover, it follows from the definition of F(z), G(z) and
Ά(z) that F(z) transforms [>l(z)] into [l(z)]. Therefore, H(z) = (F(z), G(z)) is
a first level formal fundamental solution of [yl(z)].
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