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A remark on random fractals
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The second author of the present paper proved in [2] that the Hausdorff

measure of a random fractal set is a non-random constant using a result of

generalized random ergodic theorems. In this paper we remark that this

constantness of the Hausdorff measure is proved directly (i.e., not using any

result of generalized random ergodic theorems).

Let X be a compact subset of Rd with non-empty interior X. Consider a

map S: X -• X such that p(Sx9 Sy) = rp(x, y)(0 < r = r(S) < 1) for any x, yeX,

where p( , ) denotes the Euclidean metric. We call such a map S a contraction

similarity of X with the contraction ratio r. For 0 < δ < 1, let £fδ(X) be the set

of all contraction similarities of X such that r(S) > δ. We associate ^δ(X) with

the pointwise convergence topology and denote by $ the Borel field of ^δ(X).

For a fixed integer N > 2 we define Sf = (&>δ(X)N)D which plays a role of

our fundamental space, where D = {Jm^.0Cm, Cm = {1,2, , JV}m, m > 1, and

C o = {0} . Given a probability measure μ on ( ^ p f ) * , <fN), we define the

product probability measure μD on (^, J 1 = (SN)D).

Now we introduce a fractal set. For σ = (a^--, σm), τ = (τί9"-9 τr)el>, we

define

σ|n = (σ l 5 , σπ), n < m,

and

σ*τ = (σ1, , σm, τ l 5 , τΓ).

Each s e Sf can be denoted by 5 = (Sσ)σeD,

Sσ = (S^Λs), Sσt2(s),.~, Sσ*N(s))e<yδ(X)N

S0 = (S^s), S2(s),.. , SN(s))e<?δ(Xf.

Then we define a set K(s) for

which is called & fractal set. It is easily seen that X(s) is a non-empty compact

set. We take s e ^ randomly according to μD. Thus we get a random fractal

set K(s).

For a set K c /?d and 0 < λ < oo, the Hausdorff measure and the

Hausdorff dimension are defined as follows. Let



564 Haruo TOTOKI and Yoshiki TSUJII

l I Vi\λ' K c UΓ=i Vv Vi is a closed set, 0 <

where \V\ is the diameter of a set V, and let

Then Jfλ becomes an outer measure and so it defines a measure on Rd, which is

called the A-dimensional Hausdorff measure and is denoted by the same letter

#eλ. It is easy to see that J^λ(S(K)) = r(S)λJfλ(K) for a contraction similarity

S. It is known that there is a number 0 < dimH(X) < d, called the Hausdorff

dimension of K, such that JίTλ(K) = 0 0 if λ < dimH(X) and J^\K) = 0 if λ

The following theorem was proved by Graf ([1]).

THEOREM 1. Suppose that, for μ-a.e. (Sί9 S2, , SN)eyδ(X)N, St(X)

OSj{X) = 0 holds for i9je{l929-~,N} with iΦj. Let α > 0 be the number

such that

^=1r(Sirdμ(S1,S2,-,SN)=l.

Then

= Jf"(K(s))dμD(s)< oo

and

J s

dimH(iC(s)) = α for μD-a.e.

Furthermore the following statements are equivalent.

(1) Σi = ir(SiT = 1 for μ-a.e.

(2) Jf"(K(s)) > 0 for μD-a.e.

(3) μD({s: jr%K(s)) > 0}) > 0.

Tsujii ([2]) proved following Theorem 2 using a generalized random

ergodic theorem.

THEOREM 2. Under the same assumption as in Theorem 1, there exists

0<β<oo such that

MTa(K(s)) = β for μD-a. e. se^.

We now prove this theorem without using random ergodic theorems. Let

φt: ¥ -> Sf(\ <i<N) be defined by Sσ(φi(s)) = S^σ(s) for all σeD. Then φt is

a measure-preserving transformation of (£f9 μD) onto itself, i.e.,

f(φt(s)) dμD(s) = i f(s) dμD{s\ for all fe L\μD).ί f(φt(s)) dμD(s) = i
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It is easy to see that

= \J»=1Si(s)K(φi(s)).

Therefore we have

and

E(JT%K(S))) < Σ^iE

HS^y^EiΠKi))) £pHK())) < oo,

because r(St (s)) is ^ o " m e a s u r a D l e a n d ^%K(<pf(s))) is ^ T - m e a s u r a b l e a n c * hence
they are independent, where &™ is the Borel field generated by
[Sσ(s): σe{JZ=nCk}. Thus we have

(4) tf\K{s)) = Σi = i riSMYjr^Ktots))), μD-a.e. se^.

Let us define an operator U on L 1 ^ , μD) by

Then (4) implies that Jfα(X(s)) is L/-invariant5 that is UJίfa(K(s)) =

μD-a.e.

Now we will prove that if

(5) Σi = ir(Si(s)Y=h μD-a.e.

then any ^/-invariant function / is a constant function. Indeed putting

= r(Si(s)Y we have

u2f(s) = Σu=iΦW<p

Unf(s) = ££,....!„ = x Γ^ίsjr^ίφ^ίs)) rin(φin_, φtι(s))f(φin φ lt(s)).

Here rtl(s), ^(^^(s)),---, rin(φin_i ••• φfl(s)) are ^S"x-measurable and f(φin

'-(pi^s)) is ^^°-measurable where ^ S " 1 and ^ °̂ are independent. Thus we

have

E(f\®V') = ΣZ,..,in = i r^r^φ^s)) rin(φin., φ ί̂s)) £(/)

= £(/), μD-a.e.

The left hand side converges to E(J\&%) = E(f\08) =f μD-a.e. as n->oo.

Therefore / = E(f) = constant.

If (5) does not hold, then the condition (1) in Theorem 1 fails and so

> 0) = 0. Namely Jίfa(K(s)) = 0 /Aa.e. If (5) holds,
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= β μ^-a.e. for some constant β, because Jίfa(K(s)) is U-invariant. This

completes the proof.
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