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#### Abstract

In this paper, we investigate a two-point boundary value problem for first order implicit differential equations. By using the monotone iterative technique, we obtain the extremal solutions for this problem, from the lower and upper solutions.


## 1. Introduction and main results

Initial and periodic boundary value problems for the following first order differential equation

$$
u^{\prime}(t)=f(t, u(t)), \quad t \in J:=[0, T]
$$

where $f \in C[J \times R, R]$, have long been studied by means of the monotone iterative technique, see [1, 2]. Recently, they have been investigated again by employing the method of generalized quasilinearization, a monotone iterative technique, see [3-5]. However, more general two-point boundary value problems for a first order differential equation have not been examined yet.

In this paper, we use the monotone iterative technique to investigate a general two-point boundary value problem of the form

$$
\left\{\begin{array}{l}
u^{\prime}(t)=f\left(t, u(t), u^{\prime}(t)\right), \quad t \in J:=[0, T],  \tag{1.1}\\
u(0)=\lambda u(T)+\mu
\end{array}\right.
$$

where the equation is implicit, $\lambda \geq 0, \mu$ are given real numbers, and the nonlinear function $f(t, u, v)$ is assumed to be a Carathéodory function.

We say that $f: J \times R^{2} \rightarrow R$ is a Carathéodory function, if it possesses the following three properties:
(i) For given $(u, v) \in R^{2}$, the function $t \rightarrow f(t, u, v)$ is measurable on $J$.
(ii) For almost all $t \in J$, the function $(u, v) \rightarrow f(t, u, v)$ is continuous on $R^{2}$.

[^0](iii) For given $N>0$, there exists a $g_{N} \in L^{p}[J, R], 1<p<+\infty$, such that
\[

$$
\begin{equation*}
|f(t, u, v)| \leq g_{N}(t) \quad \text { for a.e. } t \in J \quad \text { and } \quad|u|,|v| \leq N . \tag{1.2}
\end{equation*}
$$

\]

Clearly, the two-point boundary value problem (1.1) becomes an initial value problem if $\lambda=0$ and a periodic boundary value problem if $\lambda=1, \mu=0$.

To develop a monotone method, we need the conception of upper and lower solutions.

We say that $u \in W^{1, p}[J, R], 1<p<+\infty$, is an upper solution of the problem (1.1) if

$$
\left\{\begin{array}{l}
u^{\prime}(t) \geq f\left(t, u(t), u^{\prime}(t)\right) \quad \text { for a.e. } t \in J \\
u(0) \geq \lambda u(T)+\mu
\end{array}\right.
$$

and a lower solution of (1.1) if the reserved inequalities hold. Here

$$
\begin{gathered}
W^{1, p}[J, R]:=\{u \in C[J, R]: u(t) \text { absolutely continuous on } J \\
\text { and } \left.u^{\prime}(t) \in L^{p}[J, R]\right\} .
\end{gathered}
$$

A function $u \in W^{1, p}[J, R]$ is called a solution of the two-point boundary value problem (1.1) if it is an upper and lower solution of (1.1).

Concerning the function $f(t, u, v)$, we make the following hypotheses:
(H1) For given $\alpha, \beta \in C[J, R], \alpha(t) \leq \beta(t)$ on $J$, there exists a $K \in(0,1)$ such that

$$
|f(t, u, v)-f(t, u, \bar{v})| \leq K|v-\bar{v}| \quad \text { for a.e. } t \in J
$$

whenever $\alpha(t) \leq u \leq \beta(t), v, \bar{v} \in R$.
(H2) for given $\alpha, \beta \in C[J, R], \alpha(t) \leq \beta(t)$ on $J$, there exists an $M \in$ $L^{p}\left[J, R^{+}\right], 1<p<+\infty, R^{+}:=(0 .+\infty)$, such that

$$
f(t, u, v)-f(t, \bar{u}, v) \geq-M(t)(u-\bar{u}) \quad \text { for a.e. } t \in J
$$

whenever $\alpha(t) \leq \bar{u} \leq u \leq \beta(t), v \in R$.
The main result of this paper is as follows.
Theorem 1. Let $\alpha_{0}, \beta_{0}$ be lower and upper solutions of the problem (1.1), respectively, and $\alpha_{0}(t) \leq \beta_{0}(t)$ on J. Suppose that $f(t, u, v)$ is a Carathéodory function satisfying $(\mathrm{H} 1)$ and $(\mathrm{H} 2)$. Then there exist two monotone sequences $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$, nondecreasing and nonincreasing, respectively, which converge uniformly to the extremal solutions of the two-point boundary value problem (1.1) in the segment

$$
\left[\alpha_{0}, \beta_{0}\right]:=\left\{u \in C[J, R]: \alpha_{0}(t) \leq u(t) \leq \beta_{0}(t) \text { on } J\right\} .
$$

The above theorem extends and improves some results in [1, 2].

## 2. Proof of Theorem $\mathbf{1}$

In the present section, we shall describe a monotone method which yields two monotone sequences that converge uniformly to extremal solutions of the problem (1.1).

To prove the validity of the monotone method, we need the following statement.

Lemma 2. Let $y \in W^{1, p}[J, R], 1 \leq p \leq+\infty$ and satisfy

$$
\left\{\begin{array}{l}
y^{\prime}(t)+K\left|y^{\prime}(t)\right|+M(t) y(t) \geq 0 \quad \text { for a.e. } t \in J \\
y(0) \geq 0
\end{array}\right.
$$

where $K \in[0,1)$ and $M \in L^{p}\left[J, R^{+}\right]$. Then $y(t) \geq 0$ on $J$.
Proof. If the lemma is not true, then there exists a point $b \in(0, T]$ such that $y(b)<0$, and hence, a point $a \in[0, b)$ such that $y(t)<0$ in $(a, b]$ and $y(a)=0$, since $y(0) \geq 0$. As a result, we have

$$
y^{\prime}(t)+K\left|y^{\prime}(t)\right| \geq-M(t) y(t)>0 \quad \text { for a.e. } t \in(a, b] .
$$

This implies that $y^{\prime}(t)>0$ for a.e. $t \in(a, b]$ and then leads to a contradiction $0>y(b)>y(a)=0$. The lemma is thus proved.

We now assume that $\alpha_{0}, \beta_{0}$ are lower and upper solutions of problem (1.1), respectively, $\alpha_{0}(t) \leq \beta_{0}(t)$ on $J$ and $f(t, u, v)$ is a Carathéodory function satisfying (H1) and (H2) and consider the following initial value problem

$$
\left\{\begin{array}{l}
u^{\prime}(t)+M(t) u(t)=F\left(t, \eta(t), u^{\prime}(t)\right), \quad t \in J,  \tag{2.1}\\
u(0)=\lambda \eta(T)+\mu,
\end{array}\right.
$$

where $F(t, u, v):=f(t, u, v)+M(t) u$ and $\eta \in\left[\alpha_{0}, \beta_{0}\right]$.
Concerning the initial value problem (2.1), the following statement holds.
Lemma 3. For each fixed $\eta \in\left[\alpha_{0}, \beta_{0}\right]$, the initial value problem (2.1) has a unique solution $u \in W^{1, p}[J, R]$.

Proof. We define a mapping $A: L^{p}[J, R] \rightarrow L^{p}[J, R]$ by

$$
(A w)(t):=-M(t)\left\{\int_{0}^{t} w(s) d s+\lambda \eta(T)+\mu\right\}+F(t, \eta(t), w(t))
$$

where $L^{p}[J, R]$ denotes particular the Banach space endowed with norm

$$
\begin{gathered}
\|w\|:=\left\{\int_{0}^{T} \exp \left(-\sigma^{p} \int_{0}^{t} M^{p}(r) d r\right)|w(t)|^{p} d t\right\}^{1 / p}, \\
\sigma>T^{(p-1) / p}(1-K)^{-1}
\end{gathered}
$$

From the definition of $A$, it follows that for any $w_{1}, w_{2} \in L^{p}[J, R]$

$$
\begin{equation*}
\left\|A w_{1}-A w_{2}\right\| \leq\left\|M(t) \int_{0}^{t}\left|w_{1}(s)-w_{2}(s)\right| d s\right\|+K\left\|w_{1}-w_{2}\right\| . \tag{2.2}
\end{equation*}
$$

Here we have used the hypothesis (H1). Note that

$$
\begin{align*}
& \left\|M(t) \int_{0}^{t}\left|w_{1}(s)-w_{2}(s)\right| d s\right\|^{p} \\
& \quad=\int_{0}^{T} \exp \left(-\sigma^{p} \int_{0}^{t} M^{p}(r) d r\right) M^{p}(t)\left(\int_{0}^{t}\left|w_{1}(s)-w_{2}(s)\right| d s\right)^{p} d t \\
& \quad \leq \int_{0}^{T} \exp \left(-\sigma^{p} \int_{0}^{t} M^{p}(r) d r\right) M^{p}(t) t^{p-1}\left(\int_{0}^{t}\left|w_{1}(s)-w_{2}(s)\right|^{p} d s\right) d t \\
& \quad \leq T^{p-1} \int_{0}^{T}\left|w_{1}(s)-w_{2}(s)\right|^{p}\left\{\int_{s}^{T} M^{p}(t) \exp \left(-\sigma^{p} \int_{0}^{t} M^{p}(r) d r\right) d t\right\} d s \\
& \quad \leq T^{p-1} \sigma^{-p} \int_{0}^{T}\left|w_{1}(s)-w_{2}(s)\right|^{p} \exp \left(-\sigma^{p} \int_{0}^{s} M^{p}(r) d r\right) d s \\
& \quad \leq T^{p-1} \sigma^{-p}\left\|w_{1}-w_{2}\right\|^{p} . \tag{2.3}
\end{align*}
$$

Here we have used the Hölder inequality. The inequality (2.2) together with (2.3) yields for any $w_{1}, w_{2} \in L^{p}[J, R]$

$$
\left\|A w_{1}-A w_{2}\right\| \leq\left(T^{(p-1) / p} \sigma^{-1}+K\right)\left\|w_{1}-w_{2}\right\|
$$

which shows that $A$ is a contraction mapping. The Banach contraction principle tells us that $A$ has a unique fixed point in $L^{p}[J, R]$.

Let $w$ be the unique fixed point of $A$. Then

$$
\begin{equation*}
w(t)=-M(t)\left\{\int_{0}^{t} w(s) d s+\lambda \eta(T)+\mu\right\}+F(t, \eta(t), w(t)) \quad \text { for a.e. } t \in J \tag{2.4}
\end{equation*}
$$

Put

$$
\begin{equation*}
u(t):=\int_{0}^{t} w(s) d s+\lambda \eta(T)+\mu, \quad t \in J . \tag{2.5}
\end{equation*}
$$

It is easy to see that the function $u(t)$, defined by (2.4) and (2.5), is a unique solution of (2.1). This proves Lemma 3.

Now let us define a mapping $Z:\left[\alpha_{0}, \beta_{0}\right] \rightarrow C[J, R]$ by setting $(Z \eta)(t):=$ $u(t)$, where $u(t)$ is the unique solution of (2.1) with $\eta \in\left[\alpha_{0}, \beta_{0}\right]$. It follows by Lemma 3 that the mapping $Z$ is well defined.

Concerning the mapping $Z$, we can prove the following statement.
Lemma 4. The mapping $Z$ possesses the following two properties:
(i) $\eta_{1}, \eta_{2} \in\left[\alpha_{0}, \beta_{0}\right]$ and $\eta_{1}(t) \leq \eta_{2}(t)$ for all $t \in J$ imply that $\left(Z \eta_{1}\right)(t) \leq$ $\left(Z \eta_{2}\right)(t)$ on $J$.
(ii) $\alpha_{0}(t) \leq\left(Z \alpha_{0}\right)(t)$ and $\left(Z \beta_{0}\right)(t) \leq \beta_{0}(t)$ on $J$.

Proof. We now prove the property (i). Let

$$
u_{i}(t):=\left(Z \eta_{i}\right)(t), \quad i=1,2, \quad \text { and } \quad y(t)=u_{2}(t)-u_{1}(t) .
$$

Then we have

$$
\left\{\begin{aligned}
y^{\prime}(t)+M(t) y(t) & =f\left(t, \eta_{2}(t), u_{2}^{\prime}(t)\right)-F\left(t, \eta_{1}(t), u_{1}^{\prime}(t)\right) \\
& \geq-K\left|y^{\prime}(t)\right| \quad \text { for a.e. } t \in J \\
y(0) \geq 0 &
\end{aligned}\right.
$$

Here we have used hypotheses (H1) and (H2). From Lemma 2, we conclude that $y(t)=u_{2}(t)-u_{1}(t) \geq 0$ on $J$. This shows that property (i) is true.

In very much the same way, we can prove property (ii). The proof is thus complete.

We can now define the sequences $\alpha_{n+1}:=Z \alpha_{n}, \beta_{n+1}:=Z \beta_{n}, n=0,1,2, \ldots$, and conclude from Lemma 4 that

$$
\alpha_{0} \leq \alpha_{1} \leq \cdots \leq \alpha_{n} \leq \cdots \leq \beta_{n} \leq \cdots \leq \beta_{1} \leq \beta_{0} \quad \text { on } J .
$$

From (2.4) and (2.5), we know that

$$
\left\{\begin{array}{l}
\alpha_{n+1}^{\prime}(t)+M(t) \alpha_{n+1}(t)=f\left(t, \alpha_{n}(t), \alpha_{n+1}^{\prime}(t)\right)+M(t) \alpha_{n}(t) \text { for a.e. } t \in J  \tag{2.6}\\
\alpha_{n+1}(t)=\int_{0}^{t} \alpha_{n+1}^{\prime}(s) d s+\lambda \alpha_{n}(T)+\mu
\end{array}\right.
$$

Whence it follows that for all $n \geq 0$

$$
\begin{aligned}
\left|\alpha_{n+1}^{\prime}(t)\right| \leq & M(t)\left(\left|\alpha_{n+1}(t)\right|+\left|\alpha_{n}(t)\right|\right)+\left|f\left(t, \alpha_{n}(t), 0\right)\right| \\
& +\mid f\left(t, \alpha_{n}(t), \alpha_{n+1}^{\prime}(t)-f\left(t, \alpha_{n}(t), 0\right) \mid\right. \\
\leq & 2 N M(t)+g_{N}(t)+K\left|\alpha_{n+1}^{\prime}(t)\right| \quad \text { for a.e. } t \in J
\end{aligned}
$$

i.e.

$$
\left|\alpha_{n+1}^{\prime}(t)\right| \leq \frac{1}{1-K}\left\{2 N M(t)+g_{N}(t)\right\}=: G(t) \quad \text { for a.e. } t \in J,
$$

where $N:=\max \left\{\left|\alpha_{0}(t)\right|+\left|\beta_{0}(t)\right|: t \in J\right\}$ and $g_{N}(t)$ is determined by (1.2). This shows that the sequence $\left\{\alpha_{n}^{\prime}\right\}$ is a bounded set of $L^{p}[J, R]$.

As a result, we have for any $n \geq 1, t, s \in J, t>s$,

$$
\begin{aligned}
\left|\alpha_{n}(t)-\alpha_{n}(s)\right| & \leq \int_{s}^{t}\left|\alpha_{n}^{\prime}(r)\right| d r \leq \int_{s}^{t} G(r) d r \\
& \leq|t-s|^{(p-1) / p}\left(\int_{0}^{T} G^{p}(r) d r\right)^{1 / p},
\end{aligned}
$$

which implies that $\left\{\alpha_{n}(t)\right\}$ is equicontinuous on $J$. It follows by Arzela-Ascoli theorem that there is a subsequence of $\left\{\alpha_{n}(t)\right\}$ which is uniformly convergent and hence so is the sequence $\left\{\alpha_{n}(t)\right\}$ itself.

To prove the convergence of $\left\{\alpha_{n}^{\prime}(t)\right\}$, we need the following well-known facts. (see, e.g., [6] and [7, P 31].)
(i) $L^{p}[J, R], 1<p<+\infty$ is a uniformly convex, reflexive Banach space.
(ii) A reflexive Banach space is sequentially weakly complete.
(iii) A bounded set in a reflexive Banach space is weakly sequentially complete.
(iv) In a uniformly convex Banach space, $x_{n}-x$ weakly and $\left\|x_{n}\right\| \rightarrow\|x\|$ imply that $x_{n} \rightarrow x$ strongly.

From the facts above-mentioned, we can select a subsequence of $\left\{\alpha_{n}^{\prime}(t)\right\}$, which strongly converges to some $w^{*} \in L^{p}[J, R]$. Let $\alpha^{*}$ be the uniform limit of $\left\{\alpha_{n}(t)\right\}$. Inserting the (strongly) convergent subsequence of $\left\{\alpha_{n}^{\prime}(t)\right\}$ and the corresponding subsequence of $\left\{\alpha_{n}(t)\right\}$ into (2.6) and then taking the limit, we obtain

$$
\begin{gathered}
w^{*}+M(t) \alpha^{*}(t)=f\left(t, \alpha^{*}(t), w^{*}(t)\right)+M(t) \alpha^{*}(t) \quad \text { for a.e. } t \in J, \\
\alpha^{*}(t)=\int_{0}^{t} w^{*}(s) d s+\lambda \alpha^{*}(T)+\mu .
\end{gathered}
$$

This shows that $\alpha^{*}(t)$ is a solution of the problem (1.1)
It must be point out that because all (strongly) convergent subsequences of $\left\{\alpha_{n}^{\prime}(t)\right\}$ have the same limit $w^{*}(t)=\frac{\mathrm{d} \alpha^{*}(t)}{\mathrm{d} t}$ for a.e. $t \in J$, the selection is unnecessary and $w^{*}(t)$ is certainly the (strong) limit of $\left\{\alpha_{n}^{\prime}(t)\right\}$.

In very much the same way, we can prove that $\left\{\beta_{n}(t)\right\}$ is uniformly convergent, $\left\{\beta_{n}^{\prime}(t)\right\}$ (strongly) convergent, and $\beta^{*}(t)$, the uniform limit of $\left\{\beta_{n}(t)\right\}$, is a solution of the problem (1.1) as well.

Finally, it follows, employing standard argument (see [1]), that $\alpha^{*}$ and $\beta^{*}$ are respectively minimal and maximal solutions of the problem (1.1) in the segment $\left[\alpha_{0}, \beta_{0}\right]$. This completes the proof of Theorem 1.
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