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#### Abstract

This article is devoted to the study of a resource-consumer type reactiondiffusion system arising in chemistry, biology and in other applied sciences. We prove that the problem is well-posed and describe the large time behavior of the solutions. A key ingredient is to obtain a uniform in time $L^{\infty}$-bound for the solutions. We also present numerical simulations describing the transient behavior of the solution which show very unstable interfaces.


## 1. Introduction

Among a lot of reaction-diffusion (RD) equations, a class of RD equations with consumer and resource interaction have been thoroughly investigated by many authors. A typical but suggestive example is the following two component system where $u$ and $v$ act as a consumer and its resource, respectively:

$$
\left\{\begin{array}{l}
u_{t}=d_{u} \Delta u+u^{m} v  \tag{1.1}\\
v_{t}=d_{v} \Delta v-u^{m} v
\end{array}\right.
$$

where $d_{u}$ and $d_{v}$ are the diffusion coefficients of $u$ and $v$ and $m$ is a positive integer. The main results concern the well-posedness of the parabolic problems, $L^{\infty}$-bounds on solutions which do not depend on time and their asymptotic behavior ([Ali, Mas, HaYo, Hos, Kan] for instance). A characteristics of this system under the zero-flux boundary condition is that the spatial average of $u+v$ is conserved in time. It is shown that

$$
\lim _{t \rightarrow \infty}(u(t), v(t))=(\langle u(0)+v(0)\rangle, 0),
$$

where $\langle f\rangle$ is the spatial average of $f$.
In view of the result on the asymptotic behavior of the solutions above, one used to believe that resource-consumer systems without feeding process such as (1.1) are not interesting from the pattern formation viewpoint. However, recent numerical simulations have revealed that it is not necessarily

[^0]true, that is, solutions of (1.1) may exhibit spatio-temporal patterns in transient time $[\mathrm{HiMiWe}]$. This suggests that resource-consumer systems should be revisited from the pattern formation viewpoint.

From the mathematical modelling viewpoint, one encounters several resource-consumer systems in the fields of biology and chemistry. An example is bacterial growth in biology. One easily notices that bacteria and nutrients obviously correspond to a consumer and its (finite) resource. The resulting model [Kit] is

$$
\left\{\begin{array}{l}
u_{t}=d_{u} \Delta\left(u^{k}\right)+u v-a u  \tag{1.2}\\
v_{t}=d_{v} \Delta v-u v, \\
w_{t}=a u
\end{array}\right.
$$

where $u$ and $w$ are the densities of active and inactive bacteria respectively, and $v$ is the concentration of nutrients, $k(>1)$ is a positive integer, $a$ is the conversion rate of $u$ into $w$. The first two equations of (1.2) with $a=0$ coincide with (1.1) with $m=1$ except for the diffusion term for $u$. From experimental requirements, we may take $k=1$ (linear diffusion) in (1.2) when the medium (agar) is soft, while when it is hard, we may say that $k=2$ (nonlinear degenerate diffusion) is plausible. It is obvious that the first two equations are closed for $u$ and $v$ and that $w$ can be obtained by solving them. Biologically the total bacterial density, which is given by

$$
u(x, t)+w(x, t)=u(x, t)+a \int_{0}^{t} u(x, s) d s
$$

is an important parameter.
Another model involves the following autocatalytic reactions for the intermediate component $U$ and the reactant $V$

$$
\left\{\begin{array}{l}
m U+V \rightarrow(m+1) U \\
n U \rightarrow P
\end{array}\right.
$$

If these processes happen in a porous medium, a suitable model can be given by

$$
\left\{\begin{array}{l}
u_{t}=d_{u} \Delta\left(u^{k}\right)+u^{m} v-a u^{n}  \tag{1.3}\\
v_{t}=d_{v} \Delta\left(v^{l}\right)-u^{m} v .
\end{array}\right.
$$

When $m=n=1$ and $k=l=1,(1.3)$ is a familiar system in epidemics where $u$ and $v$ are the densities of susceptible and infective species, respectively. When $m=2, n=1$ and $k=l=1$, (1.3) is called the Gray-Scott model in chemistry. A special case for (1.2), (1.3) is the scalar equation

$$
\begin{equation*}
u_{t}=\Delta\left(u^{k}\right) \tag{1.4}
\end{equation*}
$$

which is called the porous medium equation for $k>1$ (see for instance [Pel]). This equation has been fully investigated.

Let us present some numerical simulations of (1.2) under the following initial and boundary conditions in a bounded domain $\Omega$ in $\mathbf{R}^{2}$

$$
\begin{equation*}
(u(x, 0), v(x, 0))=\left(u_{0}(x), v_{0}\right) \quad \text { for } x \in \Omega \tag{1.5}
\end{equation*}
$$

where $u_{0}(x)$ is an approximation of the Dirac measure at one point, $v_{0}$ is a positive constant and

$$
\begin{equation*}
\frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0 \quad \text { on } \partial \Omega \times(0, T) \tag{1.6}
\end{equation*}
$$

where $v$ is the outer normal vector to the boundary $\partial \Omega$.
The first case deals with $k=1$ (linear diffusion). The resulting patterns of $u$ and $u+w$ are shown in Fig. 1.1; $u$ generates an expanding ring and the corresponding $w$ is an expanding disc. After a large time, the ring pattern of $u$ disappears, while $w$ occupies the whole domain so that it becomes spatially constant. This indicates that there does not develop any pattern asymptotically. The second case is that where $k=2$. As in Fig. 1.2, for suitable values of $d_{u}, d_{v}$ and $v_{0}$, the ring pattern of $u$ breaks into several spots, each of which splits into smaller spots repeatedly and eventually all the spots fade away. However, the sum $u+w$ surprisingly forms very complex patterns asymptotically. These numerical results clearly indicate that the effect of nonlinear diffusion creates spatio-temporal patterns in consumer-resource systems.

Motivated by the above results, we consider the following nonlinear diffusion system with resource-consumer interaction:

$$
\begin{cases}u_{t}=\Delta\left(u^{k}\right)+u^{m} v-a(u, v) u^{n} & \text { in } Q_{T}:=\Omega \times(0, T)  \tag{1.7}\\ v_{t}=d \Delta\left(v^{l}\right)-u^{m} v & \text { in } Q_{T}\end{cases}
$$

where $k, l, m$ and $n$ are positive integers, $d$ is a positive constant and $a(u, v)$ is a strictly positive function of $u$ and $v . \quad \Omega$ is a smooth domain of $\mathbf{R}^{N}$ and $T>0$. We associate to the system (1.7) the boundary and initial conditions

$$
\begin{gather*}
\frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0 \quad \text { on } \partial \Omega \times(0, T)  \tag{1.8}\\
(u(x, 0), v(x, 0))=\left(u_{0}(x), v_{0}(x)\right) \quad \text { for all } x \in \Omega \tag{1.9}
\end{gather*}
$$

The organization of this paper is as follows: In Section 2, we state the main results. In Section 3, we define the notion of weak solutions of the initial-boundary problem (1.7)-(1.9) (we refer to it as Problem $(P)$ hereafter) and present a sequence of related uniformly parabolic problem $\left(P^{\varepsilon}\right)$ and denote


Fig. 1.1. Time evolution of solutions to (1.3), (1.5) and (1.6) where $d_{u}=0.01, d_{v}=1.0, k=l=1$, $m=n=1, a=0.15$ and $v_{0}=1.0$.
their solution by $\left(u^{\varepsilon}, v^{\varepsilon}\right)$. In Section 4, we state some auxiliary results which are useful in the sequel. We present in Section $5 L^{p}$-bounds (with $p$ arbitrary) for the function $u^{\varepsilon}$ which depend neither on $\varepsilon$ nor on time. In Section 6, we prove an $L^{\infty}$-bound for $u^{\varepsilon}$ uniformly in time. Then the existence, uniqueness and continuity of the weak solution of Problem $(P)$ follow in Section 7. Finally we describe in Section 8 the large time behavior of the solution of Problem $(P)$ : there exists a pair of nonnegative constants $\left(u^{\infty}, v^{\infty}\right)$ such that


Fig. 1.2. Time evolution of solutions to (1.3), (1.5) and (1.6) where the parameters are the same ones as in Fig. 1.1 except for $k=2$.
$(u, v)(t)$ tends to $\left(u^{\infty}, v^{\infty}\right)$ as $t \rightarrow \infty$. The case that $a=0$ is also discussed in a similar way.

## 2. Main results

We suppose that the following hypothesis holds:

$$
H_{0}: u_{0}, v_{0} \in C(\bar{\Omega}), \quad 0 \leq u_{0}, v_{0} \leq M
$$

for some constant $M>0$,
$H_{a}: a$ is a stricly positive locally Lipschitz continuous function on $\mathbf{R}^{+} \times \mathbf{R}^{+}$ or $a=0$, and

$$
1 \leq m< \begin{cases}k+2 / N & \text { if } N \geq 3 \\ k+1 & \text { if } N=1,2\end{cases}
$$

The definition of weak solutions of Problem $(P)$ is stated in Definition 3.1 in Section 3. The results are, in the case that $a \neq 0$,
(i) Problem $(P)$ admits a unique weak solution $(u, v)$ satisfying
$0 \leq u(x, t) \leq C_{0}, \quad$ and $\quad 0 \leq v(x, t) \leq M \quad$ for all $(x, t) \in \Omega \times(0, T)$, for some constant $C_{0}>0$.
(ii) There exists a constant $v^{\infty}$ such that

$$
\lim _{t \rightarrow \infty}(u(t), v(t))=\left(0, v^{\infty}\right) \quad \text { uniformly in } \bar{\Omega}
$$

Furthermore, if $1 \leq m<n, v^{\infty}=0$, while, if $1 \leq n \leq m$ then $v^{\infty}>0$. Especially if $m=n$, then $v^{\infty} \leq a\left(0, v^{\infty}\right)$.

If we consider the third equation for the unknown $w$ in addition to (1.7)

$$
\begin{equation*}
w_{t}=a(u, v) u^{n} \quad \text { in } \Omega \times(0, T) \tag{2.1}
\end{equation*}
$$

with

$$
w(x, 0)=0 \quad \text { for all } x \in \Omega,
$$

then we find that there exists $w^{\infty}(x)$ such that

$$
\lim _{t \rightarrow \infty} w(x, t)=w^{\infty}(x) \quad \text { uniformly in } \bar{\Omega}
$$

For the special case that $a=0$, we can also obtain a similar result as (i) and (ii) $(u(t), v(t))$ tends to $\left(\left\langle u_{0}+v_{0}\right\rangle, 0\right)$ uniformly in $\bar{\Omega}$ as $t \rightarrow \infty$.

## 3. A sequence of approximate problems

Since in general a solution of Problem $(P)$ is not smooth, we define a weak solution as follows

Definition 3.1. We say that $(u, v)$ is a weak solution of Problem $(P)$ on $[0, T]$, if it satisfies:
(i) $u, v \in C\left(\bar{Q}_{T}\right)$ and $u, v \geq 0$,
(ii) For all $\varphi \in C^{2,1}\left(\bar{Q}_{T}\right)$ such that $\frac{\partial \varphi}{\partial v}=0$ on $\partial \Omega \times[0, T]$, we have for all $t \in[0, T]:$

$$
\begin{align*}
& \int_{\Omega} u(t) \varphi(t)=\int_{\Omega} u_{0} \varphi(0)+\int_{0}^{t} \int_{\Omega}\left(u^{k} \Delta \varphi+u \varphi_{t}+\left(u^{m} v-a(u, v) u^{n}\right) \varphi\right)  \tag{3.1}\\
& \int_{\Omega} v(t) \varphi(t)=\int_{\Omega} v_{0} \varphi(0)+\int_{0}^{t} \int_{\Omega}\left(d v^{l} \Delta \varphi+v \varphi_{t}-u^{m} v \varphi\right) \tag{3.2}
\end{align*}
$$

In order to prove the existence of a solution of Problem $(P)$, we introduce the sequence of approximate problems $\left(P^{\varepsilon}\right)$

$$
\left(P^{\varepsilon}\right) \begin{cases}u_{t}=\Delta \phi_{\varepsilon}(u)+u^{m} v-a(u, v) u^{n}-\varepsilon u^{m+1} & \text { in } Q_{T}, \\ v_{t}=d \Delta \psi_{\varepsilon}(v)-u^{m} v & \text { in } Q_{T}, \\ \frac{\partial}{\partial v} \phi_{\varepsilon}(u)=\frac{\partial}{\partial v} \psi_{\varepsilon}(v)=0 & \text { on } \partial \Omega \times(0, T), \\ u(x, 0)=u_{0}^{\varepsilon}(x) v(x, 0)=v_{0}^{\varepsilon}(x) & \text { for all } x \in \Omega,\end{cases}
$$

where $\phi_{\varepsilon}(s):=(s+\varepsilon)^{k}-\varepsilon^{k}, \psi_{\varepsilon}(s):=(s+\varepsilon)^{l}-\varepsilon^{l}$ and $u_{0}^{\varepsilon}\left(\right.$ resp. $\left.v_{0}^{\varepsilon}\right)$ is a smooth approximation of $u_{0}$ (resp. $v_{0}$ ) such that $\left\|u_{0}^{\varepsilon}\right\|_{L^{\infty}(\bar{\Omega})},\left\|v_{0}^{\varepsilon}\right\|_{L^{\infty}(\bar{\Omega})} \leq M$,

$$
\frac{\partial}{\partial v} \phi_{\varepsilon}\left(u_{0}^{\varepsilon}\right)=\frac{\partial}{\partial v} \psi_{\varepsilon}\left(v_{0}^{\varepsilon}\right)=0 \quad \text { on } \partial \Omega,
$$

and

$$
\lim _{\varepsilon \rightarrow 0}\left(\left\|u_{0}^{\varepsilon}-u_{0}\right\|_{L^{\infty}(\bar{\Omega})}+\left\|v_{0}^{\varepsilon}-v_{0}\right\|_{L^{\infty}(\bar{\Omega})}\right)=0
$$

We prove below the following result.
Theorem 3.2. There exists a unique classical solution pair $\left(u^{\varepsilon}, v^{\varepsilon}\right)$ of Problem ( $P^{\varepsilon}$ ).

Proof. We define $K:=\left\{w \in C\left(\bar{Q}_{T}\right), 0 \leq w \leq M\right\}$ and suppose that $v^{\varepsilon} \in K$. Since Problem $\left(P_{u}^{\varepsilon}\right)$ defined by

$$
\left(P_{u}^{\varepsilon}\right) \begin{cases}u_{t}=\Delta \phi_{\varepsilon}(u)+u^{m} v^{\varepsilon}-a\left(u, v^{\varepsilon}\right) u^{n}-\varepsilon u^{m+1} & \text { in } \Omega \times(0, T), \\ \frac{\partial}{\partial v} \phi_{\varepsilon}(u)=0 & \text { on } \partial \Omega \times(0, T), \\ u(x, 0)=u_{0}^{\varepsilon}(x) & \text { for } x \in \Omega,\end{cases}
$$

is uniformly parabolic, it possesses a unique classical solution $u^{\varepsilon}$ (see [LSU, Chapter 5, Theorem 7.4]), and it follows from the standard comparison principle that $0 \leq u^{\varepsilon} \leq M / \varepsilon$. Furthermore we have the following stability property: if $u_{1}^{\varepsilon}$ and $u_{2}^{\varepsilon}$ are two solutions of Problem $\left(P_{u}^{\varepsilon}\right)$ corresponding to $v_{1}^{\varepsilon}$ and $v_{2}^{\varepsilon}$ and the initial functions $u_{1,0}^{\varepsilon}, u_{2,0}^{\varepsilon}$, it follows as in [ACP, Corollary 11] that

$$
\begin{aligned}
\left\|u_{1}^{\varepsilon}(t)-u_{2}^{\varepsilon}(t)\right\|_{L^{1}(\Omega)} \leq & \left\|u_{1,0}^{\varepsilon}-u_{2,0}^{\varepsilon}\right\|_{L^{1}(\Omega)}+\int_{0}^{t} \|\left(u_{1}^{\varepsilon}\right)^{m} v_{1}^{\varepsilon}-a\left(u_{1}^{\varepsilon}, v_{1}^{\varepsilon}\right)\left(u_{1}^{\varepsilon}\right)^{n} \\
& -\varepsilon\left(u_{1}^{\varepsilon}\right)^{m+1}-\left(u_{2}^{\varepsilon}\right)^{m} v_{2}^{\varepsilon}+a\left(u_{2}^{\varepsilon}, v_{2}^{\varepsilon}\right)\left(u_{2}^{\varepsilon}\right)^{n} \\
& +\varepsilon\left(u_{2}^{\varepsilon}\right)^{m+1} \|_{L^{1}(\Omega)}(s) d s,
\end{aligned}
$$

so that there exists a positive constant $C$ which depends on $\left\|u_{1}^{\varepsilon}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)}$, $\left\|u_{2}^{\varepsilon}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)}$ and on the data $M, m, n$ and $a$ such that

$$
\begin{align*}
&\left\|u_{1}^{\varepsilon}(t)-u_{2}^{\varepsilon}(t)\right\|_{L^{1}(\Omega)} \leq C\left(\left\|u_{1,0}^{\varepsilon}-u_{2,0}^{\varepsilon}\right\|_{L^{1}(\Omega)}+\int_{0}^{t}\left\|u_{1}^{\varepsilon}-u_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s\right. \\
&\left.+\int_{0}^{t}\left\|v_{1}^{\varepsilon}-v_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s\right)  \tag{3.3}\\
& \leq C\left(\left\|u_{1,0}^{\varepsilon}-u_{2,0}^{\varepsilon}\right\|_{L^{1}(\Omega)}+\int_{0}^{t}\left\|u_{1}^{\varepsilon}-u_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s\right. \\
&\left.+\int_{0}^{T}\left\|v_{1}^{\varepsilon}-v_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s\right) \tag{3.4}
\end{align*}
$$

Then Gronwall's Lemma implies that
$\int_{0}^{T}\left\|u_{1}^{\varepsilon}-u_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s \leq e^{C T}\left(\left\|u_{1,0}^{\varepsilon}-u_{2,0}^{\varepsilon}\right\|_{L^{1}(\Omega)}+\int_{0}^{T}\left\|v_{1}^{\varepsilon}-v_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s\right)$.
Moreover, if $u^{\varepsilon}$ is a solution of Problem $\left(P_{u}^{\varepsilon}\right)$, there exists a unique classical solution $\hat{v}^{\varepsilon}$ of the problem

$$
\left(P_{v}^{\varepsilon}\right) \begin{cases}v_{t}=d \Delta \psi_{\varepsilon}(v)-\left(u^{\varepsilon}\right)^{m} v & \text { in } \Omega \times(0, T) \\ \frac{\partial}{\partial v} \psi_{\varepsilon}(v)=0 & \text { on } \partial \Omega \times(0, T) \\ v(x, 0)=v_{0}^{\varepsilon}(x) & \text { for } x \in \Omega\end{cases}
$$

By the standard comparison principle, we have that

$$
0 \leq \hat{v}^{\varepsilon} \leq M
$$

Moreover if $u_{1}^{\varepsilon}$ and $u_{2}^{\varepsilon}$ are two given functions and $\hat{v}_{1}^{\varepsilon}, \hat{v}_{2}^{\varepsilon}$ the corresponding solutions with initial functions $\hat{v}_{1,0}^{\varepsilon}, \hat{v}_{2,0}^{\varepsilon}$, we have that

$$
\begin{align*}
\left\|\hat{v}_{1}^{\varepsilon}(t)-\hat{v}_{2}^{\varepsilon}(t)\right\|_{L^{1}(\Omega)} \leq C( & \left\|\hat{v}_{1,0}^{\varepsilon}-\hat{v}_{2,0}^{\varepsilon}\right\|_{L^{1}(\Omega)}+\int_{0}^{t}\left\|\hat{v}_{1}^{\varepsilon}-\hat{v}_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s \\
& \left.+\int_{0}^{t}\left\|u_{1}^{\varepsilon}-u_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s\right) \tag{3.6}
\end{align*}
$$

where $C=C\left(\left\|u_{1}^{\varepsilon}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)},\left\|u_{2}^{\varepsilon}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)}\right)$ is a positive constant, which by Gronwall's Lemma implies that
$\int_{0}^{T}\left\|\hat{v}_{1}^{\varepsilon}-\hat{v}_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s \leq e^{C T}\left(\left\|\hat{v}_{1,0}^{\varepsilon}-\hat{v}_{2,0}^{\varepsilon}\right\|_{L^{1}(\Omega)}+\int_{0}^{T}\left\|u_{1}^{\varepsilon}-u_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s\right)$.
Therefore, we have defined a map $\mathscr{F}: v^{\varepsilon} \mapsto \hat{v}^{\varepsilon}$ from $K$ into itself. Let $v_{1}^{\varepsilon}, v_{2}^{\varepsilon} \in K$. We remark that we take $u_{1}^{\varepsilon}(0)=u_{2}^{\varepsilon}(0)=u_{0}^{\varepsilon}$ and $\hat{v}_{1}^{\varepsilon}(0)=\hat{v}_{2}^{\varepsilon}(0)=v_{0}^{\varepsilon}$ in the problems $\left(P_{u}^{\varepsilon}\right)$ and $\left(P_{v}^{\varepsilon}\right)$ when we define $\mathscr{F}$. We deduce from the
inequalities (3.5) and (3.7) that there exists a constant $C=C\left(\left\|u_{1}^{\varepsilon}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)}\right.$, $\left.\left\|u_{2}^{\varepsilon}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)}\right)$ such that for all $v_{1}^{\varepsilon}, v_{2}^{\varepsilon} \in K$ we have

$$
\begin{align*}
\int_{0}^{T}\left\|\mathscr{F}\left(v_{1}^{\varepsilon}\right)-\mathscr{F}\left(v_{2}^{\varepsilon}\right)\right\|_{L^{1}(\Omega)}(s) d s & =\int_{0}^{T}\left\|\hat{v}_{1}^{\varepsilon}-\hat{v}_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s  \tag{3.8}\\
& \leq e^{2 C T} \int_{0}^{T}\left\|v_{1}^{\varepsilon}-v_{2}^{\varepsilon}\right\|_{L^{1}(\Omega)}(s) d s \tag{3.9}
\end{align*}
$$

Thus $\mathscr{F}$ is continuous in the $L^{1}\left(Q_{T}\right)$ norm. Furthermore, if $\left\{v_{j}^{\varepsilon}\right\}$ is a sequence of functions in $K$, a result of DiBenedetto $[\mathrm{DiB}]$ insures that the sequence $\left\{\mathscr{F}\left(v_{j}^{\varepsilon}\right)\right\}$ is precompact in $C\left(\bar{Q}_{T}\right)$. Suppose that $v_{j}^{\varepsilon} \rightarrow v^{\varepsilon}$ as $j \rightarrow \infty$ in $C\left(\bar{Q}_{T}\right)$, we deduce from the inequality (3.9) that $\mathscr{F}\left(v_{j}^{\varepsilon}\right) \rightarrow \mathscr{F}\left(v^{\varepsilon}\right)$ in $L^{1}\left(Q_{T}\right)$ as $j \rightarrow \infty$ and thus in $C\left(\bar{Q}_{T}\right)$. Thus the mapping $\mathscr{F}: v^{\varepsilon} \mapsto \hat{v}^{\varepsilon}$ is continuous and compact for the $C\left(\bar{Q}_{T}\right)$ topology from the closed convex set $K$ into itself. We deduce from Schauder fixed point theorem (see [Sma, Theorem 4.1.1]) that there exists a function $v^{\varepsilon} \in K$ such that $v^{\varepsilon}=\hat{v}^{\varepsilon}$. This proves the existence of a solution of Problem $\left(P^{\varepsilon}\right)$. Also, if $\left(u_{1}^{\varepsilon}, v_{1}^{\varepsilon}\right)$ and $\left(u_{2}^{\varepsilon}, v_{2}^{\varepsilon}\right)$ are two solution pairs, adding up (3.3) and (3.6) gives

$$
\begin{aligned}
& \left\|u_{1}^{\varepsilon}(t)-u_{2}^{\varepsilon}(t)\right\|_{L^{1}(\Omega)}+\left\|v_{1}^{\varepsilon}(t)-v_{2}^{\varepsilon}(t)\right\|_{L^{1}(\Omega)} \\
& \leq C\left(\left\|u_{1}^{\varepsilon}(0)-u_{2}^{\varepsilon}(0)\right\|_{L^{1}(\Omega)}+\left\|v_{1}^{\varepsilon}(0)-v_{2}^{\varepsilon}(0)\right\|_{L^{1}(\Omega)}\right. \\
& \left.\quad+\int_{0}^{t}\left(\left\|u_{1}^{\varepsilon}(s)-u_{2}^{\varepsilon}(s)\right\|_{L^{1}(\Omega)}+\left\|v_{1}^{\varepsilon}(s)-v_{2}^{\varepsilon}(s)\right\|_{L^{1}(\Omega)}\right) d s\right)
\end{aligned}
$$

for all $t \in[0, T]$, where $C=C\left(\left\|u_{1}^{\varepsilon}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)},\left\|u_{2}^{\varepsilon}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)}\right)$. Then Gronwall's Lemma implies that

$$
\begin{align*}
& \left\|u_{1}^{\varepsilon}(t)-u_{2}^{\varepsilon}(t)\right\|_{L^{1}(\Omega)}+\left\|v_{1}^{\varepsilon}(t)-v_{2}^{\varepsilon}(t)\right\|_{L^{1}(\Omega)} \\
& \quad \leq C e^{C t}\left[\left\|u_{1}^{\varepsilon}(0)-u_{2}^{\varepsilon}(0)\right\|_{L^{1}(\Omega)}+\left\|v_{1}^{\varepsilon}(0)-v_{2}^{\varepsilon}(0)\right\|_{L^{1}(\Omega)}\right] \tag{3.10}
\end{align*}
$$

for all $t \in[0, T]$. The uniqueness of the solution of Problem $\left(P^{\varepsilon}\right)$ follows from (3.10).

Next we present some bounds for solution pairs $\left(u^{\varepsilon}, v^{\varepsilon}\right)$ of Problem $\left(P^{\varepsilon}\right)$.
Lemma 3.3. Let $\left(u^{\varepsilon}, v^{\varepsilon}\right)$ be the solution of Problem $\left(P^{\varepsilon}\right)$, there exists a positive constant $C_{1}$ which does not depend on $\varepsilon$ nor on $T$ such that
(i) $0 \leq u^{\varepsilon} \leq M / \varepsilon, 0 \leq v^{\varepsilon} \leq M$;
(ii) $\left\|\left(u^{\varepsilon}\right)^{m} v^{\varepsilon}\right\|_{L^{1}\left(0, T ; L^{1}(\Omega)\right)} \leq C_{1}$;
(iii) $\left\|u^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{1}(\Omega)\right)} \leq C_{1}$;
(iv) $\left\|a\left(u^{\varepsilon}, v^{\varepsilon}\right)\left(u^{\varepsilon}\right)^{n}\right\|_{L^{1}\left(0, T ; L^{1}(\Omega)\right)} \leq C_{1}$.
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Proof. (i) follows from the standard comparison principle. (ii) follows from

$$
\begin{equation*}
\int_{0}^{t} \int_{\Omega}\left(u^{\varepsilon}\right)^{m} v^{\varepsilon}=\int_{\Omega} v_{0}^{\varepsilon}-\int_{\Omega} v^{\varepsilon}(t) \leq M|\Omega| \tag{3.11}
\end{equation*}
$$

for all $t \in[0, T]$. Integrating the first equation we deduce that

$$
\begin{equation*}
\int_{\Omega} u^{\varepsilon}(t)+\int_{0}^{t} \int_{\Omega} a\left(u^{\varepsilon}, v^{\varepsilon}\right)\left(u^{\varepsilon}\right)^{n} \leq \int_{\Omega} u_{0}^{\varepsilon}+\int_{0}^{t} \int_{\Omega}\left(u^{\varepsilon}\right)^{m} v^{\varepsilon}, \tag{3.12}
\end{equation*}
$$

for all $t \in[0, T]$, so that (iii) and (iv) follow.
In the following sections, we will prove a bound for $u^{\varepsilon}$ uniform in $\varepsilon$ and in time.

## 4. Auxiliary results

In this section we present some preliminary results which will be useful in the following.

Lemma 4.1. (i) If $N \geq 3$ there exists a constant $c_{0}=c_{0}(\Omega)$ such that for all $\alpha \geq 1$ and $z \in H^{1}(\Omega)$

$$
\begin{equation*}
\left(\int_{\Omega}|z|^{2^{\star}}\right)^{2 / 2^{\star}} \leq c_{0}\left[\int_{\Omega}|\nabla z|^{2} d x+\left(\frac{2}{|\Omega|} \int_{\Omega}|z|^{2 / \alpha} d x\right)^{\alpha}\right] \tag{4.1}
\end{equation*}
$$

with $2^{\star}:=\frac{2 N}{N-2} ;$
(ii) If $N=1,2$ and $q \geq 1$ is arbitrary there exists a constant $c_{0}=c_{0}(q, \Omega)$ such that for all $\alpha \geq 1$ and $z \in H^{1}(\Omega)$

$$
\begin{equation*}
\left(\int_{\Omega}|z|^{q}\right)^{2 / q} \leq c_{0}\left[\int_{\Omega}|\nabla z|^{2} d x+\left(\frac{2}{|\Omega|} \int_{\Omega}|z|^{2 / \alpha} d x\right)^{\alpha}\right] \tag{4.2}
\end{equation*}
$$

(iii) In addition, if $N=1$ there exists a constant $c_{0}=c_{0}(\Omega)$ such that for all $\alpha \geq 1$ and $z \in H^{1}(\Omega)$

$$
\begin{equation*}
(\sup |z|)^{2} \leq c_{0}\left[\int_{\Omega}|\nabla z|^{2} d x+\left(\frac{2}{|\Omega|} \int_{\Omega}|z|^{2 / \alpha} d x\right)^{\alpha}\right] \tag{4.3}
\end{equation*}
$$

We refer to the Appendix for the proof of Lemma 4.1.
Lemma 4.2 (Young's inequalities). Let $r \in(0,1)$ and $\eta>0$ be arbitrary. Then
(i) $a^{r} b^{1-r} \leq \eta a+\eta^{-r /(1-r)} b$ for all $a, b>0$;
(ii) $a^{r} B \leq \eta a+\eta^{-r /(1-r)} B^{1 /(1-r)}$ for all $a, B>0$.

Proof. (i) We first recall the proof of the classical Young inequality

$$
\begin{equation*}
a^{r} b^{1-r} \leq a+b \tag{4.4}
\end{equation*}
$$

Set $a=e^{A}, b=e^{B}$. Then by the convexity of exponential function

$$
\begin{aligned}
a^{r} b^{1-r} & =e^{r A} e^{(1-r) B}=e^{r A+(1-r) B} \\
& \leq r e^{A}+(1-r) e^{B} \leq e^{A}+e^{B}=a+b
\end{aligned}
$$

In turn (4.4) implies that

$$
a^{r} b^{1-r}=(\eta a)^{r}\left(\frac{b}{\eta^{r /(1-r)}}\right)^{1-r} \leq \eta a+\eta^{-r /(1-r)} b
$$

(ii) We set $B=b^{1-r}$.

We recall Hölder's inequality in a form which is used in the sequel.
Lemma 4.3 (Hölder's inequalities). Let $f$ be a nonnegative measurable function on $\Omega$ and $a>0$.
(i) if $0<s<1$ and $b, c>0$ are such that $s b+(1-s) c=a$ then

$$
\int_{\Omega} f^{a} \leq\left(\int_{\Omega} f^{b}\right)^{s}\left(\int_{\Omega} f^{c}\right)^{1-s}
$$

(ii) if $r, s, t, b, c, d>0$ are such that $r+s+t=1$ and $r b+s c+t d=a$ then

$$
\int_{\Omega} f^{a} \leq\left(\int_{\Omega} f^{b}\right)^{r}\left(\int_{\Omega} f^{c}\right)^{s}\left(\int_{\Omega} f^{d}\right)^{t}
$$

Proof. Let $g, h$ be two nonnegative measurable functions and $0<s<1$. The Hölder inequality gives

$$
\int_{\Omega} g h \leq\left(\int_{\Omega} g^{1 / s}\right)^{s}\left(\int_{\Omega} h^{1 /(1-s)}\right)^{1-s}
$$

Now let $b, c$ be as in (i); we have

$$
\int_{\Omega} f^{a}=\int_{\Omega} f^{s b} f^{(1-s) c} \leq\left(\int_{\Omega} f^{s b / s}\right)^{s}\left(\int_{\Omega} f^{(1-s) c /(1-s)}\right)^{1-s}
$$

and thus

$$
\int_{\Omega} f^{a} \leq\left(\int_{\Omega} f^{b}\right)^{s}\left(\int_{\Omega} f^{c}\right)^{1-s}
$$

The proof of (ii) is similar and omitted.
5. $L^{p}$ bounds for the sequence $\left\{u^{\varepsilon}\right\}$

We present below uniform in time $L^{p}$-bounds for the solution $u^{\varepsilon}$ of Problem $\left(P_{u}^{\varepsilon}\right)$. We first prove the following property

Lemma 5.1. We have that for all $t>0, \varepsilon>0$ and for all $p \geq 1$
$\frac{1}{p+1} \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{4 k p}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \leq M \int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t)$.
Proof. Multiplying by $\left(u^{\varepsilon}\right)^{p}(t)$ the partial differential equation in $\left(P_{u}^{\varepsilon}\right)$ and integrating over $\Omega$ gives

$$
\begin{aligned}
\int_{\Omega}\left[u_{t}^{\varepsilon}\left(u^{\varepsilon}\right)^{p}\right](t)+\int_{\Omega}\left[-\left\{\Delta \phi_{\varepsilon}\left(u^{\varepsilon}\right)\right\}\left(u^{\varepsilon}\right)^{p}\right](t) & \leq \int_{\Omega}\left[v^{\varepsilon}\left(u^{\varepsilon}\right)^{m}\left(u^{\varepsilon}\right)^{p}\right](t) \\
& \leq\left\|v^{\varepsilon}(t)\right\|_{L^{\infty}(\Omega)} \int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) \\
& \leq M \int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t)
\end{aligned}
$$

Since

$$
\begin{aligned}
\int_{\Omega}\left\{-\Delta \phi_{\varepsilon}\left(u^{\varepsilon}\right)\left(u^{\varepsilon}\right)^{p}\right\}(t) & =\int_{\Omega}\left\{-\Delta\left(\left(\varepsilon+u^{\varepsilon}\right)^{k}-\varepsilon^{k}\right)\left(u^{\varepsilon}\right)^{p}\right\}(t) \\
& =\int_{\Omega}\left\{k p\left(\varepsilon+u^{\varepsilon}\right)^{k-1}\left(u^{\varepsilon}\right)^{p-1}\left|\nabla u^{\varepsilon}\right|^{2}\right\}(t) \\
& \geq \int_{\Omega}\left\{k p\left(u^{\varepsilon}\right)^{k+p-2}\left|\nabla u^{\varepsilon}\right|^{2}\right\}(t) \\
& \geq \frac{4 k p}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}
\end{aligned}
$$

we deduce that

$$
\frac{1}{p+1} \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{4 k p}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \leq M \int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t)
$$

which completes the proof.
Next we prove the following result
Lemma 5.2. For all $p \geq 1$, there exists a constant $C_{p}$ independent of $\varepsilon$ and $T$ such that

$$
\begin{equation*}
\left\|u^{\varepsilon}(t)\right\|_{L^{\infty}\left(0, T ; L^{p}(\Omega)\right)} \leq C_{p} \tag{5.2}
\end{equation*}
$$

Proof. The existence of $C_{1}$ follows from Lemma 3.3 (iii). We first consider the case that $N \geq 3$ and then the cases that $N=1$ and $N=2$.
(i) The case that $N \geq 3$. Let $p \geq 1$ be fixed and $t \in(0, T)$. By Lemma 5.1 we have that

$$
\begin{equation*}
\frac{1}{p+1} \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{4 k p}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \leq M \int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) . \tag{5.3}
\end{equation*}
$$

Furthermore Lemma 4.3 (i) yields

$$
\begin{equation*}
\int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) \leq\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{s}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{1-s} \tag{5.4}
\end{equation*}
$$

with $s=\frac{2(m+p-1)}{2^{\star}(k+p)-2}$. We remark that since $m<k+2 / N, r:=2^{\star} s / 2<1$ which in turn implies that $0<s<1$. In what follows we will use that

$$
\begin{equation*}
\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{s}=\left(\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{2 / 2^{\star}}\right)^{r} \tag{5.5}
\end{equation*}
$$

Let $\eta$ be a positive constant which will be chosen later. We substitute (5.5) into (5.4) and apply Young's inequality (Lemma 4.2 (ii)) to obtain

$$
\begin{align*}
\int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) & \leq\left(\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{2 / 2^{\star}}\right)^{r}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{1-s}  \tag{5.6}\\
& \leq \eta\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{2 / 2^{\star}}+\eta^{-r /(1-r)}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{(1-s) /(1-r)} \tag{5.7}
\end{align*}
$$

Moreover, applying Lemma 4.1 (i) to $z=\left(u^{\varepsilon}\right)^{(k+p) / 2}(t)$ with $\alpha=k+p$ gives

$$
\begin{equation*}
\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{2 / 2^{\star}} \leq c_{0} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}+c_{0}\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p} \tag{5.8}
\end{equation*}
$$

Substituting (5.8) into (5.7) gives

$$
\begin{align*}
\int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) \leq & \eta c_{0} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}+\eta c_{0}\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p} \\
& +\eta^{-r /(1-r)}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{(1-s) /(1-r)} \tag{5.9}
\end{align*}
$$

where $\eta$ will be chosen below. Substituting inequality (5.9) into (5.3) gives

$$
\begin{aligned}
\frac{1}{p+1} & \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{4 k p}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \\
\leq & M \eta c_{0} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}+M \eta c_{0}\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p} \\
& +M \eta^{-r /(1-r)}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{(1-s) /(1-r)}
\end{aligned}
$$

Choosing $\eta=\frac{2 k p}{M(k+p)^{2} c_{0}}$ yields

$$
\begin{align*}
& \frac{1}{p+1} \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{2 k p}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \\
& \quad \leq G_{1}(k, p)\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p}+G_{2}(\Omega, M, k, m, p)\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{(1-s) /(1-r)} . \tag{5.10}
\end{align*}
$$

Applying again Lemma 4.3 (i), we have that

$$
\begin{equation*}
\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \leq\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{s^{\prime}}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{1-s^{\prime}} \tag{5.11}
\end{equation*}
$$

with $s^{\prime}=\frac{2 p}{2^{\star}(k+p)-2} \in(0,1)$. Next we substitute $r^{\prime}:=2^{\star} s^{\prime} / 2<1$ into (5.11) and apply Young's inequality (cf. Lemma 4.2 (ii)) to deduce

$$
\begin{align*}
\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \leq & \left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{2 r^{\prime} / 2^{\star}}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{1-s^{\prime}}  \tag{5.12}\\
\leq & \eta\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{2^{\star}(k+p) / 2}(t)\right)^{2 / 2^{\star}} \\
& +\eta^{-r^{\prime} /\left(1-r^{\prime}\right)}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{\left(1-s^{\prime}\right) /\left(1-r^{\prime}\right)} \tag{5.13}
\end{align*}
$$

where $\eta>0$ will be chosen below. Substituting inequality (5.8) into inequality (5.13) gives

$$
\begin{aligned}
\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \leq & \eta c_{0} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}+\eta c_{0}\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p} \\
& +\eta^{-r^{\prime} /\left(1-r^{\prime}\right)}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{\left(1-s^{\prime}\right) /\left(1-r^{\prime}\right)}
\end{aligned}
$$

Choosing $\eta=\frac{2 k p(p+1)}{(k+p)^{2} c_{0}}$ gives

$$
\begin{align*}
\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \leq & \frac{2 k p(p+1)}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}+G_{3}(k, p)\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p} \\
& +G_{4}(\Omega, k, p)\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{\left(1-s^{\prime}\right) /\left(1-r^{\prime}\right)} \tag{5.14}
\end{align*}
$$

In view of (5.14) and then (5.10) we obtain

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \\
& \leq \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{2 k p(p+1)}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \\
&+G_{3}\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p}+G_{4}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{\left(1-s^{\prime}\right) /\left(1-r^{\prime}\right)} \\
& \leq(p+1) G_{1}\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p}+(p+1) G_{2}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{(1-s) /(1-r)} \\
&+G_{3}\left(\frac{2}{|\Omega|} \int_{\Omega} u^{\varepsilon}(t)\right)^{k+p}+G_{4}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{\left(1-s^{\prime}\right) /\left(1-r^{\prime}\right)}
\end{aligned}
$$

By Lemma 3.3 (iii), $\int_{\Omega} u^{\varepsilon}(t)$ is bounded independently of $t$ and $\varepsilon$ so that

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \leq G_{5}(\Omega, M, k, m, p) \tag{5.15}
\end{equation*}
$$

We deduce from Gronwall's Lemma that

$$
\begin{aligned}
\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) & \leq \int_{\Omega}\left(u_{0}^{\varepsilon}\right)^{p+1}+G_{5} \\
& \leq|\Omega| M^{p+1}+G_{5}:=\left(C_{p+1}\right)^{p+1}
\end{aligned}
$$

which completes the proof.
(ii) The case that $N=1$ or 2 . By our assumption on $k$ and $m$, we can choose $q \geq 2$ such that $m<k+1-2 / q$. The proof then goes as that of the case where $N \geq 3$ with $2^{\star}$ replaced by $q$ and with remplacing inequality (4.1) by inequality (4.2).
6. $L^{\infty}$ bound for the sequence $\left\{u^{\varepsilon}\right\}$

The purpose of this section is to prove the following result:

Theorem 6.1. There exists a positive constant $C_{0}$ which does not depend either on $\varepsilon$ nor on $T$ such that

$$
\sup _{t \in[0, T]}\left\|u^{\varepsilon}(t)\right\|_{L^{\infty}(\Omega)} \leq C_{0}
$$

We first present a technical lemma. The proof consists in similar computations as those presented in the proof of Lemma 5.2. The estimates are now sharper, since we already know by Lemma 5.2 that the sequence $\left\{u^{\varepsilon}\right\}$ is bounded in the spaces $L^{\infty}\left(0, T ; L^{p}(\Omega)\right)$ for all $p \geq 1$ and not only in $L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$ as in the beginning of the previous section.

Lemma 6.2. There exist some positive constants $c_{1}, c_{2}$ and $\omega$ which do not depend either on $\varepsilon$ nor on $T$ such that for all $p \geq 1$ we have for all $t \in(0, T)$

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+c_{1} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \leq c_{2}(1+p)^{\omega} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) . \tag{6.1}
\end{equation*}
$$

Proof. Let $p \geq 1$. We recall that by Lemma 5.1
$\frac{1}{p+1} \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{4 k p}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \leq M \int_{\Omega}\left(u^{\varepsilon}\right)^{p+m}(t)$.
The purpose is to decrease the power $p+m$ of $u^{\varepsilon}$ in the right-hand-side of (6.2) to the power $p+1$ on the right-hand-side of $(6.1)$. Therefore we may suppose that $m>1$.

Let $q>2(N+2) / N$ be a real number to be chosen later. We define

$$
\begin{align*}
& \theta_{1}=(p+1)\left(1-\frac{(m-1)}{2 k+m-\frac{2}{q}(k+m+1)}\right)  \tag{6.3}\\
& \theta_{2}=(m-1)\left(1-\frac{(k-1)}{2 k+m-\frac{2}{q}(k+m+1)}\right) \tag{6.4}
\end{align*}
$$

and

$$
\begin{equation*}
\theta_{3}=\frac{(m-1)(k+p)}{2 k+m-\frac{2}{q}(k+m+1)} \tag{6.5}
\end{equation*}
$$

Then we show that

$$
\begin{equation*}
\theta_{1}, \theta_{2}, \theta_{3}>0 \tag{6.6}
\end{equation*}
$$

Since $q>2$, we have that

$$
\frac{2}{q}(k+m+1)<k+m+1 \leq 2 k+m
$$

and then we deduce that

$$
2 k+m-\frac{2}{q}(k+m+1)>k-1 \geq 0
$$

which implies that $\theta_{2}>0$ and that $\theta_{3}>0$. Furthermore, since $m<k+2 / N$ for all $N \geq 1$, we have that

$$
k+m+1 \leq 2 k+\frac{N+2}{N}
$$

and thus

$$
\begin{aligned}
2 k+1-\frac{2}{q}(k+m+1) & >2 k+1-\frac{2}{q}\left(2 k+\frac{N+2}{N}\right) \\
& >2 k+1-\frac{N}{N+2}\left(2 k+\frac{N+2}{N}\right) \\
& \geq 2 k+1-2 k \frac{N}{N+2}-1 \\
& \geq 2 k \frac{2}{N+2}>0
\end{aligned}
$$

Then we have that $2 k+m-\frac{2}{q}(k+m+1)>m-1$ and $\theta_{1}>0$. Next we
remark that

$$
\theta_{1}+\theta_{2}+\theta_{3}=p+m
$$

and that

$$
\begin{equation*}
\frac{\theta_{1}}{p+1}+\frac{\theta_{2}}{k+m+1}+\frac{2 \theta_{3}}{q(k+p)}=1 . \tag{6.7}
\end{equation*}
$$

Then by Lemma 4.3 (ii)

$$
\begin{align*}
\int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}= & \int_{\Omega}\left(u^{\varepsilon}\right)^{\theta_{1}}\left(u^{\varepsilon}\right)^{\theta_{2}}\left(u^{\varepsilon}\right)^{\theta_{3}}  \tag{6.8}\\
\leq & \left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}\right)^{\theta_{1} /(p+1)}\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{k+m+1}\right)^{\theta_{2} /(k+m+1)} \\
& \times\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{q(k+p) / 2}\right)^{2 \theta_{3} / q(k+p)} \tag{6.9}
\end{align*}
$$

Since by Lemma 5.2, $u^{\varepsilon}$ is bounded in each space of the form $L^{\infty}\left(0, T ; L^{r}(\Omega)\right)$ uniformly on $\varepsilon$ and $T$, we deduce that

$$
\sup _{t \in[0, T]}\left(\int_{\Omega}\left(u^{\varepsilon}(t)\right)^{k+m+1}\right)^{\theta_{2} /(k+m+1)} \leq g_{1}(\Omega, M, k, m, q)
$$

where the constant $g_{1}$ does not depend on $\varepsilon$. Therefore, we deduce from (6.9) that

$$
\begin{equation*}
\int_{\Omega}\left(u^{\varepsilon}(t)\right)^{m+p} \leq g_{1}\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{\theta_{1} /(p+1)}\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{q((k+p) / 2)}(t)\right)^{2 \theta_{3} / q(k+p)} \tag{6.10}
\end{equation*}
$$

Choosing $q=2^{\star}$ if $N \geq 3$ and $q>6$ arbitrary in the case that $N=1$ or 2 ; so that $q>2(N+2) / N$, we apply Lemma 4.1 to $z=\left(u^{\varepsilon}\right)^{(k+p) / 2}$ to obtain

$$
\begin{equation*}
\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{q((k+p) / 2)}(t)\right)^{2 / q} \leq c_{0}\left(\int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}+\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(k+p) / \alpha}(t)\right)^{\alpha}\right) \tag{6.11}
\end{equation*}
$$

where the positive constant $\alpha=\alpha(p) \geq 1$ will be chosen below. Next we substitute (6.11) into (6.10). We get

$$
\begin{aligned}
\int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) \leq g_{1}\left(c_{0}\right)^{\theta_{3} /(k+p)}\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{\theta_{1} /(p+1)} & \left(\int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}\right. \\
& \left.+\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(k+p) / \alpha}(t)\right)^{\alpha}\right)^{\theta_{3} /(k+p)}
\end{aligned}
$$

Writing that $(a+b)^{s} \leq a^{s}+b^{s}$ for all $a, b>0$ and $s \in(0,1)$ and noticing that $\theta_{3} /(k+p)=1-\theta_{1} /(p+1)$, we deduce that

$$
\begin{align*}
& \int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) \\
& \quad \leq g_{2}(\Omega, M, k, m, q)\left(\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{\theta_{1} /(p+1)}\left(\int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}\right)^{1-\theta_{1} /(p+1)}\right. \\
& \left.\quad+\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{\theta_{1} /(p+1)}\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(k+p) / \alpha}(t)\right)^{\alpha\left(1-\theta_{1} /(p+1)\right)}\right) \tag{6.12}
\end{align*}
$$

Set $B:=1-\theta_{1} /(p+1)$ and remark that by equations (6.6) and (6.7) $B \in(0,1)$ and that $B$ does not depend on $p$. Then

$$
\frac{\theta_{3}}{(k+p)}=1-\frac{\theta_{1}}{p+1}=B
$$

and

$$
\begin{equation*}
\theta_{3}=B(k+p)=B(p+1)+\mu \tag{6.13}
\end{equation*}
$$

with

$$
\mu=(k-1) B
$$

Then equation (6.12) can be rewritten as

$$
\begin{align*}
\int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) \leq g_{2}( & \left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{1-B}\left(\int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}\right)^{B} \\
& \left.+\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{1-B}\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(k+p) / \alpha}(t)\right)^{\alpha B}\right) \tag{6.14}
\end{align*}
$$

We set

$$
\alpha=(k+p) \frac{B+\mu}{B(p+1)+\mu}
$$

then in view of (6.13)

$$
\begin{aligned}
\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(k+p) / \alpha}(t)\right)^{\alpha B} & =\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(B(p+1)+\mu) /(B+\mu)}(t)\right)^{(k+p)((B+\mu) /(B(p+1)+\mu)) B} \\
& =\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(B(p+1)+\mu) /(B+\mu)}(t)\right)^{B+\mu} \\
& =\left(\frac{2}{|\Omega|}\right)^{B+\mu}\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{B(p+1) /(B+\mu)}(t)\left(u^{\varepsilon}\right)^{\mu /(B+\mu)}(t)\right)^{B+\mu}
\end{aligned}
$$

Next we use that $B+\mu$ does not depend on $p$ and apply Hölder's inequality to deduce that

$$
\begin{aligned}
\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(k+p) / \alpha}(t)\right)^{\alpha B} & =\left(\frac{2}{|\Omega|}\right)^{B+\mu}\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{B(p+1) /(B+\mu)}(t)\left(u^{\varepsilon}\right)^{\mu /(B+\mu)}(t)\right)^{B+\mu} \\
& \leq g_{3}(\Omega, k, m, q)\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{B}\left(\int_{\Omega} u^{\varepsilon}(t)\right)^{\mu}
\end{aligned}
$$

so that by Lemma 3.3 (iii)

$$
\begin{equation*}
\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(k+p) / \alpha}(t)\right)^{\alpha B} \leq g_{4}(\Omega, M, k, m, q)\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{B} \tag{6.15}
\end{equation*}
$$

Thus the second term of the right-hand-side of (6.14) can be estimate by

$$
\begin{equation*}
\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{1-B}\left(\frac{2}{|\Omega|} \int_{\Omega}\left(u^{\varepsilon}\right)^{(k+p) / \alpha}(t)\right)^{\alpha B} \leq g_{4} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \tag{6.16}
\end{equation*}
$$

Next we consider the first term on the right-hand-side of (6.14). We apply Young's inequality (Lemma 4.2 (i)) to obtain

$$
\begin{aligned}
\left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{1-B}\left(\int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}\right)^{B} \leq & \eta^{-B /(1-B)} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \\
& +\eta \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}
\end{aligned}
$$

Setting $\eta=\frac{2 k p}{M g_{2}(k+p)^{2}}$ we have that

$$
\begin{align*}
& \left(\int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)^{1-B}\left(\int_{\Omega}\left|\nabla\left(u^{\varepsilon}\right)^{(k+p) / 2}(t)\right|^{2}\right)^{B} \\
& \quad \leq\left(M g_{2} \frac{(k+p)^{2}}{2 k p}\right)^{B /(1-B)} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \\
& \quad+\frac{2 k p}{M g_{2}(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \tag{6.17}
\end{align*}
$$

Next we substitute (6.17) and (6.16) into (6.14) to deduce that

$$
\begin{aligned}
\int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) \leq g_{2}( & \left(M g_{2} \frac{(k+p)^{2}}{2 k p}\right)^{B /(1-B)} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \\
& \left.+\frac{2 k p}{M g_{2}(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2}+g_{4} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)\right)
\end{aligned}
$$

Therefore we have that

$$
\begin{aligned}
\int_{\Omega}\left(u^{\varepsilon}\right)^{m+p}(t) \leq & g_{5}(\Omega, k, m, q)(p+1)^{B /(1-B)} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t) \\
& +\frac{2 k p}{M(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2},
\end{aligned}
$$

which we substitute into (6.2) to deduce that

$$
\begin{aligned}
& \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{2 k p(p+1)}{(k+p)^{2}} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \\
& \quad \leq M g_{5}(p+1)^{1 /(1-B)} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t),
\end{aligned}
$$

which in turn implies the existence of positive constants $c_{1}, c_{2}$ only depending on $\Omega, k, m, M$ and $q$ such that

$$
\frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+c_{1} \int_{\Omega}\left|\nabla\left\{\left(u^{\varepsilon}\right)^{(k+p) / 2}\right\}(t)\right|^{2} \leq c_{2}(p+1)^{1 /(1-B)} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t),
$$

which completes the proof of (6.1).
In order to complete the proof of Theorem 6.1, we recall a result due to Alikakos [Ali, Lemma 3.2] and Nakao [Nak, Lemma 3.1].

Theorem 6.3. Let w be a (sufficiently smooth) function satisfying for all $t \in[0, T]$

$$
\frac{d}{d t} \int_{\Omega}|w|^{p+1}(t)+c_{1} \int_{\Omega}\left|\nabla\left\{w^{(k+p) / 2}\right\}(t)\right|^{2} \leq c_{2}(1+p)^{\omega} \int_{\Omega}|w|^{p+1}(t)
$$

for $p \geq 1$, where $\omega \geq 0$ is independent of $p$. Assume, moreover, that

$$
\|w(t)\|_{L^{\infty}\left(0, T ; L^{p}(\Omega)\right)} \leq C_{p}
$$

and that $\|w(0)\|_{L^{\infty}(\Omega)} \leq M$. Then there exists a constant $C$ which depends only on $C_{p}, M, \Omega, c_{1}, c_{2}$ and on $\omega$ such that

$$
\sup _{t \in[0, T]}\|w(t)\|_{L^{\infty}(\Omega)} \leq C .
$$

Proof of Theorem 6.1. By the lemmas 5.2 and 6.2 , we can apply Theorem 6.3, which yields the result of Theorem 6.1.

## 7. Existence and uniqueness of the solution of Problem $(P)$

In this section we prove that the sequence $\left(u^{\varepsilon}, v^{\varepsilon}\right)$ tends to the unique solution of Problem $(P)$ as $\varepsilon \rightarrow 0$. To that purpose, we will use a result due to DiBenedetto $[\mathrm{DiB}]$. Since $\varepsilon$ will tend to 0 , we may assume that $\varepsilon<1$. The main result of this section is given by

Theorem 7.1. Problem $(P)$ admits a unique weak solution $(u, v)$. Moreover, the pair $(u, v)$ is such that
(i) $0 \leq u \leq C_{0}$ and $0 \leq v \leq M$ in $\Omega \times(0, \infty)$;
(ii) $\{u(t)\}_{\{t \geq 0\}}$ and $\{v(t)\}_{\{t \geq 0\}}$ are equicontinuous;
(iii) Let $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ be two solutions of Problem ( $P$ ) with initial functions $\left(u_{1,0}, v_{1,0}\right)$ and $\left(u_{2,0}, v_{2,0}\right)$ respectively; they satisfy the inequality

$$
\begin{aligned}
& \left\|u_{1}(., t)-u_{2}(., t)\right\|_{L^{1}(\Omega)}+\left\|v_{1}(., t)-v_{2}(., t)\right\|_{L^{1}(\Omega)} \\
& \quad \leq C e^{C t}\left[\left\|u_{1,0}-u_{2,0}\right\|_{L^{1}(\Omega)}+\left\|v_{1,0}-v_{2,0}\right\|_{L^{1}(\Omega)}\right]
\end{aligned}
$$

for some positive constant $C$.
Proof. We first prove the existence. We have that

$$
\begin{aligned}
& \phi_{\varepsilon}(s)=(\varepsilon+s)^{k}-\varepsilon^{k} \\
& \phi_{\varepsilon}^{\prime}(s)=k(\varepsilon+s)^{k-1} \\
& \phi_{\varepsilon}^{\prime \prime}(s)=k(k-1)(\varepsilon+s)^{k-2}
\end{aligned}
$$

so that $\phi_{\varepsilon}$ is a convex continuous bijection from $\left[0, C_{0}+1\right]$ into $\left[0,\left(\varepsilon+C_{0}+1\right)^{k}-\varepsilon^{k}\right]$ so that we may define $\beta_{\varepsilon}=\phi_{\varepsilon}^{-1}$. Moreover, we set $\beta(s):=s^{1 / k}$. Since

$$
\left[0,\left(C_{0}+1\right)^{k}\right] \subset\left[0,\left(\varepsilon+C_{0}+1\right)^{k}-\varepsilon^{k}\right]
$$

and since $\phi_{\varepsilon}\left(u^{\varepsilon}\right) \in\left[0,\left(C_{0}+1\right)^{k}\right]$ for $0<\varepsilon \leq \varepsilon_{0}$ with $\varepsilon_{0}$ sufficiently small, we can fix the interval and restrict the definition of $\beta_{\varepsilon}$ to the interval $\left[0,\left(C_{0}+1\right)^{k}\right]$. Then, we can easily see that $\beta_{\varepsilon}^{\prime}$ is a nonincreasing function (since $\phi_{\varepsilon}$ is a convex function) and that

$$
0<\frac{1}{k\left(\left(C_{0}+1\right)^{k}+1\right)^{(k-1) / k}}:=\alpha_{0} \leq \beta_{\varepsilon}^{\prime}(s) \leq \beta^{\prime}(s) \quad \text { for all } s \in\left(0,\left(C_{0}+1\right)^{k}\right]
$$

Next, we prove that $\beta_{\varepsilon} \rightarrow \beta$ uniformly on $\left[0,\left(C_{0}+1\right)^{k}\right]$. We remark that for each $s \in\left[0, C_{0}+1\right]$, the function $\varepsilon \mapsto \phi_{\varepsilon}(s)$ is nondecreasing. Then for each $s \in$ $\left[0,\left(C_{0}+1\right)^{k}\right]$ the function $\varepsilon \mapsto \beta_{\varepsilon}(s)$ is nonincreasing so that as $\varepsilon \rightarrow 0,\left\{\beta_{\varepsilon}\right\}_{\varepsilon>0}$ is a nondecreasing sequence of continuous functions tending pointwise to the continuous function $\beta$ on the compact set $\left[0,\left(C_{0}+1\right)^{k}\right]$. Therefore, we deduce from Dini's Theorem that

$$
\beta_{\varepsilon}(s) \rightarrow s^{1 / k} \quad \text { uniformly on }\left[0,\left(C_{0}+1\right)^{k}\right] \text { as } \varepsilon \rightarrow 0
$$

Setting $U^{\varepsilon}=\phi_{\varepsilon}\left(u^{\varepsilon}\right)$, we deduce that $U^{\varepsilon}$ satisfies

$$
\begin{cases}\frac{\partial}{\partial t} \beta_{\varepsilon}\left(U^{\varepsilon}\right)=\Delta U^{\varepsilon}+f_{\varepsilon}\left(U^{\varepsilon}, v^{\varepsilon}\right) & \text { for all }(x, t) \in Q_{T} \\ \frac{\partial}{\partial v} U^{\varepsilon}=0 & \text { for all }(x, t) \in \partial \Omega \times(0, T] \\ U^{\varepsilon}(x, 0)=\phi_{\varepsilon}\left(u_{0}^{\varepsilon}(x)\right) & \text { for all } x \in \Omega\end{cases}
$$

with

$$
f_{\varepsilon}\left(U^{\varepsilon}, v^{\varepsilon}\right)=v^{\varepsilon} \beta_{\varepsilon}\left(U^{\varepsilon}\right)^{m}-a\left(\beta_{\varepsilon}\left(U^{\varepsilon}\right), v^{\varepsilon}\right) \beta_{\varepsilon}\left(U^{\varepsilon}\right)^{n}-\varepsilon \beta_{\varepsilon}\left(U^{\varepsilon}\right)^{m+1}
$$

We remark that $f_{\varepsilon}\left(U^{\varepsilon}, v^{\varepsilon}\right)$ is bounded independently of $\varepsilon$. Multiplying the equation for $U^{\varepsilon}$ by $U^{\varepsilon}$ and integrating over $Q_{T}$ gives

$$
\int_{0}^{T} \int_{\Omega}\left\{\frac{\partial}{\partial t} \beta_{\varepsilon}\left(U^{\varepsilon}\right)\right\} U^{\varepsilon}+\int_{0}^{T} \int_{\Omega}\left|\nabla U^{\varepsilon}\right|^{2} \leq \phi_{\varepsilon}\left(C_{0}\right) \int_{0}^{T} \int_{\Omega} v^{\varepsilon}\left(u^{\varepsilon}\right)^{m} \leq C_{1}\left(C_{0}+1\right)^{k}
$$

and, setting $F_{\varepsilon}(s)=\int_{0}^{s} \beta_{\varepsilon}^{\prime}(v) v d v\left(F_{\varepsilon}(s) \geq 0\right.$ as $\left.s \geq 0\right)$, we have

$$
\int_{0}^{T} \int_{\Omega}\left\{\frac{\partial}{\partial t} \beta_{\varepsilon}\left(U^{\varepsilon}\right)\right\} U^{\varepsilon}=\int_{0}^{T} \int_{\Omega} \frac{\partial}{\partial t}\left(F_{\varepsilon}\left(U^{\varepsilon}\right)\right)=\int_{\Omega} F_{\varepsilon}\left(U^{\varepsilon}(T)\right)-\int_{\Omega} F_{\varepsilon}\left(\phi_{\varepsilon}\left(u_{0}^{\varepsilon}\right)\right)
$$

and since $\beta_{\varepsilon}^{\prime} \geq 0$

$$
\begin{aligned}
\int_{\Omega} F_{\varepsilon}\left(\phi_{\varepsilon}\left(u_{0}^{\varepsilon}\right)\right) & =\int_{\Omega} \int_{0}^{\phi_{\varepsilon}\left(u_{0}^{\varepsilon}\right)} \beta_{\varepsilon}^{\prime}(v) v d v \\
& \leq \int_{\Omega} \phi_{\varepsilon}\left(u_{0}^{\varepsilon}\right) \int_{0}^{\phi_{\varepsilon}\left(u_{0}^{\varepsilon}\right)} \beta_{\varepsilon}^{\prime}(v) d v \\
& \leq \int_{\Omega} \phi_{\varepsilon}\left(u_{0}^{\varepsilon}\right) u_{0}^{\varepsilon} \\
& \leq C_{0}\left(C_{0}+1\right)^{k}|\Omega|
\end{aligned}
$$

This proves that $\left\{U^{\varepsilon}\right\}$ is bounded in $L^{2}\left(0, T ; H^{1}(\Omega)\right)$ independently of $\varepsilon$ and $T$. Next we remark that since $u_{0}^{\varepsilon} \rightarrow u_{0}$ uniformly on $\bar{\Omega}$, there exists a positive function $\omega$ such that $\omega(s) \rightarrow 0$ as $s \rightarrow 0$ and such that for all $0<\varepsilon<\varepsilon_{0}$ we have that

$$
\begin{aligned}
\left|u_{0}^{\varepsilon}(x)-u_{0}^{\varepsilon}\left(x^{\prime}\right)\right| \leq \omega\left(\left|x-x^{\prime}\right|\right) & \text { for all } x, x^{\prime} \in \bar{\Omega} \\
\text { and thus }\left|u_{0}(x)-u_{0}\left(x^{\prime}\right)\right| \leq \omega\left(\left|x-x^{\prime}\right|\right) & \text { for all } x, x^{\prime} \in \bar{\Omega}
\end{aligned}
$$

Then, following DiBenedetto $[\mathrm{DiB}$, Theorem 6.2 and Corollary], we deduce that $\left\{U^{\varepsilon}\right\}$ is equicontinuous in $\bar{Q}_{T}$ and thus precompact in $C\left(\bar{Q}_{T}\right)$. Similarly, setting $V^{\varepsilon}:=\psi_{\varepsilon}\left(v^{\varepsilon}\right)$, we prove that $\left\{V^{\varepsilon}\right\}$ is precompact in $C\left(\bar{Q}_{T}\right)$. Thus there exist $\zeta, \xi \in C\left(\bar{Q}_{T}\right)$ and $\left\{U^{\varepsilon_{j}}\right\},\left\{V^{\varepsilon_{j}}\right\}$ such that

$$
\left\{\begin{aligned}
U^{\varepsilon_{j}} & \rightarrow \zeta \\
V^{\varepsilon_{j}} & \rightarrow \xi
\end{aligned}\right.
$$

uniformly in $C\left(\bar{Q}_{T}\right)$ as $\varepsilon_{j} \rightarrow 0$. Furthermore the difference

$$
\begin{aligned}
\left|u^{\varepsilon_{j}}-\zeta^{1 / k}\right| & =\left|\beta_{\varepsilon_{j}}\left(U^{\varepsilon_{j}}\right)-\zeta^{1 / k}\right| \\
& \leq\left|\beta_{\varepsilon_{j}}\left(U^{\varepsilon_{j}}\right)-\left(U^{\varepsilon_{j}}\right)^{1 / k}\right|+\left|\left(U^{\varepsilon_{j}}\right)^{1 / k}-\zeta^{1 / k}\right|,
\end{aligned}
$$

can be made arbitrary small since $\beta_{\varepsilon}(s) \rightarrow s^{1 / k}$ uniformly on $\left[0,\left(C_{0}+1\right)^{k}\right]$ as $\varepsilon \rightarrow 0$. A similar inequality holds for $\left|v^{\varepsilon_{j}}-\xi^{1 / l}\right|$. Setting $u=\zeta^{1 / k}$ and $v=\xi^{1 / l}$, we have proved that

$$
\left\{\begin{array}{l}
u^{\varepsilon_{j}} \rightarrow u \\
v^{\varepsilon_{j}} \rightarrow v
\end{array}\right.
$$

uniformly in $C\left(\bar{Q}_{T}\right)$ as $\varepsilon_{j} \rightarrow 0$.
Let $\varphi \in C^{2,1}\left(\bar{Q}_{T}\right)$ be such that $\frac{\partial}{\partial v} \varphi=0$ for $(x, t) \in \partial \Omega \times[0, T]$. We have

$$
\begin{aligned}
\int_{\Omega} u^{\varepsilon_{j}}(t) \varphi(t)= & \int_{\Omega} u_{0}^{\varepsilon_{j}} \varphi(0)+\int_{0}^{t} \int_{\Omega}\left(U^{\varepsilon_{j}} \Delta \varphi+u^{\varepsilon_{j}} \varphi_{t}\right) \\
& +\int_{0}^{t} \int_{\Omega}\left(\left(u^{\varepsilon_{j}}\right)^{m} v^{\varepsilon_{j}}-a\left(u^{\varepsilon_{j}}, v^{\varepsilon_{j}}\right)\left(u^{\varepsilon_{j}}\right)^{n}-\varepsilon_{j}\left(u^{\varepsilon_{j}}\right)^{m+1}\right) \varphi
\end{aligned}
$$

and, as $j \rightarrow \infty$, we find

$$
\int_{\Omega} u \varphi(t)=\int_{\Omega} u_{0} \varphi(0)+\int_{0}^{t} \int_{\Omega}\left(u^{k} \Delta \varphi+u \varphi_{t}+\left(u^{m} v-a(u, v) u^{n}\right) \varphi\right)
$$

A computation similar as above shows that

$$
\int_{\Omega} v(t) \varphi(t)=\int_{\Omega} v_{0} \varphi(0)+\int_{0}^{t} \int_{\Omega}\left(d v^{l} \Delta \varphi+v \varphi_{t}-u^{m} v \varphi\right) .
$$

Therefore $(u, v)$ is a solution of Problem $(P)$.
In view of Lemma 3.3 and Theorem 6.1, we deduce the bounds of Theorem 7.1 (i).

The equicontinuity of $\{u(t)\}_{t \geq 0}$ and $\{v(t)\}_{t \geq 0}$ follows from the proof of existence and the remark that the modulus of continuity of $u$ and $v$ do not depend on $t$, so that property (ii) holds.

The proof of the uniqueness of the solution of Problem $(P)$ is completely similar to the uniqueness proof in the proof of Theorem 3.2, since the uniqueness result of Aronson, Crandall and Peletier [ACP, Corollary 11] holds for parabolic degenerate equations.

Next we give some further properties of the solution pair $(u, v)$ which will be useful for the study of the large time behavior in Section 8.

Theorem 7.2. (i) For all $q \geq(k+1) / 2$, the function

$$
\begin{equation*}
t \mapsto \int_{\Omega}\left|\nabla u^{q}(t)\right|^{2} \tag{7.1}
\end{equation*}
$$

is in $L^{1}(0, \infty)$.
(ii) For all $q \geq(l+1) / 2$ the function

$$
\begin{equation*}
t \mapsto \int_{\Omega}\left|\nabla v^{q}(t)\right|^{2} \tag{7.2}
\end{equation*}
$$

is in $L^{1}(0, \infty)$, and for $q \geq 1$

$$
\begin{equation*}
t \mapsto \int_{\Omega} v^{q}(t) \quad \text { is a nonincreasing map. } \tag{7.3}
\end{equation*}
$$

Proof. We recall that there exists a subsequence of $\left(u^{\varepsilon}, v^{\varepsilon}\right)$ which we still denote by $\left(u^{\varepsilon}, v^{\varepsilon}\right)$ such that

$$
\left(u^{\varepsilon}, v^{\varepsilon}\right) \rightarrow(u, v) \quad \text { in } C\left(\bar{Q}_{T}\right) \text { as } \varepsilon \rightarrow 0 .
$$

(i) Let $p \geq 1$. Multiplying the equation for $u^{\varepsilon}$ by $\left(u^{\varepsilon}\right)^{p}$ and integrating by parts gives

$$
\frac{1}{p+1} \frac{d}{d t} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}+\int_{\Omega} \nabla\left(u^{\varepsilon}\right)^{k} \cdot \nabla\left(u^{\varepsilon}\right)^{p} \leq \int_{\Omega}\left(u^{\varepsilon}\right)^{m+p} v^{\varepsilon} \leq C_{0}^{p} \int_{\Omega}\left(u^{\varepsilon}\right)^{m} v^{\varepsilon}
$$

As in the proof of Lemma 5.1, we deduce that, also using Lemma 3.3 (ii),

$$
\begin{gather*}
\frac{1}{p+1} \int_{\Omega}\left(u^{\varepsilon}\right)^{p+1}(t)+\frac{4 k p}{(k+p)^{2}} \int_{0}^{t} \int_{\Omega}\left|\nabla\left(u^{\varepsilon}\right)^{(k+p) / 2}\right|^{2} \\
\leq C_{0}^{p} \int_{0}^{t} \int_{\Omega}\left(u^{\varepsilon}\right)^{m} v^{\varepsilon}+\frac{1}{p+1} \int_{\Omega}\left(u_{0}^{\varepsilon}\right)^{p} \leq C \tag{7.4}
\end{gather*}
$$

where the constant $C$ does not depend on $t$ nor on $\varepsilon$. Set $q=(k+p) / 2$. It follows from (7.4) that the sequence $\left\{\nabla\left(u^{\varepsilon}\right)^{q}\right\}$ is bounded in $L^{2}(\Omega \times(0, T))$. Thus there exists a subsequence $\nabla\left(u^{\varepsilon_{j}}\right)^{q}$ and a function $U \in L^{2}(\Omega \times(0, T))$ such that

$$
\nabla\left(u^{\varepsilon_{j}}\right)^{q} \rightharpoonup U \quad \text { weakly in } L^{2}(\Omega \times(0, T))
$$

Let $\varphi$ be a smooth function satisfying $\frac{\partial \varphi}{\partial v}=0$ on $\partial \Omega \times(0, T)$. The function $u^{\varepsilon_{j}}$ satisfies the equality

$$
\int_{0}^{T} \int_{\Omega} \nabla\left(u^{\varepsilon_{j}}\right)^{q} \varphi=-\int_{0}^{T} \int_{\Omega}\left(u^{\varepsilon_{j}}\right)^{q} \nabla \varphi
$$

in which we let $\varepsilon_{j} \rightarrow 0$ to deduce that

$$
\int_{0}^{T} \int_{\Omega} U \varphi=-\int_{0}^{T} \int_{\Omega} u^{q} \nabla \varphi .
$$

Therefore

$$
U=\nabla u^{q} \quad \text { in the sense of distributions. }
$$

The function $f \mapsto \int_{0}^{T} \int_{\Omega} f^{2}$ is weakly lower semicontinuous so that

$$
\int_{0}^{T} \int_{\Omega}\left|\nabla u^{q}\right|^{2} \leq \liminf _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{\Omega}\left|\nabla\left(u^{\varepsilon}\right)^{q}\right|^{2} \leq C
$$

where the constant $C$ does not depend on $T$. This proves (i).
(ii) Let $p \geq 0$. Multiplying by $\left(v^{\varepsilon}\right)^{p}$ the partial differential equation for $v^{\varepsilon}$ and integrating over $\Omega$ gives (since $v^{\varepsilon}>0$ )

$$
\begin{equation*}
\frac{1}{p+1} \frac{d}{d t} \int_{\Omega}\left(v^{\varepsilon}\right)^{p+1}+d \frac{4 l p}{(l+p)^{2}} \int_{\Omega}\left|\nabla\left(v^{\varepsilon}\right)^{(l+p) / 2}\right|^{2} \leq 0 \tag{7.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{p+1} \int_{\Omega}\left(v^{\varepsilon}\right)^{p+1}(T)+d \frac{4 l p}{(l+p)^{2}} \int_{0}^{T} \int_{\Omega}\left|\nabla\left(v^{\varepsilon}\right)^{(l+p) / 2}\right|^{2} \leq \frac{1}{p+1} \int_{\Omega}\left(v_{0}^{\varepsilon}\right)^{p+1} \tag{7.6}
\end{equation*}
$$

By equation (7.6) we conclude as in (i) that the function $v^{(l+p) / 2}$ satisfies

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left|\nabla v^{(l+p) / 2}\right|^{2} \leq \liminf _{\varepsilon \rightarrow 0} \int_{0}^{T} \int_{\Omega}\left|\nabla\left(v^{\varepsilon}\right)^{(l+p) / 2}\right|^{2} \leq C\left(v_{0}, l, d, p\right) \tag{7.7}
\end{equation*}
$$

which completes the proof of (7.2). Integrating equation (7.5) over $(t, t+\tau)$ for $t>0$ and $\tau>0$ we have that

$$
\int_{\Omega}\left(v^{\varepsilon}\right)^{p+1}(t+\tau) \leq \int_{\Omega}\left(v^{\varepsilon}\right)^{p+1}(t)
$$

which in turn implies that, since $v^{\varepsilon}(t) \rightarrow v(t)$ uniformly in $\bar{\Omega}$ as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\int_{\Omega} v^{p+1}(t+\tau) \leq \int_{\Omega} v^{p+1}(t) \tag{7.8}
\end{equation*}
$$

This completes the proof of Theorem 7.2 (ii).

## 8. Large time behavior

Our first result is the following.

Lemma 8.1. Let $(u, v)$ be the weak solution of $\operatorname{Problem}(P)$ on $\Omega \times(0, \infty)$ and suppose that $a(u, v)$ satisfy Hypothesis $H_{a}$. Then
(i) if $a>0$, there exists a constant $v^{\infty} \in\left[0, \frac{1}{|\Omega|} \int_{\Omega} v_{0}\right]$ such that

$$
(u(t), v(t)) \rightarrow\left(0, v^{\infty}\right) \quad \text { uniformly in } \bar{\Omega} \text { as } t \rightarrow \infty ;
$$

(ii) if $a=0$, then

$$
(u(t), v(t)) \rightarrow\left(\frac{1}{|\Omega|} \int_{\Omega}\left(u_{0}+v_{0}\right), 0\right) \quad \text { uniformly in } \bar{\Omega} \text { as } t \rightarrow \infty
$$

Proof. Since the functions $u$ and $v$ are bounded and since $\{u(t)\}_{t \geq 1}$, $\{v(t)\}_{t \geq 1}$ are equicontinuous (cf. Theorem 7.1 (ii)), it follows from ArzolaAscoli's theorem that the sequences $\{u(t)\}_{t \geq 1},\{v(t)\}_{t \geq 1}$ are precompact in $C(\bar{\Omega})$.

We first prove that there exists a nonnegative constant $v^{\infty}$ such that

$$
\begin{equation*}
v(t) \rightarrow v^{\infty} \quad \text { uniformly in } \bar{\Omega} \text { as } t \rightarrow \infty \tag{8.1}
\end{equation*}
$$

Let $q \geq(l+1) / 2$. It follows from Theorem 7.2 (ii) that, the function $t \mapsto$ $\int_{\Omega} v^{q}(t)$ is nonincreasing and bounded from below so that it has a limit, say $k_{q}$, as $t \rightarrow \infty$. Then, Theorem 7.2 (ii) and the remark above imply that

$$
\begin{cases}t \mapsto \int_{\Omega}\left|\nabla v^{q}\right|^{2} & \text { is in } L^{1}(0, \infty) \\ \int_{\Omega} v^{q}(t) \rightarrow k_{q} & \text { as } t \rightarrow \infty \\ \int_{\Omega} v^{2 q}(t) \rightarrow k_{2 q} & \text { as } t \rightarrow \infty\end{cases}
$$

Therefore

$$
\begin{align*}
\int_{\Omega}\left|v^{q}(t)-\frac{1}{|\Omega|} k_{q}\right|^{2} & =\int_{\Omega} v^{2 q}(t)-\frac{2}{|\Omega|} k_{q} \int_{\Omega} v^{q}(t)+\frac{1}{|\Omega|} k_{q}^{2}  \tag{8.2}\\
& \rightarrow k_{2 q}-\frac{1}{|\Omega|} k_{q}^{2} \quad \text { as } t \rightarrow \infty \tag{8.3}
\end{align*}
$$

Moreover there exists a sequence $t_{j} \rightarrow \infty$ such that $\int_{\Omega}\left|\nabla v^{q}\left(t_{j}\right)\right|^{2} \rightarrow 0$. The sequence $v^{q}\left(t_{j}\right)$ satisfies

$$
\begin{cases}\int_{\Omega}\left|\nabla v^{q}\left(t_{j}\right)\right|^{2} \rightarrow 0 & \text { as } t_{j} \rightarrow \infty \\ \int_{\Omega} v^{q}\left(t_{j}\right) \rightarrow k_{q} & \text { as } t_{j} \rightarrow \infty\end{cases}
$$

By Poincare's inequality we have that

$$
\begin{aligned}
\left(\int_{\Omega}\left|v^{q}\left(t_{j}\right)-\frac{1}{|\Omega|} k_{q}\right|^{2}\right)^{1 / 2} \leq & \left(\left.\int_{\Omega}\left|v^{q}\left(t_{j}\right)-\frac{1}{|\Omega|}\right|_{\Omega} v^{q}\left(t_{j}\right)\right|^{2}\right)^{1 / 2} \\
& +\left(\int_{\Omega}\left|\frac{1}{|\Omega|} \int_{\Omega} v^{q}\left(t_{j}\right)-\frac{1}{|\Omega|} k_{q}\right|^{2}\right)^{1 / 2} \\
\leq & C(\Omega)\left(\int_{\Omega}\left|\nabla v^{q}\left(t_{j}\right)\right|^{2}\right)^{1 / 2} \\
& +|\Omega|^{1 / 2}\left|\frac{1}{|\Omega|} \int_{\Omega} v^{q}\left(t_{j}\right)-\frac{1}{|\Omega|} k_{q}\right|
\end{aligned}
$$

so that

$$
\begin{equation*}
\left(\int_{\Omega}\left|v^{q}\left(t_{j}\right)-\frac{1}{|\Omega|} k_{q}\right|^{2}\right)^{1 / 2} \rightarrow 0 \quad \text { as } j \rightarrow \infty \tag{8.4}
\end{equation*}
$$

Comparing (8.3) and (8.4), we deduce that

$$
k_{2 q}=\frac{1}{|\Omega|}\left(k_{q}\right)^{2} .
$$

In view of (8.3) we have proved that

$$
\left\|v^{q}(t)-\frac{1}{|\Omega|} k_{q}\right\|_{L^{2}(\Omega)} \rightarrow 0 \quad \text { as } t \rightarrow \infty,
$$

and since $\left\{v^{q}(t)\right\}_{t \geq 1}$ is precompact in $C(\bar{\Omega})$, we deduce that

$$
v^{q}(t) \rightarrow \frac{1}{|\Omega|} k_{q} \quad \text { uniformly on } \bar{\Omega} .
$$

Thus

$$
\begin{equation*}
v(t) \rightarrow v^{\infty}:=\left(\frac{1}{|\Omega|} k_{q}\right)^{1 / q} \quad \text { uniformly on } \bar{\Omega} . \tag{8.5}
\end{equation*}
$$

(i) Setting $\varphi=1$ in the equations (3.1) and (3.2), we deduce that

$$
\begin{equation*}
\int_{\Omega}(u+v)(t)=\int_{\Omega}\left(u_{0}+v_{0}\right)-\int_{0}^{t} \int_{\Omega} a(u, v) u^{n} . \tag{8.6}
\end{equation*}
$$

This implies that the map $t \mapsto \int_{\Omega}(u+v)$ is nonincreasing and since $\int_{\Omega}(u+v)(t)$ is bounded from below, it has a limit as $t \rightarrow \infty$. Thus there exists $u^{\infty}$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{\Omega} u(t)=u^{\infty} . \tag{8.7}
\end{equation*}
$$

Moreover, equation (8.6) implies that

$$
a(u, v) u^{n} \in L^{1}\left((0, \infty) ; L^{1}(\Omega)\right)
$$

Since $a(u, v)$ is continuous on the compact set $\left[0, C_{0}\right] \times[0, M]$, it has a lower bound $a^{-}>0$. It follows that

$$
u^{n} \in L^{1}\left((0, \infty) ; L^{1}(\Omega)\right)
$$

and therefore, by Hölder inequality, that

$$
\left(\int_{\Omega} u\right)^{n} \in L^{1}(0, \infty)
$$

Therefore there exists a sequence $t_{j} \rightarrow \infty$ as $j \rightarrow \infty$ such that

$$
\begin{equation*}
\int_{\Omega} u\left(t_{j}\right) \rightarrow 0 \quad \text { as } j \rightarrow \infty \tag{8.8}
\end{equation*}
$$

so that $u_{\infty}=0$. Finally we conclude that $u(t)$ converges to 0 uniformly in $\bar{\Omega}$ as $t \rightarrow \infty$.
(ii) We first suppose that $v_{0}=0$. In that case, if $z$ is the solution of the porous medium equation

$$
\begin{cases}z_{t}=\Delta z^{k} & \text { in } Q \\ \frac{\partial}{\partial v} z^{k}=0 & \text { on } \partial \Omega \times(0, \infty) \\ z(x, 0)=u_{0}(x) & \text { for all } x \in \Omega\end{cases}
$$

then the pair $(z(t), 0)$ is the solution of Problem $(P)$ with initial condition $\left(u_{0}, 0\right)$. A result of Alikakos and Rostamian [AlRo] gives that

$$
z(t) \rightarrow \frac{1}{|\Omega|} \int_{\Omega} u_{0} \quad \text { in } L^{p}(\Omega) \text { for all } p \in[1, \infty) \text { as } t \rightarrow \infty
$$

Thus since $\{z(t)\}_{t \geq 1}$ is precompact in $C(\bar{\Omega})$ and we have

$$
z(t) \rightarrow \frac{1}{|\Omega|} \int_{\Omega} u_{0} \quad \text { in } C(\bar{\Omega}) \text { as } t \rightarrow \infty
$$

Let $(u, v)$ be the weak solution of Problem $(P)$ with initial data $\left(u_{0}, v_{0}\right)$, with $u_{0} \neq 0$ and $v_{0} \neq 0$, and $z$ be as above. We can easily see that $z$ is a lower solution for the equation satisfied by $u$ so that

$$
u \geq z \quad \text { in } Q
$$

which in turn implies that there exists $\bar{t} \geq 0$ such that

$$
\begin{equation*}
u(t) \geq z(t) \geq c_{3}:=\frac{1}{2|\Omega|} \int_{\Omega} u_{0} \quad \text { for all } t \geq \bar{t} \tag{8.9}
\end{equation*}
$$

First we will prove that $v(t) \rightarrow 0$ uniformly on $\bar{\Omega}$ as $t \rightarrow \infty$. Since $u^{m} v$ is in $L^{1}\left((0, \infty) ; L^{1}(\Omega)\right)$ (Lemma 3.3), and from

$$
\left(c_{3}\right)^{m} v(t) \leq u^{m}(t) v(t)
$$

for $t \geq \bar{t}$, we deduce that $v \in L^{1}\left((0, \infty) ; L^{1}(\Omega)\right)$. Thus there is a sequence $\left\{t_{j}\right\}$ such that

$$
\begin{equation*}
\lim _{t_{j} \rightarrow \infty} \int_{\Omega} v\left(t_{j}\right)=0 \tag{8.10}
\end{equation*}
$$

which together with (8.5) implies that

$$
v(t) \rightarrow 0 \quad \text { uniformly in } \bar{\Omega} \text { as } t \rightarrow 0
$$

Adding up the equations (3.1) and (3.2) and setting $\varphi=1$ yields

$$
\int_{\Omega}(u+v)(t)=\int_{\Omega}\left(u_{0}+v_{0}\right)
$$

and consequently

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{\Omega} u(t)=\int_{\Omega}\left(u_{0}+v_{0}\right) . \tag{8.11}
\end{equation*}
$$

Next we prove that $u(t)$ tends to a constant uniformly in $\bar{\Omega}$ as $t \rightarrow \infty$. The method which we use here is similar to the proof of (8.1). First, we show that for each $q \geq(k+3) / 2$, there exists a constant $k_{q}$ such that $\lim _{t \rightarrow \infty} \int_{\Omega} u^{q}(t)=k_{q}$. Let $p \geq(k+1) / 2, t \geq 0$ and $r>0$; we take the duality product $\left(\left(H^{1}\right)^{\prime}, H^{1}\right)$ of the equation for $u$ by $u^{p}$ and we deduce that

$$
\int_{t}^{t+r}\left\langle u_{t}, u^{p}\right\rangle_{\left(H^{1}\right)^{\prime}, H^{1}}+\frac{4 k p}{(k+p)^{2}} \int_{t}^{t+r} \int_{\Omega}\left|\nabla u^{(k+p) / 2}\right|^{2}=\int_{t}^{t+r} \int_{\Omega} u^{m+p} v
$$

The equality (as in [Tem, Chap. III, Lemma 1.2])

$$
\begin{equation*}
\int_{t}^{t+r}\left\langle u_{t}, u^{p}\right\rangle_{\left(H^{1}\right)^{\prime}, H^{1}}=\frac{1}{p+1} \int_{\Omega} u^{p+1}(t+r)-\frac{1}{p+1} \int_{\Omega} u^{p+1}(t), \tag{8.12}
\end{equation*}
$$

implies that

$$
\begin{align*}
& \int_{\Omega} u^{p+1}(t+r)-\int_{\Omega} u^{p+1}(t) \\
& \quad=(p+1) \int_{t}^{t+r} \int_{\Omega} u^{m+p} v-\frac{4 k p(p+1)}{(k+p)^{2}} \int_{t}^{t+r} \int_{\Omega}\left|\nabla u^{(k+p) / 2}\right|^{2} . \tag{8.13}
\end{align*}
$$

Since we have that, in view of Lemma 3.3 (ii) and Theorem 7.1 (i)

$$
\int_{0}^{\infty} \int_{\Omega} u^{m+p} v \leq\left(C_{0}\right)^{p} \int_{0}^{\infty} \int_{\Omega} u^{m} v \leq\left(C_{0}\right)^{p} C_{1},
$$

and since, by Theorem 7.2,

$$
\int_{0}^{\infty} \int_{\Omega}\left|\nabla u^{(k+p) / 2}\right|^{2}<\infty,
$$

it follows from equation (8.13) that the sequence $\left\{\int_{\Omega} u^{p+1}(t)\right\}_{t \geq i}$ is a Cauchy sequence. Therefore it has a limit as $t \rightarrow \infty$. Setting $q=p+1$, we have proved that there exists $k_{q}$ such that

$$
\lim _{t \rightarrow \infty} \int_{\Omega} u^{q}(t)=k_{q} \quad \text { for all } q \geq(k+3) / 2 .
$$

Then, in view of Theorem 7.2, we have proved that

$$
\left\{\begin{array}{l}
\int_{\Omega}\left|\nabla u^{q}\right|^{2} \in L^{1}(0, \infty), \\
\lim _{t \rightarrow \infty} \int_{\Omega} u^{q}(t)=k_{q}, \\
\lim _{t \rightarrow \infty} \int_{\Omega} u^{2 q}(t)=k_{2 q},
\end{array}\right.
$$

for all $q \geq(k+3) / 2$. Now, as we have done for $v$ in the beginning of this proof, we deduce that

$$
u^{q}(t) \rightarrow \frac{1}{|\Omega|} k_{q} \quad \text { in } C(\bar{\Omega}) \text { as } t \rightarrow \infty .
$$

Then, in view of equation (8.11), we have proved that

$$
u(t) \rightarrow \frac{1}{|\Omega|} \int_{\Omega}\left(u_{0}+v_{0}\right) \quad \text { in } C(\bar{\Omega}),
$$

which completes the proof.
Next we suppose that

$$
\begin{equation*}
u_{0} \neq 0 \quad \text { and } \quad v_{0} \neq 0, \tag{8.14}
\end{equation*}
$$

and that the function $a$ is positive. We define two constants $a^{-}$and $a^{+}$such that

$$
0<a^{-} \leq a(r, s) \leq a^{+} \quad \text { for all }(r, s) \in\left[0, C_{0}\right] \times[0, M]
$$

and present some further characterization of the constant $v^{\infty}$.
TheOrem 8.2. The following results hold:
(i) If $1 \leq m<n$ then $v^{\infty}=0$;
(ii) if $1 \leq n \leq m$ then $v^{\infty}>0$;
(iii) if $m=n$ then $v^{\infty} \leq a\left(0, v^{\infty}\right)$.

To begin with, we prove the following auxiliary result.
Lemma 8.3. The functions $t \mapsto \int_{\Omega} u(t)$ and $t \mapsto \int_{\Omega} v(t)$ are in $C^{1}([0, \infty))$ and

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} u(t)=\int_{\Omega}\left(u^{m} v-a(u, v) u^{n}\right)(t)  \tag{8.15}\\
& \frac{d}{d t} \int_{\Omega} v(t)=-\int_{\Omega}\left(u^{m} v\right)(t) \tag{8.16}
\end{align*}
$$

Proof. Setting $\varphi=1$ in the equality (3.1) one has

$$
\int_{\Omega} u(t)=\int_{\Omega} u_{0}+\int_{0}^{t} \int_{\Omega}\left(u^{m} v-a(u, v) u^{n}\right)
$$

and the result follows from the fact that the function $t \mapsto \int_{0}^{t} \int_{\Omega}\left(u^{m} v-a(u, v) u^{n}\right)$ is in $C^{1}([0, \infty))$. The proof of (8.16) is similar.

Lemma 8.4. We have that

$$
\int_{\Omega} u(t)>0 \quad \text { and } \quad \int_{\Omega} v(t)>0 \quad \text { for all } t \geq 0
$$

Proof. By equation (8.15) we have that

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} u(t) & =\int_{\Omega}\left(u^{m} v-a(u, v) u^{n}\right)(t) \\
& \geq-a^{+}\left(C_{0}\right)^{n-1} \int_{\Omega} u(t)
\end{aligned}
$$

which by Gronwall's Lemma and (8.14) implies that

$$
\int_{\Omega} u(t) \geq\left(\int_{\Omega} u_{0}\right) \exp \left(-a^{+} C_{0}^{n-1} t\right)>0
$$

The proof for $v$ is similar.
Proof of Theorem 8.2 (i). For the purpose of contradiction we suppose that $v^{\infty}>0$. Then there exists $T \geq 0$ such that

$$
0 \leq a^{+} u^{n-m}(t) \leq v^{\infty} / 4, \quad 3 v^{\infty} / 4 \leq v(t) \quad \text { for all } t \geq T
$$

which in turn implies that

$$
\left(v-a^{+} u^{n-m}\right)(t) \geq v^{\infty} / 2
$$

Therefore, it follows from (8.15) that

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} u(t) & =\int_{\Omega}\left(u^{m} v-a(u, v) u^{n}\right)(t)=\int_{\Omega}\left(u^{m}\left(v-a(u, v) u^{n-m}\right)\right)(t) \\
& \geq \int_{\Omega}\left(u^{m}\left(v-a^{+} u^{n-m}\right)\right)(t) \geq \frac{v^{\infty}}{2} \int_{\Omega} u^{m}(t) \\
& \geq 0
\end{aligned}
$$

Thus in view of Lemma 8.4 we have that

$$
\int_{\Omega} u(t) \geq \int_{\Omega} u(T)>0 \quad \text { for all } t \geq T
$$

This contradicts the fact that $u(t) \rightarrow 0$ as $t \rightarrow \infty$. We conclude that $v^{\infty}=0$.

Before proving Theorem 8.2 (ii), we suppose that $m \geq n$ and we set $f(x, t):=\left(u^{m-n} v-a(u, v)\right)(x, t)$ and we consider the problem

$$
\left(P_{u}\right) \begin{cases}w_{t}=\Delta w^{k}+f(x, t) w^{n} & \text { in } \Omega \times(0, T) \\ \frac{\partial}{\partial v} w^{k}=0 & \text { on } \partial \Omega \times(0, T) \\ w(x, 0)=u_{0}(x) & \text { for } x \in \Omega\end{cases}
$$

Next we define solutions and upper and lower solutions of Problem $P_{u}$ and present a comparison principle.

Definition 8.5. We say that $u$ is a solution of $\operatorname{Problem}\left(P_{u}\right)$ in $\Omega \times\left[0, T^{*}\right]$, if it satisfies:
(i) $u \in C\left(\bar{\Omega} \times\left[0, T^{*}\right]\right)$ and $0 \leq u \leq C$ for a constant $C$;
(ii) For all $\varphi \in C^{2,1}\left(\bar{\Omega} \times\left[O, T^{*}\right]\right)$ such that $\varphi \geq 0, \frac{\partial \varphi}{\partial v}=0$ on $\partial \Omega \times\left[0, T^{*}\right]$, we have for all $t \in\left[0, T^{*}\right]$

$$
\begin{equation*}
\int_{\Omega} u(t) \varphi(t)=\int_{\Omega} u_{0} \varphi(0)+\int_{0}^{t} \int_{\Omega}\left(u^{k} \Delta \varphi+u \varphi_{t}+f(x, t) u^{n} \varphi\right) \tag{8.17}
\end{equation*}
$$

We say that $\bar{u}$, respectively $\underline{u}$, is a weak upper solution of $\operatorname{Problem}\left(P_{u}\right)$,
respectively a weak lower solution, if it satisfies the property (i), and the property (ii) with equality replaced by $\geq$, respectively $\leq$, in equation (8.17).

We remark that if $(u, v)$ is the unique weak solution of Problem $(P)$, then $u$ is also the unique weak solutions of Problem $\left(P_{u}\right)$.

Then we have
Lemma 8.6 (Comparison Theorem). If $\bar{u}$ is a upper solution and $\underline{u}$ a lower solution of Problem $\left(P_{u}\right)$ in $\left[0, T^{*}\right]$ then

$$
\bar{u}(x, t) \geq \underline{u}(x, t) \quad \text { for all }(x, t) \in \Omega \times\left[O, T^{*}\right] .
$$

Proof. The proof goes as in [ACP, Theorem 12].
Now we prove the following lemma.
Lemma 8.7. Suppose that $n \leq m$ and that there exists $T>0$ such that $u^{m-n}(t) v(t) \leq a^{-} / 2$ for all $t \geq T$. Then
(i) there exists a positive constant $C$ such that for all $t \geq T$

$$
u(t) \leq \begin{cases}C_{0} e^{-a^{-}(t-T) / 2} & \text { if } n=1 \\ C(t-T+1)^{-1 /(n-1)} & \text { if } n>1\end{cases}
$$

(ii) $v^{\infty}>0$.

Proof. (i) The condition $u^{m-n}(t) v(t) \leq \frac{a^{-}}{2}$ for all $t \geq T$ implies in particular that

$$
\begin{equation*}
f(x, t)=\left(u^{m-n} v-a(u, v)\right)(x, t) \leq-a^{-} / 2 \tag{8.18}
\end{equation*}
$$

since by definition, we have $a(u, v)(x, t) \geq a^{-}$for all $(x, t) \in \Omega \times(0, \infty)$. Then, for $t \geq T$, we define

$$
\bar{u}(x, t)= \begin{cases}C_{0} e^{-a^{-}(t-T) / 2} & \text { if } n=1  \tag{8.19}\\ C(t-T+1)^{-1 /(n-1)} & \text { if } n>1\end{cases}
$$

where

$$
\begin{equation*}
C=\max \left(C_{0},\left(\frac{2}{(n-1) a^{-}}\right)^{1 /(n-1)}\right) \tag{8.20}
\end{equation*}
$$

One can easily check that we have

$$
\bar{u}_{t} \geq-a^{-} \bar{u}^{n} / 2
$$

Now, let $\varphi$ be as in Definition 8.5. We have that for all $t \geq T$

$$
\begin{aligned}
& \int_{\Omega} \bar{u}(t) \varphi(t)-\int_{\Omega} \bar{u}(T) \varphi(T)-\int_{T}^{t} \int_{\Omega}\left(\bar{u}^{k} \Delta \varphi+\bar{u} \varphi_{t}+f(x, t) \bar{u}^{n} \varphi\right) \\
& \quad=\int_{T}^{t} \int_{\Omega}\left(\bar{u}_{t} \varphi+\nabla \bar{u}^{k} \cdot \nabla \varphi-f(x, t) \bar{u}^{n} \varphi\right) \\
& \quad=\int_{T}^{t} \int_{\Omega}\left(\bar{u}_{t}-f(x, t) \bar{u}^{n}\right) \varphi \\
& \quad \geq \int_{T}^{t} \int_{\Omega}\left(-\frac{a^{-}}{2}-f(x, t)\right) \bar{u}^{n} \varphi \geq 0
\end{aligned}
$$

where the last inequality comes from inequality (8.18). Moreover we deduce from (8.19) and (8.20) that $\bar{u}(x, T) \geq u(x, T)$ for all $x \in \Omega$, so that $\bar{u}$ is a upper solution of Problem $\left(P_{u}\right)$ in $[T, t]$ for all $t \geq T$, and it follows from Lemma 8.6 that $\bar{u}(x, t) \geq u(x, t)$ for all $(x, t) \in \Omega \times[T, \infty)$ which completes this part of the proof.
(ii) Next we prove that $v^{\infty}>0$. We first consider the case that $n=1$. The equality (8.16) and Theorem 8.7 (i) imply that for $t \geq T$

$$
\frac{d}{d t} \int_{\Omega} v(t) \geq-\left(\int_{\Omega} v(t)\right)\left(C_{0}\right)^{m} e^{-a^{-} m(t-T) / 2}
$$

which in turn implies the inequality

$$
\begin{equation*}
\int_{\Omega} v(t) \geq \exp \left(\frac{2\left(C_{0}\right)^{m}}{a^{-} m}\left(e^{-a^{-} m(t-T) / 2}-1\right)\right) \int_{\Omega} v(T) \tag{8.21}
\end{equation*}
$$

Letting $t \rightarrow \infty$ in (8.21) implies that

$$
|\Omega| v^{\infty}=\lim _{t \rightarrow \infty} \int_{\Omega} v(t) \geq e^{-2\left(C_{0}\right)^{m} / a^{-} m} \int_{\Omega} v(T)>0
$$

and therefore $v^{\infty}>0$.
If $n>1$ it follows from Theorem 8.7 (i) that

$$
\frac{d}{d t} \int_{\Omega} v(t) \geq-\left(\int_{\Omega} v(t)\right) C^{m}(t-T+1)^{-m /(n-1)}
$$

so that finally

$$
\begin{equation*}
\int_{\Omega} v(t) \geq \exp \left(C^{m} \frac{n-1}{(m-n+1)}\left((t-T+1)^{-(m-n+1) /(n-1)}-1\right)\right) \int_{\Omega} v(T) . \tag{8.22}
\end{equation*}
$$

Letting $t \rightarrow \infty$ in (8.22) yields

$$
|\Omega| v^{\infty}=\lim _{t \rightarrow \infty} \int_{\Omega} v(t) \geq e^{-(n-1) /\left(C^{m}(m-n+1)\right)} \int_{\Omega} v(T)>0
$$

so that $v^{\infty}>0$.
Proof of Theorem 8.2 (ii). First we consider the case that $1 \leq n<m$. Since $u(t) \rightarrow 0$ as $t \rightarrow \infty$, let $T$ be such that $u^{m-n}(t) v(t) \leq a^{-} / 2$ for all $t \geq T$. Then we can apply Lemma 8.7 (ii) and conclude that $v^{\infty}>0$.

Next we consider the case that $1 \leq n=m$; for the purpose of contradiction we suppose that $v^{\infty}=0$. There exists $T>0$ such that $u^{m-n}(t) v(t) \leq a^{-} / 2$ for all $t \geq T$. Therefore we may apply Lemma 8.7 (ii) and conclude that $v^{\infty}>0$. This contradicts the hypothesis that $v^{\infty}=0$. Therefore $v^{\infty}>0$.

Proof of Theorem 8.2 (iii). For the purpose of contradiction, we suppose that

$$
v^{\infty}>a\left(0, v^{\infty}\right)
$$

Since the function $(r, s) \mapsto s-a(r, s)$ is continuous, there exists $\eta \in\left(0, v^{\infty}\right)$ such that

$$
s-a(r, s) \geq 0 \quad \text { for all }(r, s) \in[0, \eta) \times\left(v^{\infty}-\eta, v^{\infty}+\eta\right)
$$

Let $T$ be such that

$$
u(x, t)<\eta \quad \text { and } \quad\left|v(x, t)-v^{\infty}\right|<\eta \quad \text { for all }(x, t) \in \bar{\Omega} \times[T, \infty)
$$

Then for all $t \geq T$

$$
v(x, t)-a(u, v)(x, t) \geq 0
$$

and

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} u(t) & =\int_{\Omega}\left(u^{m} v-a(u, v) u^{n}\right)(t) \\
& =\int_{\Omega}\left(u^{m}(v-a(u, v))\right)(t) \\
& \geq 0
\end{aligned}
$$

which by Lemma 8.4 implies that

$$
\int_{\Omega} u(t) \geq \int_{\Omega} u(T)>0
$$

This contradicts the fact that $u(t) \rightarrow 0$ as $t \rightarrow \infty$. Therefore $v^{\infty} \leq a\left(0, v^{\infty}\right)$.

## Appendix—Proof of Lemma 4.1

(i) We first consider the case that $N \geq 3$. For the purpose of contradiction we suppose that for all $\lambda>0$ there exist $z \in H^{1}(\Omega)$ and $\alpha \geq 1$ such that

$$
\begin{equation*}
\lambda\left(\int_{\Omega}|\nabla z|^{2}+\left(\frac{2}{|\Omega|} \int_{\Omega}|z|^{2 / \alpha}\right)^{\alpha}\right)<\left(\int_{\Omega}|z|^{2^{\star}}\right)^{2 / 2^{\star}} \tag{A.1}
\end{equation*}
$$

We define a sequence $\left\{\lambda_{n}\right\}$ such that $\lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$. It follows from equation (A.1) that there exist $z_{n} \in H^{1}(\Omega)$ and $\alpha_{n} \geq 1$ such that

$$
\begin{equation*}
\lambda_{n}\left(\int_{\Omega}\left|\nabla z_{n}\right|^{2}+\left(\frac{2}{|\Omega|} \int_{\Omega}\left|z_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}\right)<\left(\int_{\Omega}\left|z_{n}\right|^{2^{\star}}\right)^{2 / 2^{\star}}, \tag{A.2}
\end{equation*}
$$

which implies in particular that $z_{n} \neq 0$. We divide inequality (A.2) by $\left\|z_{n}\right\|_{L^{2^{\star}}(\Omega)}^{2}$ to obtain

$$
\int_{\Omega}\left|\nabla \frac{z_{n}}{\left\|z_{n}\right\|_{L^{2^{\star}}(\Omega)}}\right|^{2}+\left(\frac{2}{|\Omega|} \int_{\Omega}\left|\frac{z_{n}}{\left\|z_{n}\right\|_{L^{2 \star}(\Omega)}}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}<\frac{1}{\lambda_{n}}
$$

Setting

$$
\begin{equation*}
w_{n}=\frac{z_{n}}{\left\|z_{n}\right\|_{L^{2^{\star}}(\Omega)}} \tag{A.3}
\end{equation*}
$$

we deduce that

$$
\begin{equation*}
\int_{\Omega}\left|\nabla w_{n}\right|^{2}+\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}<\frac{1}{\lambda_{n}} \tag{A.4}
\end{equation*}
$$

It follows from (A.3) and (A.4) that

$$
\left\{\begin{array}{l}
\left\|w_{n}\right\|_{L^{2 \star}(\Omega)}=1  \tag{A.5}\\
\left\|\nabla w_{n}\right\|_{L^{2}(\Omega)} \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{array}\right.
$$

so that in particular there exists $w \in H^{1}(\Omega)$ such that as $n \rightarrow \infty w_{n} \rightharpoonup w$ weakly in $H^{1}(\Omega)$ and $w_{n} \rightarrow w$ strongly in $L^{2}(\Omega)$ along a subsequence. It also follows from (A.5) and the weak lower semicontinuity of $z \mapsto \int_{\Omega}|\nabla z|^{2}$ that $\nabla w=0$ in $L^{2}(\Omega)$. Thus there exists a constant $l$ such that $w=l$ and $w_{n} \rightarrow l$ strongly in $H^{1}(\Omega)$. Since the embedding from $H^{1}(\Omega)$ into $L^{2^{\star}}(\Omega)$ [Bre, Corollary IX. 14] is continuous we have that

$$
w_{n} \rightarrow l \quad \text { strongly in } L^{2^{\star}}(\Omega) \text { as } n \rightarrow \infty,
$$

and therefore it follows from (A.5) that

$$
|l|=|\Omega|^{-1 / 2^{\star}}
$$

and we may suppose that $l>0$. Furthermore we also deduce from (A.4) that

$$
\begin{equation*}
\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}} d x\right)^{\alpha_{n}} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{A.6}
\end{equation*}
$$

We consider two cases:
The case that $\left\{\alpha_{n}\right\}$ is bounded: Then there exists a subsequence of $\left\{\alpha_{n}\right\}$ which we denote again by $\left\{\alpha_{n}\right\}$ such that $\alpha_{n} \rightarrow \alpha \in[1, \infty)$ as $n \rightarrow \infty$. We have

$$
\begin{equation*}
\left.\left|\int_{\Omega}\right| w_{n}\right|^{2 / \alpha_{n}}-\int_{\Omega} l^{2 / \alpha}\left|\leq\left|\int_{\Omega}\right| w_{n}\right|^{2 / \alpha_{n}}-\int_{\Omega} l^{2 / \alpha_{n}}\left|+\left|\int_{\Omega} l^{2 / \alpha_{n}}-\int_{\Omega} l^{2 / \alpha}\right| .\right. \tag{A.7}
\end{equation*}
$$

Next we bound the first term on the right-hand-side of (A.7). Let $C>0$ and $s \in[0,1]$; the function $r \mapsto|r-C|^{s}-r^{s}+C^{s}$ is nonincreasing for $0<r<C$ and nondecreasing for $r>C$ so that for all $r>0$

$$
\left|r^{s}-C^{s}\right| \leq|r-C|^{s}
$$

which in turn implies that

$$
\begin{aligned}
\left.\left|\int_{\Omega}\right| w_{n}\right|^{2 / \alpha_{n}}-\int_{\Omega} l^{2 / \alpha_{n}} \mid & \leq\left.\int_{\Omega}| | w_{n}\right|^{2 / \alpha_{n}}-l^{2 / \alpha_{n}} \mid \\
& \leq \int_{\Omega}\left|w_{n}^{2}-l^{2}\right|^{1 / \alpha_{n}} \\
& \leq\left(\int_{\Omega}\left|w_{n}^{2}-l^{2}\right|\right)^{1 / \alpha_{n}}|\Omega|^{\left(\alpha_{n}-1\right) / \alpha_{n}} \\
& \leq\left(\int_{\Omega}\left|\left(w_{n}-l\right)\left(w_{n}+l\right)\right|\right)^{1 / \alpha_{n}}|\Omega|^{\left(\alpha_{n}-1\right) / \alpha_{n}} \\
& \leq\left(\left(\int_{\Omega}\left(w_{n}-l\right)^{2}\right)^{1 / 2}\left(\int_{\Omega}\left(w_{n}+l\right)^{2}\right)^{1 / 2}\right)^{1 / \alpha_{n}}|\Omega|^{\left(\alpha_{n}-1\right) / \alpha_{n}}
\end{aligned}
$$

Since as $n \rightarrow \infty$, we have that $w_{n} \rightarrow l$ in $L^{2}(\Omega), w_{n}+l \rightarrow 2 l$ in $L^{2}(\Omega)$ and in particular $w_{n}+l$ is bounded in $L^{2}(\Omega)$. Thus

$$
\begin{equation*}
\left.\left|\int_{\Omega}\right| w_{n}\right|^{2 / \alpha_{n}}-\int_{\Omega} l^{2 / \alpha_{n}}\left|\leq|\Omega|^{\left(\alpha_{n}-1\right) / \alpha_{n}}\left(\sup _{n}\left(\int_{\Omega}\left(w_{n}+l\right)^{2}\right)\right)^{1 / 2 \alpha_{n}}\left(\int_{\Omega}\left(w_{n}-l\right)^{2}\right)^{1 / 2 \alpha_{n}} .\right. \tag{A.8}
\end{equation*}
$$

Since the sequence $\left\{\alpha_{n}\right\}$ is bounded there exist two constants $\alpha_{-}$and $\alpha_{+}$such that for all $n$ we have $1 \leq \alpha_{-} \leq \alpha_{n} \leq \alpha_{+}$; therefore inequality (A.8) gives

$$
\begin{aligned}
\left.\left|\int_{\Omega}\right| w_{n}\right|^{2 / \alpha_{n}}-\int_{\Omega} l^{2 / \alpha_{n}} \mid \leq & (|\Omega|+1)^{\left(\alpha_{+}-1\right) / \alpha_{+}}\left(\sup _{n}\left(\int_{\Omega}\left(w_{n}+l\right)^{2}\right)+1\right)^{1 / 2 \alpha_{-}} \\
& \times\left(\int_{\Omega}\left(w_{n}-l\right)^{2}\right)^{1 / 2 \alpha_{+}}
\end{aligned}
$$

so that

$$
\left.\left|\int_{\Omega}\right| w_{n}\right|^{2 / \alpha_{n}}-\int_{\Omega} l^{2 / \alpha_{n}} \mid \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Moreover, we have

$$
\left|\int_{\Omega}\left(l^{2 / \alpha_{n}}-l^{2 / \alpha}\right)\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Thus we deduce from (A.7)

$$
\begin{equation*}
\left.\left|\int_{\Omega}\right| w_{n}\right|^{2 / \alpha_{n}}-\int_{\Omega} l^{2 / \alpha} \mid \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{A.9}
\end{equation*}
$$

Furthermore we have

$$
\begin{align*}
& \left|\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}-\left(\frac{2}{|\Omega|} \int_{\Omega} l^{2 / \alpha}\right)^{\alpha}\right| \\
& \quad \leq\left|\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}-\left(\frac{2}{|\Omega|} \int_{\Omega} l^{2 / \alpha}\right)^{\alpha_{n}}\right| \\
& \quad+\left|\left(\frac{2}{|\Omega|} \int_{\Omega} l^{2 / \alpha}\right)^{\alpha_{n}}-\left(\frac{2}{|\Omega|} \int_{\Omega} l^{2 / \alpha}\right)^{\alpha}\right| \tag{A.10}
\end{align*}
$$

The second term of the right-hand-side of (A.10) tends to 0 as $n \rightarrow \infty$. Moreover, by (A.9) we can suppose that $\int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}} \in\left[0, \int_{\Omega} l^{2 / \alpha}+1\right]$. Since for $r, s \geq 0$, we have

$$
\begin{aligned}
\left|r^{\alpha_{n}}-s^{\alpha_{n}}\right| & \leq \alpha_{n}(\max (r, s, 1))^{\alpha_{n}-1}|r-s| \\
& \leq \alpha_{+}(\max (r, s, 1))^{\alpha_{+}-1}|r-s|
\end{aligned}
$$

we deduce from (A.9) that

$$
\left|\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}-\left(\frac{2}{|\Omega|} \int_{\Omega} l^{2 / \alpha}\right)^{\alpha_{n}}\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

which by (A.10) implies that

$$
\begin{equation*}
\left|\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}-\left(\frac{2}{|\Omega|} \int_{\Omega} l^{2 / \alpha}\right)^{\alpha}\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{A.11}
\end{equation*}
$$

Clearly (A.11) contradicts (A.6).
The case that $\left\{\alpha_{n}\right\}$ is unbounded: Then there exists a subsequence of $\left\{\alpha_{n}\right\}$ which we denote again by $\left\{\alpha_{n}\right\}$ such that $\alpha_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Let $\mu$ be a positive number. We have

$$
\mu \operatorname{mes}\left\{x,\left|w_{n}(x)-l\right|>\mu\right\} \leq \int_{\Omega}\left|w_{n}-l\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Note that $\int_{\Omega}\left|w_{n}-l\right| \leq \mu^{2}$ for $n$ large enough so that

$$
\operatorname{mes}\left\{x,\left|w_{n}(x)-l\right|>\mu\right\} \leq \mu
$$

for $n$ large enough. Therefore

$$
\begin{equation*}
\operatorname{mes}\left\{x,\left|w_{n}(x)-l\right| \leq \mu\right\} \geq|\Omega|-\mu \tag{A.12}
\end{equation*}
$$

Choosing $\mu<\frac{l}{2}$, we have in view of (A.12)

$$
\begin{aligned}
\int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}} & \geq \int_{\left\{x,\left|w_{n}(x)-l\right| \leq \mu\right\}}\left|w_{n}\right|^{2 / \alpha_{n}} \\
& \geq \int_{\left\{x,\left|w_{n}(x)-l\right| \leq \mu\right\}}(l-\mu)^{2 / \alpha_{n}} \\
& \geq \operatorname{mes}\left\{x,\left|w_{n}(x)-l\right| \leq \mu\right\}\left(\frac{l}{2}\right)^{2 / \alpha_{n}} \\
& \geq(|\Omega|-\mu)\left(\frac{l}{2}\right)^{2 / \alpha_{n}}
\end{aligned}
$$

Thus for all $\mu \in(0, l / 2)$ we have

$$
\liminf _{n \rightarrow \infty} \frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}} \geq 2 \frac{|\Omega|-\mu}{|\Omega|} \lim _{n \rightarrow \infty}\left(\frac{l}{2}\right)^{2 / \alpha_{n}}=2 \frac{|\Omega|-\mu}{|\Omega|}
$$

and thus

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}} \geq 2 \tag{A.13}
\end{equation*}
$$

In turn (A.13) implies that

$$
\liminf _{n \rightarrow \infty}\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}=\infty
$$

which contradicts (A.6). Therefore (A.4) is not satisfied so that finally (A.1) is not satisfied either, which completes the proof of (4.1).
(ii) In the case that $N=1,2$ one can prove the result as above, assuming for the purpose of contradiction the existence of sequences $\lambda_{n} \rightarrow \infty, \alpha_{n}$ and $z_{n}$ such that

$$
\lambda_{n}\left(\int_{\Omega}\left|\nabla z_{n}\right|^{2}+\left(\frac{2}{|\Omega|} \int_{\Omega}\left|z_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}\right)<\left(\int_{\Omega}\left|z_{n}\right|^{q}\right)^{2 / q}
$$

where $q \geq 1$. Setting $w_{n}=z_{n}\left\|z_{n}\right\|_{L^{q}(\Omega)}^{-1}$ we have

$$
\left\{\begin{array}{l}
\left\|\nabla w_{n}\right\|_{L^{2}(\Omega)} \rightarrow 0 \quad \text { as } n \rightarrow \infty  \tag{A.14}\\
\left\|w_{n}\right\|_{L^{q}(\Omega)}=1
\end{array}\right.
$$

and consequently we can suppose that

$$
w_{n} \rightarrow l=\text { constant } \quad \text { strongly in } H^{1}(\Omega)
$$

along a subsequence. In view of (A.14) it follows that $|l|=|\Omega|^{-1 / q}$ and we can suppose that $l>0$. The proof is then similar to that of (i).
(iii) If $N=1$, the proof is again similar. Assuming on the contrary the existence of sequences $\lambda_{n} \rightarrow \infty, \alpha_{n}$ and $z_{n}$ such that

$$
\begin{equation*}
\lambda_{n}\left(\int_{\Omega}\left|\nabla z_{n}\right|^{2}+\left(\frac{2}{|\Omega|} \int_{\Omega}\left|z_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}}\right)<\left(\sup z_{n}\right)^{2} . \tag{A.15}
\end{equation*}
$$

Using the notation $w_{n}=z_{n}\left\|z_{n}\right\|_{L^{\infty}(\Omega)}^{-1}$ we have that

$$
\left\{\begin{array}{l}
\left\|\nabla w_{n}\right\|_{L^{2}(\Omega)} \rightarrow 0 \quad \text { as } n \rightarrow \infty  \tag{A.16}\\
\left\|w_{n}\right\|_{L^{\infty}(\Omega)}=1
\end{array}\right.
$$

and consequently, extracting a subsequence, we can suppose that

$$
w_{n} \rightarrow l=\text { constant } \quad \text { strongly in } H^{1}(\Omega)
$$

where $|l|=1$ (cf. (A.16)) and, we can suppose that $l>0$. Then there exists $n_{0}>0$ such that $w_{n} \geq 1 / 2$ for all $n \geq n_{0}$. As in the case that $N \geq 3$, inequality (A.15) implies that

$$
\begin{equation*}
\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}} \rightarrow 0 \tag{A.17}
\end{equation*}
$$

as $n \rightarrow \infty$. But we have that for $n \geq n_{0}$

$$
\begin{aligned}
\left(\frac{2}{|\Omega|} \int_{\Omega}\left|w_{n}\right|^{2 / \alpha_{n}}\right)^{\alpha_{n}} & \geq\left(\frac{2}{|\Omega|} \int_{\Omega}\left(\frac{1}{2}\right)^{2 / \alpha_{n}}\right)^{\alpha_{n}} \\
& \geq\left(2\left(\frac{1}{2}\right)^{2 / \alpha_{n}}\right)^{\alpha_{n}} \\
& \geq 2^{\alpha_{n}}\left(\frac{1}{2}\right)^{2} \\
& \geq \frac{1}{2}
\end{aligned}
$$

which contradicts (A.17). In turn (A.15) is not satisfied, which completes the proof of (4.3).
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