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SOME PROBLEMS OF ANALYTIC NUMBER THEORY
ON ARITHMETIC SEMIGROUPS

Glyn Harman & Kaisa Matomäki

Abstract: Let E be a set of primes with density τ > 0 in the set of primes. Write A for the set
of positive integers composed solely of primes from E . We discuss the distribution of the integers
from A in short intervals, and whether for fixed k ∈ Z there are solutions to m + k = p with
m ∈ A , where p denotes a prime, or m + k = n where n has a large prime factor (> nξ for

ξ > 1
2 ).

Keywords: greatest prime factors, distribution in short intervals.

1. Introduction

Throughout this paper we suppose that E is a set of primes which usually will be
assumed to satisfy

∑

p∈E
p6x

log p
p

= τ log x+O(1). (1)

Let A be the multiplicative semigroup generated by primes from E , that is

A = {m : p|m⇒ p ∈ E}.

Write
A(y) = |{n ∈ A : n 6 y}|.

It is well-known that (1) gives rise to the formula

A(y) ∼ e−γτy
Γ(τ) log y

∏

p6y
p∈E

(
1− 1

p

)−1

. (2)
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See [26], and also compare the results in [4], [7]. Alternatively, see [21,§2.5] where
the result is more general and is attributed to Bredikhin. One can obtain (2) under
the alternative assumption that∑

p∈E
p6x

1 = (τ + o(1))
x

log x
, (3)

but we shall sometimes need the stronger expression (1) in order to sieve by a set
of primes.

Given D , a set of integers which satisfy some “natural” property, the tools of
analytic number theory are often applied to determine the distribution of members
of D in short intervals, or to determine whether the shifted set k + D contains
primes or prime-like elements. For examples where D consists of the set of pri-
mes, see [3] and [2]. If E consists of all primes in an arithmetic progression, such
problems can often be tackled succesfully for A . For example, the case E consists
of all primes not congruent to 3 (mod 4) is well-known. In this case τ = 1

2 and
we know 1 + A contains infinitely many primes [16], and the problem can even be
considered in short intervals [18]. There does not seem to have been a systematic
treatment of these problems for the general case when there is no further infor-
mation given about the arithmetic structure of E beyond the statement (1). It is
the purpose of this paper to begin such an investigation. The motivation for this
originally came from questions posed by Christian Elsholtz in the context of the
additive and multiplicative decomposition of sets [8,9], but the problems appear
to be of independent interest and so we have gathered a selection of results here.
First we consider the short intervals problem.

Theorem 1.1. Let 1 > τ > 1
2 and suppose that (1) holds. Then there exists

δ = δ(τ) > 0 and C(E) > 0 such that
∣∣{n ∈ A : x 6 n 6 x+ x1−δ}∣∣ > C(E)x1−δ

(log x)1−τ , (4)

for all large x . Moreover, if E includes all sufficiently large primes in some arith-
metic progression (mod q) then (4) holds for all τ > 0, δ < 1

2 with C(E) replaced
by C(τ, q) .

Remark. It may seem disappointing that we require τ > 1
2 here (unless we

suppose E includes all sufficiently large primes in some arithmetic progression),
but this restriction arises naturally when using sieves to give non-trivial lower
bounds when there is little other arithmetic structure known in a set.

Next we consider the posibility that (A+k)∩P has infinitely many members,
where P is the set of all primes. Here we need τ close to 1 to obtain the result.

Theorem 1.2. Let k be an even non-zero integer. There exists τ0 < 1 such that
if τ0 6 τ 6 1 , and E satisfies (1) , then there exists C(E) > 0 such that

|{p+ k ∈ A : p 6 x}| > C(E)x
(log x)2−τ (5)

for all sufficiently large x . The result also holds for odd k provided that 2 ∈ E .
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The following gives a satisfactory solution (with certain applications in mind)
for shifted sets having integers with large prime factors whenever τ > 0.

Theorem 1.3. Suppose that (3) holds for some τ > 0 . Let k be a non-zero integer
and ε > 0 . Then there exists C(E) > 0 such that there are > C(E)x(log x)τ−1

solutions to

m ∈ A, m+ k = rp 6 x, p > x
3
5−ε.

For a variant of this problem, see [22].
It is possible to use the method of proof for Theorem 1.3 even in cases when

τ = 0. To discuss this case we suppose that there is a constant B > 1 such that
for all large y we have ∑

p∈E
y6p<2y

1� y

(log y)B
. (6)

Theorem 1.4. Suppose that (6) holds for E . Let k be a non-zero integer and
ε > 0 . Then there exists C ′(E) > 0 such that there are > C ′(E)x(log x)−3B

solutions to

m ∈ A, m+ k = rp 6 x, p > x
3
5−ε.

Indeed, the values of m counted have exactly 3 prime factors.

Finally we give an additional application of the method of proof of The-
orem 1.3 to another problem that has not been considered in the literature before:
shifted very smooth numbers with a large prime factor. Although not strictly a
problem on arithmetic semigroups, it may have applications to questions of the
type studied in [8,9].

Theorem 1.5. Let P (n) denote the greatest prime factor of a positive integer n .
Let k ∈ Z, k 6= 0, ε > 0 . Then there are infinitely many solutions to

m+ k = n, P (m) < g(m, ε), P (n) > n
3
5−ε, (7)

where

g(m, ε) = exp
(

(logm)
1
2 +ε
)
.

Remark. We note that the proof of Theorem 1.5 actually supplies � x1−ε (and
this lower bound can be improved slightly) solutions with m 6 x .

The proofs of these final three theorems depend on an adaptation of a deep
result of Bombieri, Friedlander and Iwaniec given in [5]. The reader may wonder
what may be achieved with less sophisticated technology, so in section 6 we prove
a weaker version of Theorem 1.3 by completely elementary means.
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2. Preliminary results

Let U be the complement of E in the set of primes and write u = 1 − τ . So (1)
gives ∑

p∈U
p6x

log p
p

= u log x+O(1). (8)

The important thing is that one can sieve by the primes in U if they obey (8).
Given any set of primes Q we write

V (z,Q) =
∏
p<z
p∈Q

(
1− 1

p

)
.

More generally, for a multiplicative function ω(n) satisfying 0 6 ω(p) < p for
p ∈ Q , we put

V (z,Q, ω) =
∏
p<z
p∈Q

(
1− ω(p)

p

)
.

We note that (2) with Mertens’ prime number theorem gives

A(y) ∼ c2(τ)yV (y,U), (9)

where
c2(τ) =

euγ

Γ(τ)
.

It will be important that the “constants” depending on τ in (9) and (2) are
“well-behaved” for τ near 1. Of course, there is a dependence on the small primes
in E , but this affects all the terms that arise equally; asymptotically it is the
relation (1) that is crucial. We thus write

c1(E) = lim
y→∞

(log y)uV (y,U),

which is a positive real number by (1), and gives

V (z,U) =
c1(E)(1 + o(1))

(log z)u
.

We also write

c3(E) =
∏

p/∈E
p>2

(
1− 1

(p− 1)2

)
.

This is related to the twin prime constant (with equality if E = ∅), and so we
obtain 0.66 < c3(E) < 1 for all possible E .

Given a set of integers D with a set of primes Q and a positive parameter
z we write

S(D, z,Q) = |{n ∈ D : p|n⇒ p > z or p /∈ Q or both}|, (10)

and |Dd| = |{n ∈ D : n ≡ 0 (mod d)}| . We shall need the following sieve upper
and lower bounds which can be found in [10, Chapter 4] or [17].
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Lemma 2.1. Let Q be a set of primes, and ω(d) a multiplicative function for
which

∏

p∈Q
w6p<z

(
1− ω(p)

p

)−1

<

(
log z
logw

)κ(
1 +

K

logw

)
, (11)

where κ > 0 , and let D be a set of positive integers. Write

I(t) = I(t, κ) =
∫ ∞

0

e−y

yκ
exp

(
tκ

∫ ∞
y

e−v

v
dv

)
dy,

and
P (z) =

∏

p6z
p∈Q

p.

Suppose for d|P (z) we have

|Dd| = Xω(d)
d

+Rd.

Let y > z > 2, s = (log y)/(log z), 1 6 s 6 2. Then

S(D, z,Q) 6 AX

sκ
V (z,Q, ω)(1 + oK(1)) +

∑

d6y
d|P (z)

|Rd|. (12)

Also, if κ < 1
2 , s = 1 , we have

S(D, z,Q) > BX

sκ
V (z,Q, ω)(1 + oK(1))−

∑

d6y
d|P (z)

|Rd|. (13)

Here

B = B(κ) =
2eγκ

I(1, κ) + I(−1, κ)

and

A = A(κ) =
{
G(κ) if 1 6 κ 6 2,
C(κ) if κ < 1

2 ,

where

C =
BI(1, κ)
Γ(1− κ)

,

and G(κ) 6 K1 for an absolute constant K1 .

The following well-known result will be needed in the next section.
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Lemma 2.2 (Bombieri-Vinogradov Theorem). Let A > 0 be given. Suppose that
x1/2(log x)−A 6 Q 6 x1/2 . Then

∑

q6Q
max
y6x

max
(a,q)=1

∣∣∣∣∣∣∣∣

∑

p6y
p≡a (mod q)

1− Li(x)
φ(q)

∣∣∣∣∣∣∣∣
�A x

1
2Q(log x)5. (14)

Here, as usual,

Li(x) =
∫ x

2

1
log v

dv ∼ x

log x
.

Proof. See [6, Chapter 28], where we have removed the von Mangoldt function
by partial summation.

We now state a result that enables us to go beyond the “one half” barrier of
the Bombieri-Vinogradov theorem in certain contexts (see [1] for an application).
This is a variant of [5, Theorem 3]. Since we need to make several modifications
to the work of Bombieri, Friedlander and Iwaniec, we devote the final section of
this paper to giving an outline of the proof.

Lemma 2.3. Let ε > 0, t ∈ Z, t 6= 0 , and K,L,M > xε . Let z be a real parameter
satisfying

2 6 z 6 exp
(

(log x)
1
2

)
.

Suppose that KLM = x , and write n ∼ N to mean 1
2N < n 6 N . Let x

1
2 <

Q < x
3
5−ε , with

Q < KLx−ε,

K2L3 < Qx1−ε,

and
K4L2(K + L) < x2−ε.

Then there exists A = A(ε) such that for any sequences λ`, µm, κk satisfying

0 6 κk, λ`, µm 6 1,

and
p|k`⇒ p > z if κkλ` 6= 0, (15)

we have ∑

q∼Q
q prime

∆(q)� x(log x)A

z
1
4

(16)

where

∆(q) =

∣∣∣∣∣∣∣∣

∑

k∼K
κk
∑

`∼L
λ`

∑

m∼M
klm≡t (mod q)

µm − 1
φ(q)

∑

k∼K
κk
∑

`∼L
λ`
∑

m∼M
µm

∣∣∣∣∣∣∣∣
.

The implied constant in (16) depends only on ε and t .
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Remark. We have made two significant changes to [5, Theorem 3]. First, we have
removed the necessity for one or more of the coefficients to satisfy a Siegel-Walfisz
type condition, that is, for small q , a formula of the type

∑

`∼L
`≡a (mod q)

λ` =
1 +O((log x)−A)

φ(q)

∑

`∼L
(`,q)=1

λ`.

Clearly we cannot assume such a condition with our weak hypothesis on the sets
under consideration. Second, we have increased the saving on the trivial estimate.
That is, we can save more than the traditional power of a logarithm. To compen-
sate, we have assumed (all that we need in our present aplication) that the sum
over q in (16) is only over prime values. This could be relaxed to

p|q ⇒ p > exp
(

(log x)
1
2

)
,

which is what we actually use later.

3. Proof of Theorem 1.2

In the following Kj , j = 2, 3, . . . denote absolute constants. We note that I(−1)
and I(1) are bounded above and below by positive absolute constants if (as will
be the case in this section’s application) 0 6 κ 6 1

4 . Write S(x) for the left hand
side of (5). We only treat the case k = 2, and so we can assume 2 ∈ U since p+ 2
will be odd for p > 3. For general k various expressions involving products over
primes in the following will need to be altered to either include or exclude the
prime divisors of k . Now let

D = {p+ 2 : p 6 x},

and put Q = U \ {2} in the definition (10) (since we automatically have p + 2
odd).

In Lemma 2.1 we can take the parameter y , commonly referred to as the
“distribution level”, to be x1/2(log x)−10 by Lemma 2.2 and we also take this to
be the value for z . Here we have X = Li(x) and ω(d) = d/φ(d) giving ω(p) =
p/(p− 1). From (13) we deduce that

S(D, z,U) >
Bx

log x
(1 + o(1))V (z,Q, ω)

=
2uBc1(E)c3(E)(1 + o(1))x

(log x)1+u .

(17)

We note that B is bounded above and below by absolute constants under our
assumption on u .
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Now
S(x) = S(D, z,U)− Y,

where Y counts the number of solutions to

p+ 2 = mn, p 6 x (18)

with
q|m⇒ q > z, q ∈ U, and n ∈ A.

Clearly m is either a prime or has exactly two prime factors, both of which must
exceed z . Write F for the set of such integers up to x . We consider the case
n 6 x3ξ , say, where ξ will be determined later, separately. For each such n write

F(n) = {m ∈ F : mn = p+ 2, p 6 x}.

We can bound the number of elements in F(n) for each n using Theorem 3.12
from [11]. In doing this we discount the condition q|m ⇒ q ∈ U . For each n we
thus obtain an upper bound

8c3(∅) x(1 + o(1))
n(log(x/n))2

∏

2<p|n

(
1− 1

p− 1

)−1

.

This gives an upper bound which summed over n becomes

6 K2
x

(log x)2

∑

n∈A
n6x3ξ

1
φ(n)

6 K3c1(E)
ξτ

(log x)1+u , (19)

where K2,K3 are absolute constants (assuming 0 6 u 6 1
4 ).

We now consider the case n > x3ξ . We need to apply an upper bound sieve
to detect that p is a prime in (18) and that n ∈ A . To do this we define a new set

G = {(nm− 2)(Π1n+ Π2) : mn− 2 6 x},

where
Π1 =

∏

p∈E
p6ξ

p, Π2 =
∏

p∈U
p6xξ

p.

Now suppose that m,n give a solution to (18). This certainly gives p|(mn− 2)⇒
p > xξ . But also, since n ∈ A , p|(Π1n + Π2) ⇒ p > xξ . We can therefore bound
the number of solutions to (18) for each m by estimating S(G, xξ,P). Write ω(d)
for the number of solutions to

(nm− 2)(Π1n+ Π2) ≡ 0 (mod d).
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Then ω(d) is a multiplicative function with

ω(p) =
{

1 if p /∈ U or p = 2,
2 if p ∈ U, p 6= 2.

We obtain an upper bound for S(G, xξ,P) from Lemma 2.1 with z = xξ, y = z2 .
This bound is

6 K4c1(E)c3(E)
x(1 + o(1))
m(ξ log x)1+u +

∑

d6y
d|P (z)

|Rd|.

To estimate the remainder term we note that |Gd| is the sum over d1d2 = d of the
number of solutions in n to the simultaneous congruences

nm− 2 ≡ 0 (mod d1)

Π1n+ Π2 ≡ 0 (mod d2).

There will always be exactly one solution to the first congruence (mod d1) (since
p|m⇒ p > xξ ), while the second congruence has a solution (mod d2) if and only
if d2 has all its prime factors from U . Hence

|Gd| =
∑

d1d2=d
p|d2⇒p∈U

( x

md
+O(1)

)
=

x

md
ω(d) +O(τ(d)).

It follows that ∑

d6y
d|P (z)

|Rd| � x2ξ log x.

Since ∑

m∈F

1
m
� u,

we eventually obtain an upper bound

6 K5uξ
−1−uc1(E)c3(E)

x(1 + o(1))
(log x)1+u .

Comparing this with (19) we should take:

ξ =
(
K5c3(E)u

K3

) 1
2

.

We then have
Y 6 K7u

τ/2c1(E)
x

(log x)1+u ,
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where K7 is bounded independently of τ and E so long as τ > 3
4 . It follows that,

for all sufficiently small u , we have, for sufficiently large x ,

S(x) >
C(E)x

(log x)2−τ ,

which completes the proof.

4. Proof of Theorem 1.1

Let w = x1−δ . We now put

D = N ∩ [x, x+ w].

We take y , the distribution level in the lower bound sieve (13), to be w/(log x)10 ,
with this also being the value for z , and ω(p) ≡ 1. A satisfactory estimation of
the remainder term in the sieve is then completely elementary. We thus get a lower
bound

S(D, z,U) >
Bc1(E)w
(log z)u

(1 + o(1)). (20)

We note that B depends on τ , but not on δ . It remains to obtain an upper bound
for Z , the number of solutions to

mp ∈ [x, x+ w], m ∈ A, p ∈ U, p > z.

Let Z∗ be the number of solutions to this with the condition p ∈ U removed.
Assuming, as we may, that δ < 5

24 , we can appeal to Huxley’s prime number
theorem [15] to obtain an asymptotic formula

Z∗ =
w(1 + o(1))

log z

∑

m6g

1
m

6 K8c1(E)δτ
w

(log x)1−τ . (21)

Here g = (x + w)/z . Comparing (20) with (21) we can find δ > 0 such that
Z 6 1

2S(D, z,U) and the proof of the first part of Theorem 1.1 is complete.
To prove the second part of Theorem 1.1 we first suppose that E contains

all sufficiently large primes ≡ a (mod q). We write χ for a character (mod q ),
η = (log x)−

3
4 , and note that for all sufficiently large x , no L -function L(s, χ) has

a zero in the region

1− 2η 6 Re s < 1, −x < Im s < x. (22)

Here we have merely noted that the standard Vinogradov zero-free region for the
Riemann zeta-function [24, p.135] holds for L(s, χ) since we are treating q as a
constant. Let ε > 0 and put

B =
[
x

1
2−2ε, x

1
2−ε
]
.



Analytic number theory on semigroups 31

We then consider numbers of the form pmn ∈ [x, x+ w] = I , say, with

p ∈ E ∩B, m ≡ a (mod q), n ∈ A ∩B.

Let
V =

∑

p∈E∩B

∑

n∈A∩B

∑

m≡a (mod q)
pmn∈I

Λ(m).

Write
P (s) =

∑

p∈E∩B

p−s, A(s) =
∑

n∈A∩B

n−s.

Then, by the truncated Perron formula [24, Lemma 3.19] we have

V =− 1
2πiφ(q)

∑

χ (mod q)

χ(a)
∫ c+iW

c−iW

L′

L
(s, χ)P (s)A(s)

(x+ w)s − xs
s

ds

+O
(
w(log x)−10) .

Here W = (x/w)(log x)20 and c = 1 + (log x)−1 . In time-honoured fashion we
move the line of integration back to Re s = d = 1 − η to pick up the main term
from the pole of L(s, χ0) at s = 1 which contributes

wA(1)P (1)
φ(q)

�ε,q w(log x)τ .

The contribution from the horizontal line segments is negligible, while on Re s = d
we have

L′

L
(s, χ)� (log x)2

by [6, Chapter 16] using (22). The integral on Re s = d is therefore

�q(log x)2w exp
(
−(log x)

1
4

)
×

×
(∫ d+iW

d−iW
|A(s)|2 |ds|

) 1
2
(∫ d+iW

d−iW
|P (s)|2 |ds|

) 1
2

.

Using the mean value theorem of Montgomery and Vaughan [20] this is

� w(log x)2
(
Wx( 1

2−ε)(1−2d)−(1−d) + x( 1
2−ε)(2−2d)−(1−d)

)
.

If we choose ε = 1
3 ( 1

2 − δ) this leads to an error

� w(log x)2 exp
(
−2ε(log x)

1
4

)
� w(log x)−10,

which is of a suitable size.
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The proof is completed by noting that the terms with m = pr contribute a
smaller order term,

Λ(m) 6 4ε log x,

and any number of the required form in I is counted �ε 1 times.

5. Proof of Theorem 1.3 and related results

The trick is to count solutions coming from only a certain subset of A designed
to satisfy the hypotheses of Lemma 2.3. To be precise, consider

p1p2m+ k = rq, (23)

with m ∈ A and p1, p2, q primes satisfying

pj ∈ E, p1 ∼ K, p2 ∼ L, q ∼ Q.

Here we take K = 2−jx
1
5 , L = 2−`x

2
5−2δ , where δ = ε/6. The values taken by j, `

are 0, 1, . . . , J , with
J = [δ log2 x]

and log2 here represents logarithm to base 2. We shall apply Lemma 2.3 with
the ε there as the present parameter δ . The bound Q < KLx−δ is then satisfied
whenever Q < x

3
5−4δ . The bound K2L3 < Qx1−δ will hold provided Q > x

3
5−5δ .

Finally the bound K4L2(K + L) < x2−δ is established independently of Q . Let
G(K,L, q) denote the number of solutions to (23) for each fixed q , and write

H(K,L) =
∑

p1∈E
p1∼K

∑

p2∈E
p2∼L

∑

m∈A
m∼x/KL

1.

We note that, with M = x/(KL), we have

H(K,L) = (1 + o(1))
1
8
τ2c2(τ)c1(E)

K

logK
L

logL
M

(logM)u
.

Then, by (16), we have

∑

q∼Q
q prime

∣∣∣∣G(K,L, q)− 1
q
H(K,L)

∣∣∣∣� x(log x)A exp
(
−1

4
(log x)

1
2

)
,

for some A . The right hand side above is then clearly � x(log x)−10 . Summing
over the possible values for K,L and Q we obtain that the number of solutions
to (23) with

x
1
5−δ 6 p1 6 x

1
5 , x

2
5−3δ 6 p2 6 x

2
5−2δ, x

3
5−5δ < q < x

3
5−4δ,

is > C(E)x(log x)τ−1 , as required.
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To prove Theorem 1.4 we simply replace (23) with p1p2p3 + k = rq and use
(6) to give a lower bound on the numbers being counted.

Finally, to prove Theorem 1.5 we replace (23) with m1m2m3 +k = rq where
now

p|mj ⇒ exp
(

(log x)
1
2

)
< p 6 exp

(
(logw)

1
2 +ε
)

(24)

with w = x
1
2 . This immediately gives P (m1m2m3) < g(w, ε) for all large x , of

course. Since m1m2m3 > w we can safely conclude that P (m) < g(m, ε) with
m = m1m2m3 . For a satisfactory completion of the proof we need the following
result.

Lemma 5.1. Let Θ(x, y, z) denote the number of integers from x to 2x , all of
whose prime factors are in the range z 6 p 6 y . Then, writing u = (log x)/(log y) ,
and assuming that (log 2u)(log z) 6 log y we have

Θ(x, y, z) =
e−γ(1 + o(1))

log z
Ψ(x, y), (25)

where Ψ(x, y) denotes the number of integers from x to 2x all of whose prime
factors are 6 y . Moreover, if

y = exp ((log x)α) ,

with 0 < α < 1 , then

Ψ(x, y) = x exp
(
−(log x)1−α+o(1)

)
(26)

Proof. See [14] and [23]. Here we have changed the standard notation slightly to
count integers from x to 2x rather than the usual 1 to x . This makes no difference
to the estimates for the parameters in the ranges we require.

To finish the proof, given ε > 0 we replace ε by δ = ε/6 as above in the proof
of Lemma 2.3. The coefficients in that lemma now are the characteristic functions
of the set of integers satisfying (24). In that lemma we can therefore take

z = exp
(

(log x)
1
2

)
.

The reader can quickly verify that all the conditions are then satisfied to complete
the proof. That is, we save a factor z−

1
4 (log x)A by Lemma 2.3, while the number

of integers counted is
� x exp

(
−(log x)

1
2−ε+o(1)

)

by Lemma 5.1, which is of a larger order than xz−
1
4 (log x)A .

6. A different approach to a Theorem 1.3 type problem

Here we prove a weaker version of Theorem 1.3. For this we do not need the deep
results of [5]. The proof is based on the large sieve inequality and other elementary
sieve results. Note that we do not need to use the Siegel-Walfisz theorem.
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Theorem 6.1. Suppose that (3) holds for some τ > 0 . Let k be a non-zero integer.
Then there exists ξ(τ) > 1

2 , C(E) > 0 such that there are > C(E)x(log x)τ−1

solutions to
m ∈ A, m+ k = rp 6 x, p > xξ.

The major problem we encounter in adapting previous work on large prime
factors of shifted sets is that we cannot prove a Bombieri-Vinogradov theorem for
A . To circumvent this difficulty we work instead with

A′ = {rq : q ∈ E, r ∈ A, x
2
3 < q < x

3
4 ,

1
2
x 6 rq 6 x}.

The exponents 2
3 ,

3
4 are two arbitrary values strictly between 1

2 and 1. Of course
m ∈ A′ ⇒ m ∈ A , and m could be counted only once in A′ . Also

|A′| � |A(x)|.
We go back to an old idea of Chebychev that has been used to great effect in
finding numbers with a large prime factor in certain sequences. See, in particular,
[12], which has certain features in common with our approach. We have

∑

m∈A′

∑

p|(m+k)

log p =
∑

m∈A′

∑

t|(m+k)

Λ(t) +O


 ∑

m∈A′

∑

pr|(m+k),r>1

log p




=
∑

m∈A′

∑

t|(m+k)

Λ(t) +O(x)

=
∑

m∈A′
log(m+ k) +O(x)

= |A′| log x+O(x).

Since |A′| �τ c1(E)x(log x)τ−1 , we have
∑

m∈A′

∑

p|(m+k)

log p > (1− ε)|A′| log x

for any ε > 0 for all sufficiently large x . It now only remains to show that for
some ξ > 1

2 we have
∑

p6xξ
log p

∑

m∈A′
m≡−k (mod p)

1 < (1− ε)|A′|.

Let E = (log x)10, η = E−1 . We initially consider

S1 =
∑

E<p<x
1
2 η

log p
∑

m∈A′
m≡−2 (mod p)

1.

To deal with this sum we first establish the following Bombieri-Vinogradov type
theorem for A′ .
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Lemma 6.2. With the above notation we have

∑

E<p<x
1
2 η

∣∣∣∣∣∣∣∣

∑

m∈A′
m≡−k (mod p)

1− |A
′|

p− 1

∣∣∣∣∣∣∣∣
� x(log x)−5. (27)

Proof. We go back to Vaughan’s elementary proof of the Bombieri-Vinogradov
theorem [25]. The crucial fact is that we have forced A′ to be a Type II sum of the
correct shape for (27) to follow. Indeed, (27) is an almost immediate consequence
of the large sieve inequality for character sums expressed as (see [6, p.164])

∑

q6Q

q

φ(q)

∑

χ primitive (mod q)

∣∣∣∣∣∣
∑

`6L
a`χ(`)

∣∣∣∣∣∣

2

� (N +Q2)
∑

`6L
|a`|2.

Of course, all the non-principal characters are primitive in our application since
we are dealing with prime moduli only.

It follows from (27) that

S1 6 O
(
x(log x)−5)+ |A′|

∑

E<p<x
1
2 η

log p
p− 1

=
1
2
|A′|(log x+O(log log x)).

Let S2, S3 denote the remaining sums from p 6 E and x
1
2 η 6 p 6 xξ

respectively. We need to bound the number of solutions to

rq ≡ −k (mod p), x
2
3 < q < x

3
4 ,

1
2
x 6 rq 6 x

for each fixed r ∈ A and each fixed p . Here we discard the condition q ∈ E and
so we can then appeal to the well-known Brun-Titchmarsh inequality in the form
given by Montgomery and Vaughan [19] (since we are not aiming to get the best
possible result here one could use earlier forms). We thus obtain an upper bound

6 2x
r(p− 1) log(x/(2rp))

.

We then have

S2 6
∑

p6E
log p

∑

r∈A
1
2x

1
4<r<x

1
3

2x
r(p− 1) log(x/(2rp))

� x(logE)(log x)τ−1 = o
(|A′| log x

)
.

We can therefore neglect this error.
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The bound for S3 sets the maximum permissible value for ξ . We have

S3 6
∑

x
1
2 η<p6xξ

log p
∑

r∈A
1
2x

1
4<r<x

1
3

2x
r(p− 1) log(x/(2rp))

6 (ξ − 1
2

)c′(τ)c1(E)x(log x)τ ,

for all large x , where c′(τ) > 0. By choosing ξ sufficiently close to 1
2 we can

ensure that this is < (1
2 − ε)|A′| log x and the proof is complete.

7. Proof of Lemma 2.3

In the following we shall assume for simplicity that

z = exp
(

(log x)
1
2

)
.

Let
βn =

∑

k`=n

κkλ`, Q = {q ∼ Q : p|q ⇒ p > z}.

Let ρ(n) be the characteristic function of the set Q . Then, if n ∼ Q we write

ρ(n) = ρ1(n) + ρ2(n), (28)

where
ρ1(n) =

∑

d|n
d|P (z)
d6D

µ(d) (29)

and
D = x

1
2 ε, P (z) =

∏
p<z

p.

By Fundamental Lemma type results (see, for example, [13, p. 71]) we obtain

|ρ2(n)| 6
∑

d|n
d|P (z)

D6d6Dz

1 = ρ3(n), say,

and ∑

q∼Q
ρ3(q)� Q exp

(
− ε

10
(log x)

1
2 (log log x)

)
. (30)

Clearly ∑

q∼Q
q prime

∆(q) 6
∑
q

ρ(q)∆(q) = S(Q), say.
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The first move in [5] is an application of Cauchy’s inequality to yield (see
(4.3) there)

S2(Q) 6 M2QS(M,N ;Q),

with

S(M,N ;Q) =
∑

m∼M

∑

(q,tm)=1

ρ(q)





∑

n≡tm (mod q)

βn − 1
φ(q)

∑

(n,q)=1

βn





2

.

The authors then introduce a smooth weight function f(m) to obtain an upper
bound to S(M,N ;Q). At this stage we replace ρ(q) by ρ1(q). This introduces an
additonal error which is of a satisfactory size in view of (30). We now follow [5] in
squaring out the resulting expression to obtain S1 − 2S2 + S3 (see [5, (4.8)]). The
required estimate is then established by proving that all the Sj are equal up to
an acceptable error O(E). In our case we need to take

E =
xN(log x)A

Qz
1
2

.

Here N is of magnitude KL and so satisfies Qxε 6 N 6 x
3
5 by the hypotheses

of Lemma 2.3.
In Section 5 of [5] S3 is evaluated. In our modified situation their argument

gives
S3 = f̂(0)X +O(E),

with

X =
∑

(q,t)=1

ρ1(q)
1

qφ(q)


 ∑

(n,q)=1

βn




2

.

In Section 6 of [5] they evaluate S2 via a well-known estimate for the incom-
plete Kloosterman sum. In their argument q is the variable in the Kloosterman
sum so they require it to run over consecutive integers with no weight attached.
In our context

S2 =
∑
n1

∑
n2

βn1βn2

∑

(q,tn1n2)=1

ρ1(q)
φ(q)

∑

m≡tn1 (mod q)

f(m)

=
∑

d|P (z)
d6D

µ(d)
∑

(n1,d)=1

∑

(n2,d)=1

βn1βn2

∑

qd∼Q
(q,tn1n2)=1

1
φ(qd)

∑

m≡tn1 (mod qd)

f(m).

The rest of the argument in that section of [5] can be executed in a satisfactory
manner since the addition of the variable d into the argument makes little diffe-
rence as there is plenty of headroom at this point (in their work they only assume
N 6 x

2
3−ε at this stage).
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Sections 7 – 10 of [5] deal with S1 . In Section 7 our hypothesis (15) is required
to dismiss the case (n1, n2) > 1 in a satisfactory manner (see the first paragraph
on page 375). Nothing else in this section is altered for our proof: the proof has
been reduced to estimating two terms X and R1 .

Section 8 is the next part of the argument that requires some work to be
adapted to our situation. We have, from (7.2) of [5], that

X =
∑

(q,t)=1

ρ1(q)
q

∑

(n1,n2)=1
n1≡n2 (mod q)

(n1n2,q)=1

βn1βn2 .

We now replace ρ1(q) by ρ(q) at the expense of an acceptably small error using
(30) again. In this way we can show that X = X plus a suitable error from another
switch from ρ to ρ1 plus an error X1 corresponding to the term with the same
nomenclature in [5, §8]. We note that the estimation of X1 in [5] is the only point
where the Siegel-Walfisz hypothesis is used, and this is to furnish an analogue of the
Barban-Davenport-Halberstam theorem. However, the Siegel-Walfisz hypothesis is
only needed for those q with small divisors, and so we can take the method of
[6, Chapter 9] for q without small divisors (and this is where we need q ∈ Q) to
obtain the required bound. To be precise, we follow the argument of [6, Chapter
9] down to the choice of Q1 on page 171, where we can pick Q1 = z . We have
switched back to ρ(q) to ensure that no q counted has a smaller divisor than z ,
and so the final part of the argument of [6, Chapter 9] is then redundant. By this
stage of the argument Cauchy’s inequality has been applied twice, which is why
our saving is z

1
4 and not z .

Finally, in section 9 of [5] where R1 is discussed, we make use of (29) much
as we did for the section 6 argument. There is little headroom in this part of the
argument, and that is why we have taken D to be xε/2 . The extra summation
over d introduced in this way does not then greatly perturb the argument which
can subsequently be pushed to a satisfactory conclusion.
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