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REMARKS ON THE GENERALIZED LINDELÖF HYPOTHESIS

J. Brian Conrey & Amit Ghosh

Abstract: Within the study of arithmetical Dirichlet series, those that have a functional equ-
ation and Euler product are of particular interest. In 1989 Selberg described a class S of Dirichlet
series through a set of four axioms which possibly contain all of these interesting Dirichlet series
and made a number of interesting conjectures. In particular, he conjectured the Riemann Hypo-
thesis for this class. We prove that one consequence of the Riemann Hypothesis for functions in
S is the generalized Lindelöf Hypothesis. Moreover, we give an example of a function D which
satisfies the first three of Selberg’s axioms but fails the Lindelöf Hypothesis in the Q aspect.
Keywords: Selberg’s class, Riemann Hypothesis, Lindelöf Hypothesis.

Within the study of arithmetical Dirichlet series, those that have a func-
tional equation and Euler product of a type resembling that of the Riemann
zeta-function, or of the Dirichlet L-functions for primitive Dirichlet characters, or
of the L-functions associated with cusp forms that are eigenfunctions of the Hecke
operators are of particular interest. Selberg [3] has described a class of Dirichlet
series through a set of four axioms which possibly contain all of these interesting
Dirichlet series. We recall his axioms for a series

F (s) =
∞∑
n=1

an
ns
.

1. Analyticity: (s − 1)mF (s) is entire of finite order for some non-negative inte-
ger m . 2. Ramanujan Bound: For any ε > 0, an �ε n

ε. 3. Functional Equation:
There exist ε ∈ C with |ε| = 1, Q > 0, w1, . . . , wj > 0, µ1, . . . , µk ∈ C with
<µj > 0 for each j , such that

εQs
k∏

j=1

Γ(wjs+ µj)F (s) = Φ(s) = Φ(1− s).
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4. Euler Product: a1 = 1, and there exists θ < 1/2 such that if

logF (s) =
∞∑
n=1

bn
ns
,

then bn = 0 unless n is a prime power, and bn � nθ . Selberg has made a number
of interesting conjectures about the elements of this class, which we call the Selberg
class S . In particular, he has conjectured the Riemann Hypothesis for this class,
that is, that all of the non-trivial zeros of any element of S have real part equal to
1/2. (See the paper of Conrey and Ghosh [1] for further comments on the Selberg
class.) It is interesting to study Dirichlet series which are not in S , but which
satisfy some of the axioms of S , and to see to what extent they obey or disobey
some of Selberg’s conjectures. One consequence of the Riemann Hypothesis for the
functions in S is the generalized Lindelöf Hypothesis.

Theorem 1. Suppose that F ∈ S is entire and F satisfies the Riemann Hypo-
thesis. Suppose further that wj = 1/2 for each j and that the Euler product
condition is changed to the stronger condition:

F (s) =
∏
p

k∏

j=1

(1− αp,j/p−s)−1

where for all p and j , either |αp,j | = 1 or αp,j = 0 . (The first condition can be
expressed as F ∈ S∗ in the notation of [1] while the second condition is believed
to hold for functions of degree k in this class. Then, for any ε > 0 , there exists a
constant c = c(ε, k) such that

(LH) |F (1/2 + it)| 6 c


Q(1 + |t|)k/2

k∏

j=1

(1 + |µj |)

ε.

Proof. We follow Littlewood’s proof that RH implies LH in the case of the Rie-
mann zeta-function (see Titchmarsh [4].) The idea is to use the Phragmen- Lindelöf
Theorem to get a bound for F in the critical strip from bounds for F on the edge.
This gives a bound for log |F (s)| for σ > 1/2. Then by the Borel-Carathéodory
Theorem we can give a bound for | logF (s)| for σ > 1/2. Then, by the Hadamard
Three-Circles Theorem, we can deduce bounds for logF (s) for σ > 1/2. This gives
the bound of the Theorem for σ > 1/2. Then, by the Phragmen-Lindelöf Theorem
again we get the desired bound on the 1/2-line (and throughout the critical strip).
Proceeding to details, we need bounds for F on the edges of the critical strip. We
begin with a lemma.

Lemma. If −1/2 6 σ 6 1/2 , then
∣∣∣∣∣
Γ
(

1−s
2 + µ

)

Γ
(
s
2 + µ

)
∣∣∣∣∣ 6

{∣∣ s
2 + µ

∣∣ 1
2−σ if κ > 1

4∣∣ s+1
2 − µ

∣∣ 1
2−σ if 0 6 κ 6 1

4

where µ = κ+ iλ .
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Proof. We use the generalized Phragmen-Lindelöf Theorem in the form that ap-
pears in Rademacher’s book [2]. To this end, let

f(s) =
Γ
(

1−s
2 + µ

)

Γ
(
s
2 + µ

) .

Then
|f(1/2 + it)| = 1

and

|f(−1/2 + it)| =
∣∣∣∣∣

Γ
(

3
4 + κ+ i(λ+ t

2 )
)

Γ
(− 1

4 + κ+ i(λ+ t
2 )
)
∣∣∣∣∣ =

∣∣∣∣κ−
1
4

+ i(λ+
t

2
)
∣∣∣∣

=
{ ∣∣ s

2 + µ
∣∣ if κ > 1

4∣∣ s+1
2 − µ

∣∣ if 0 6 κ 6 1
4

Now the hypotheses of the generalized Phragmen-Lindelöf Theorem are satisfied,
and the lemma follows.

Now the Euler product hypothesis implies that |an| 6 dk(n), the k -fold
divisor function. Therefore,

|F (1 + η + it)| 6
∞∑
n=1

dk(n)
n1+η = ζ(1 + η)k

for any η > 0. By the functional equation and the lemma, we see that

|F (−η + it)| 6 Q1+2η
∏

κj6 1
4

∣∣∣∣
1− η + it

2
− µj

∣∣∣∣
1
2 +η ∏

κj>
1
4

∣∣∣∣
−η + it

2
+ µj

∣∣∣∣
1
2 +η

ζ(1 + η)k

for 0 < η < 1/2. Now we apply a generalization (to a product of terms which have
the shape |Q+s|α in Rademacher’s notation) of the generalized Phragmen-Lindelöf
Theorem to F to obtain

|F (σ + it)

6 ζ(1 + η)kQ1+η−σ ∏

κj6 1
4

∣∣∣∣
σ + 1 + it

2
− µj

∣∣∣∣
1+η−σ

2 ∏

κj>
1
4

∣∣∣∣
σ + it

2
− µj

∣∣∣∣
1+η−σ

2

for −η 6 σ 6 1 + η . Taking the logarithm of both sides of this inequality, we find
that log |F (σ + it)| is

6 k log ζ(1+η)+
1 + η − σ

2


2 logQ+

∑

κj6 1
4

log
∣∣∣∣
s+ 1

2
− µj

∣∣∣∣+
∑

κj>
1
4

log
∣∣∣s
2

+ µj

∣∣∣

 .



74 J. Brian Conrey & Amit Ghosh

Now take σ = 1/2 + η/2. After some simplification we have

log |F ((1 + η)/2 + it)| 6 k log ζ(1 + η) + logQ+ k log(1 + |t|) + log Λ

where

Λ =
k∏

j=1

(1 + |µj |).

(We have used η < 1/2 and (1+ |a|+ |b|) 6 (1+ |a|)(1+ |b|) to obtain this simpler
form.) Now we apply the Borel-Carathéodory Lemma to bound | logF | . We use it
on the circles centered at 2 + it with radii R = 3/2− η/2 and r = 3/2− η . The
Lemma asserts that

M 6 2r
R− rA+

R+ r

R− r | logF (2 + it)|

where M is the maximum of | logF | on the smaller circle and A is the max of
log |F | on the big circle, which is given by the above. Note that for σ > 1,

| logF (s)| =
∣∣∣∣∣∣
−
∑
p

k∑

j=1

log(1− αp,jp−s)
∣∣∣∣∣∣

=

∣∣∣∣∣∣
∑
p

k∑

j=1

∞∑
n=1

αnp,j
pns

∣∣∣∣∣∣

6
∑
p

k∑

j=1

∞∑
n=1

1
pnσ

= k log ζ(σ).

Also, 2r/(R−r) 6 6/η and (R+r)/(R−r) 6 6/η . Thus, for any positive η < 1/2,

| logF (1/2 + η + it)| 6 6
η

(2k log ζ(1 + η) + logQ+ k log(1 + |t|) + log Λ) .

Now we apply the Hadamard Three-Circles Theorem to logF on the circles cen-
tered at σ1 + it which pass through 1 + η + it , σ + it , and 1/2 + η + it . These
have radii r1 = σ1 − 1 − η , r2 = σ1 − σ , and r3 = σ1 − 1

2 − η , respectively. Let
M1 , M2 , and M3 be the maxima of logF on these three circles, respectively. The
Theorem then asserts that

M2 6 M1−a
1 Ma

3

where

a =
log r2

r1

log r3
r1

.

Here σ1 will be fairly large,
σ1 = log logD
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where
D = max{Q,Λ, (1 + |t|)k}.

We obtain M1 6 k log ζ(1 + η) and

M3 6 | logF (1/2 + η + it)|
6 6
η

(2k log ζ(1 + η) + logQ+ k log(1 + |t|+ σ1) + log Λ) .

For a we have

a =
log(1 + x)
log(1 + y)

where x = (1 + η − σ)/(σ1 − 1− η) and y = (1/2)/(σ1 − 1− η). It is not difficult
to show that for 0 6 x 6 y ,

log(1 + x)
log(1 + y)

6 x

y
+ y.

Therefore,

a 6 2 + 2η − 2σ +
1
σ1

and
M2 6 M1−a

1 Ma
3 6 M1M

a
3

6 k log ζ(1 + η)
(

6
η

(2k log ζ(1 + η) + 4 logD)
)2+2η−2σ+1/ log logD

.

We take η = 1/σ1 . Then we have

logF (σ + it)�k log logD(logD)2−2σ

for 1/2 + 1
log logD 6 σ 6 1. It follows that for any ε > 0,

F (σ + it)�ε,k D
ε.

Then by the Phragmen-Lindelöf Theorem,

F (1/2 + it)�k,ε D
ε

for any ε > 0.

It is clear that finite linear combinations of elements of S which satisfy
the Riemann Hypothesis will also satisfy the Lindelöf Hypothesis. In fact, it is
thought by some people that the Lindelöf Hypothesis would be very difficult to
prove without using the Riemann Hypothesis. We give an example of a function D
which satisfies the first three of Selberg’s axioms but fails the Lindelöf Hypothesis
in the Q aspect rather badly. In fact, the bound for D(1/2 + it) which follows
from the trivial bound for σ > 1, the functional equation, and convexity turns out
to be the correct bound. For a prime number q let

D(s) =
∞∑
n=1

d(n) cos(2πn/q)
ns

where d(.) is the divisor function.
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Theorem 2. With D(s) as above, (s− 1)2D(s) is entire. Moreover,
( q
π

)s
Γ
(s

2

)2
D(s) = Φ(s) = Φ(1− s).

Also, for s = 1/2 + it and prime q ,

D(s)

=
2q1−sX(s)

φ(q)




∑

χ 6=χ0
χ(−1)=+1

|L(s, χ)|2 +
(
φ(q)− 1

2

q1−s +
2− φ(q)

2q
− 1
q1+s

)
|ζ(s)|2




where X(s) = 2(2π)1−sΓ(1− s) sin πs
2 .

Corollary 1. As q →∞ through primes,

D(1/2) ∼ 2π(1 + i)
√
q log q.

Corollary 2. For any fixed t ,

D(1/2 + it)� q1/2 log q

for large prime q .

Corollary 3. If q is prime and s = 1/2+ it , then D(s) = 0 implies that ζ(s) = 0
and L(s, χ) = 0 for all χ mod q with χ(−1) = +1 or that t = 2πn

log q for some
integer n .

Proof of Theorem 2. The analytic continuation and functional equation are
simple consequences of Estermann’s study of

D(s, h/k) =
∞∑
n=1

d(n)e(nh/k)
ns

.

Estermann proved that if (h, k) = 1 then D has a double pole at s = 1 and is
analytic everywhere else in the s -plane. Moreover,

D(s, h/k) = 2G(s)2k1−2s(cosπsD(1− s− h/k)−D(1− s, h/k)

where
G(s) = −i(2π)s−1Γ(1− s).

Therefore,

D(s)

=
1
2

(D(s,
1
q

) +D(s,−1
q

)) = G(s)2q1−2s(cosπs− 1)(D(1− s, 1
q

) +D(1− s,−1
q

))

= q1−2s(2(2π)s−1Γ(1− s) sin
πs

2
)2D(1− s)

= q1−2sX(s)2D(1− s)
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where X(s) is the usual factor in the functional equation for the Riemann zeta
function ζ(s), i.e.

ζ(s) = X(s)ζ(1− s).
But the symmetric form of this functional equation for ζ is given by

π−s/2Γ(s/2)ζ(s) = Φ(s) = Φ(1− s).

Now suppose that q is prime. If (q, n) = 1, then

e(n/q) =
1

φ(q)

∑

χ mod q

τ(χ)χ(n)

where

τ(χ) =
q∑
a=1

χ(a)e(a/q)

is the Gauss sum associated with the character χ . Therefore, for σ > 1,

D(s, 1/q) =
1

φ(q)

∑

χ mod q

τ(χ)L(s, χ) +
∞∑
n=1

d(nq)
(nq)s

.

Next we note that for prime q ,

∞∑
n=1

d(nq)
(nq)s

=
2− q−s
qs

ζ(s)2

(see Titchmarsh [4], equation (1.4.2), for example). For the principal character χ0

we have
L(s, χ0)2 = (1− q−s)2ζ(s)2

and τ(χ0) = µ(q) = −1. For χ 6= χ0 , we apply the functional equation

L(s, χ) = τ(χ)q−sG(s)(eπis/2 − χ(−1)e−πis/2)L(1− s, χ)

to one of the L(s, χ). Using the relation

τ(χ)τ(χ) = χ(−1)q

we obtain

D(s, 1/q)

= G(s)

(
q1−s

φ(q)

∑

χ 6=χ0

(χ(−1)eπis/2 − e−πis/2)L(s, χ)L(1− s, χ)

+ (eπis/2 − e−πis/2)
(

2− q−s
qs

− (1− q−s)2

φ(q)

)
ζ(s)ζ(1− s)

)
.
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Note that if s = 1/2+ it , then L(s, χ)L(1−s, χ) = |L(s, χ)|2 . Combining this for-
mula with a similar one for D(s,−1/q), we obtain the last statement of Theorem 2.

The corollaries are all straightforward.
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