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ON-/OFF-STATE DESIGN OF SEMICONDUCTOR DOPING
PROFILES∗

MARTIN BURGER† , RENÉ PINNAU‡ , AND MARIE-THERESE WOLFRAM§

Abstract. We consider the multi-objective optimal dopant profiling of semiconductor devices.
The two objectives are to gain a higher on-state current while the off-state current is kept small. This
design question is treated as a constrained optimization problem, where the constraints are given
by the stationary drift-diffusion model for the on-state and the linearized drift-diffusion model for
the off-state. Using the doping profile as a state variable and the electrostatic potential as the new
design variable, we obtain a simpler optimization problem, whose Karush-Kuhn-Tucker conditions
partially decouple. Based on this observation we can construct a very efficient iterative optimization
algorithm, which avoids solving the fully coupled drift-diffusion system. Due to the simple structure of
the adjoint equations, this algorithm can be easily included into existing semiconductor simulation
tools. The efficiency and success of this multi-objective design approach is underlined by various
numerical examples.
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1. Introduction

Optimal design problems for semiconductor devices are receiving growing atten-
tion in modern microelectronics, and due to the ongoing advances in miniaturization,
mathematical optimization methods play an increasingly important role (cf. e.g.
[20, 23, 24, 25, 6, 12, 13]). The major goal of optimal semiconductor design is to
improve the device characteristics, in particular, current flows over some contact by
designing a suitable device doping profile (representing the density of ion impurities
within the material). In mathematical terms, this leads (at the coarsest level of device
models) to a distributed optimal control problem for a system of partial differential
equations, the so-called drift-diffusion system, in which the doping profile enters as
a source term. The mathematical analysis and the construction of numerical opti-
mization algorithms for the on-state design based on the drift-diffusion model has
been thoroughly studied [12, 13, 6, 15, 14, 4]. Recently, even extensions to the the
energy-transport model have become available [8, 9, 10].

The aim of this paper is the numerical solution of optimal design problems which
involve on- and off-states, i.e., a state with large applied voltage (on-state) and a sec-
ond at equilibrium with possible voltage fluctuations (off-state) [25, 23]. The typical
design goal in such cases is to maximize the on-state current while keeping the off-
state current (which can actually be a leakage current) small. By achieving this design
goal, the practical performance of the device can be improved without increasing the
losses when the device is switched off.

In the mathematical literature, there exist two different approaches to optimal
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dopant profiling, which differ in the respective choice of the design variable. Either
the doping profile is directly used (cf. [15, 4, 28] and the references therein), or one
uses the total charge density (cf. [6, 8] and the references therein). Here, we will
follow the second choice and extend the fast Gummel iteration for the on-state design
presented in [6, 7] to the multi-objective on-/off-state design. The algorithm relies on
a convex combination of the two design goals followed by the iterative solution of the
respective optimality system. This yields a fast numerical method which avoids the
computation of Pareto sets (see e.g. [21] for a survey on mathematical approaches to
multiobjective optimization)

The paper is organized as follows. In the remainder of this section we introduce
the underlying model equations for the optimal on-/off-state design of the doping
profile, which is given by the stationary drift-diffusion model. The optimization prob-
lem is introduced and analyzed in section 2. In particular, we suggest a linearized
treatment of the off-state and we prove the existence of a minimizer and derive the
first-order optimality system. A fast iterative procedure generalizing the classical
Gummel iteration for the forward problem is introduced in section 3. In section 4,
we present numerical results for the on-/off-state design of different semiconductor
devices. Concluding remarks are given in section 5.

1.1. The drift-diffusion model. The stationary drift-diffusion system in
physical variables consists of nonlinear elliptic equations for the electrostatic potential
V , the electron density n, and the hole density p [17, 18]:

div(ǫs∇V )= q(n−p−C) in Ω,

div(Dn∇n−µnn∇V )=0 in Ω,

div(Dp∇p+µpp∇V )=0 in Ω,

where ǫs denotes the semiconductor permittivity, q the elementary charge, µn and µp

are the electron and hole mobilities, and Dn and Dp are the electron and hole diffusion
coefficients, respectively. This is system is supplemented by a homogeneous Neumann
boundary condition on a part of the boundary ∂ΩN , modeling the insulating parts
of the boundary, and Dirichlet conditions on the remaining part, which models the
Ohmic contacts of the device:

V (x)=VD(x)=U(x)+Vbi(x)=U(x)+UT ln

(

nD(x)

ni

)

on ∂ΩD,

n(x)=nD(x)=
1

2

(

C(x)+
√

C(x)2 +4n2
i

)

on ∂ΩD,

p(x)=pD(x)=
1

2

(

−C(x)+
√

C(x)2 +4n2
i

)

on ∂ΩD.

Here ni is the intrinsic density, UT the thermal voltage, and U is the applied biasing
voltage.

Under usual conditions, the mobilities and diffusion coefficients are related by
Einstein’s relation, i.e., Dn/p =µn/pUT . which enables the transformation into the
so-called Slotboom variables [22] defined by

n=nie
V/UT u, p=nie

−V/UT v. (1.1)

The assumptions that ǫs and q are constant allows for the choice of an appropriate
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scaling, yielding the system

λ2∆V = δ2(eV u−e−V v)−C in Ω, (1.2a)

div
(

µneV ∇u
)

=0 in Ω, (1.2b)

div
(

µpe
−V ∇v

)

=0 in Ω, (1.2c)

where λ2 =(ǫsUT )/(qCmaxL2) is the scaled Debye length of the device (for details
see, e.g., [18]) and δ2 = ni

Cmax
. For brevity we shall use a scaling such that δ =1

in the subsequent presentation. For simplicity we shall use the Dirichlet boundary
conditions, which can be written as

V =VD =U +Vbi on ∂ΩD, (1.2d)

u=uD on ∂ΩD, (1.2e)

v =vD on ∂ΩD, (1.2f)

where uD and vD are the transformations of nD and vD under (1.1). On the remaining
part ∂ΩN =∂Ω\∂ΩD, the homogeneous Neumann conditions can be formulated on
Jn and Jp, where Jn and Jp are the electron and hole current densities, which are
related to the Slotboom variables by

Jn =µneV ∇u, Jp =−µpe
−V ∇v. (1.2g)

Hence, we have

∂V

∂ν
=0 on ∂ΩN , (1.2h)

∂u

∂ν
=0 on ∂ΩN , (1.2i)

∂v

∂ν
=0 on ∂ΩN . (1.2j)

Throughout the whole paper, we shall assume that all Dirichlet boundary values VD,
uD, and vD, are bounded in H

1

2 (Ω)∩L∞(Ω), which is the basis for an existence proof
of the drift-diffusion system in (H1(Ω)∩L∞(Ω))3 [18]. For notational simplicity we
further assume that µn =µp =1.

2. The optimal design problem
The design problem under investigation involves the on-state and the off-state

of the device, i.e., we encounter a typical problem of multi-objective optimization.
In general, one is interested in an increased on-state current while the off-state cur-
rent is kept as small as possible. This allows for a better device performance in the
on-state without increasing the so-called leakage-current in the off-state. Our op-
timization approach is essentially based on a combined least-squares formulation of
both optimization goals.

One objective of the optimization, the on-state current flow over a contact Γ, is
given by

I =

∫

Γ

Jdν =

∫

Γ

(Jn +Jp)dν, (2.1)

where Jn and Jp are computed from the drift-diffusion model (1.2) for a specific
onstate biasing voltage U =Uon.
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Since the off-state is in general a fluctuation near the thermal equilibrium state
(given for U =0, where no current flows) and is not exactly known, we do not prescribe
a specific offstate voltage Uoff . Instead we intend to minimize the slope of the current
voltage characteristics (IVC), i.e., we try to keep

K :=
dI

dU
(0)

small, which actually suffices to guarantee small leakage currents. We shall see below
that K can be easily calculated from the linearized drift-diffusion model. This leads
finally to the minimization of an objective functional of the form

Q(I,K)=Q1(I)+ωQ2(K), (2.2)

where I and K are defined via PDE constraints. Here, ω is a nonnegative weighting
parameter, which allows for the adjustment of the two design goals.

2.1. On-state and off-state. The on-state is clearly given by a solution of
(1.2) for U =Uon in (1.2d), from which we can directly compute I.

To compute the current slope K, we use a linearization around the thermal equi-
librium state (u0,v0,V0), which is given by u0 =v0≡1 and

λ2∆V0 =eV0 −e−V0 −C in Ω, (2.3a)

V0 =Vbi on ∂ΩD, (2.3b)

∂V0

∂ν
=0 on ∂ΩN . (2.3c)

Remark 2.1. For an analytical discussion of the linearized drift-diffusion model
we refer to [17, 18] and the references therein. Note, that the nonlinear Poisson-
Boltzmann equation allows for a unique weak solution.

Then, K is calculated via

K =Kn +Kp, Kn =eV0∇u1, Kp =−e−V0∇v1, (2.4)

where u1 and v1 are defined as the solutions of the carrier continuity equations

div
(

eV0∇u1

)

=0 in Ω, (2.5a)

div
(

e−V0∇v1

)

=0 in Ω, (2.5b)

with boundary conditions

u1 =−h, v1 =h on ∂ΩD (2.5c)

and

∂u1

∂ν
=0,

∂v1

∂ν
=0 on ∂ΩN . (2.5d)

Remark 2.2. Note that the system for the off-state fully decouples, which is one of the
main ingredients for the construction of the upcoming iterative solution procedure.
This is an effect of the special choice of the Slotboom variables. For the standard
drift-diffusion model in the variables (n,p,V ) one would get a fully coupled system
instead.
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2.2. Design goal and stabilization. Typically, one is interested in an
increase of the on-state outflow current I. This can be achieved by minimizing either

Q1(I)=−I

or

Q1(I)=
1

2
|I−I∗|2, (2.6)

where I∗ is some desired outflow current [4].
The easiest way to keep the off-state current small is to minimize

Q2(K)=
1

2
K2. (2.7)

The standard design variable is the doping profile C. The adjoint approach used in
[13] yields satisfying results at moderate numerical costs. There, the optimization of
the on-state current is done by a minimization of a functional of the form

Qβ(C) :=Q(n(C),p(C),V (C))+
β

2
‖C−C∗‖2→min

C
, (2.8)

where C∗ is a given doping profile.
A different approach for the on-state design was introduced in [6] and recently

analytically investigated in [7]. There, the interpretations of control and state were
exchanged between doping profile C and the potential V . Hence, the potential V is
used as the new design variable and the Poisson Equation (1.2a) is interpreted as a
state equation for the doping profile C.

In the following, we generalize this approach to our multi-objective design prob-
lem. Again, we introduce a new penalty term dependent on V −V ∗ rather than on
C−C∗. For the initial guess V ∗ we use the one obtained from the solution of the
on-state drift-diffusion system (1.2) with doping profile C∗. Since the Laplacian of
V −V ∗ is needed for the evaluation of C−C∗, it seems natural to use a penalty term
dependent on the rescaled charge density

W :=∆(V −V ∗), (2.9)

i.e., we intend to minimize the functional

Qǫ(I,K,W ) :=Q(I,K)+
ǫ

2

∫

Ω

|W (x)|2 dx (2.10)

subject to (2.9), the on-state drift-diffusion system (1.2), and the off-state system
(2.5). In order to ensure that C does not change its boundary values, W must
satisfy homogeneous boundary conditions on ∂ΩD, and on the remaining boundary
we may use any homogeneous boundary condition. For simplicity we will carry out
our analysis for

W =0 on ∂Ω. (2.11)

Analogous treatment is possible for homogeneous Neumann conditions ∂W
∂ν =0 on

∂ΩN . The Neumann condition can be favorable with respect to implementation,
since, as we shall see below, this will yield a Poisson equation for W with the same
type of boundary conditions as for V , hence the same solver can be used.
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Remark 2.3. The numerical results in [13, 6] show that the increase of the on-state
current goes in general hand-in-hand with an increase of the off-state current. This
is due to the fact that the higher on-state current is achieved by a larger doping con-
centration, resulting in more free carriers in the device. But this leads directly to an
increase of the leakage current. Thus, a multi-objective design approach seems neces-
sary. Note that our two design goals are competitive, which increases the numerical
difficulties significantly.

2.3. Existence of a minimizer. In the following we analytically investigate
the optimization problem

Qǫ(I,K,W )→ min
(u,v,u1,v1,V,V0,W )∈Dad

, (2.12)

with the admissible domain

Dad :={(u,v,u1,v1,V,V0,W )∈H1(Ω)4×(H1(Ω)∩L∞(Ω))2×L2(Ω)

satisfying (1.2b)-(1.2j), (2.5), (2.3), (2.9) }.

Theorem 2.4. (Existence) Let ǫ>0 be given. Then there exists a minimizer

(u,v,u1,v1,V ,V 0,W )∈H1(Ω)4×(H1(Ω)∩L∞(Ω))2×L2(Ω) (2.13)

of the constrained minimization problem (2.12).

Proof. Suppose (uk,vk,uk
1 ,vk

1 ,V k,V k
0 ,W k)k∈N is a minimizing sequence, then the

coercivity of Qǫ with respect to W ensures that (W k)k∈N is uniformly bounded in
L2(Ω).

Thus, by standard elliptic regularity [26], (V k−V ∗)k∈N is uniformly bounded
in H2(Ω) →֒C(Ω). Since the a-priori guess V ∗ is in L∞(Ω), we obtain uniform
boundedness of (V k)k∈N in L∞(Ω). Standard energy arguments for the elliptic equa-
tions (1.2b) and (1.2c) consequently yield the boundedness of (uk)k∈N and (vk)k∈N in
H1(Ω)∩L∞(Ω).

From

C =C∗−λ2W +eV u−eV ∗

u∗−e−V v+e−V ∗

v∗

we get, using (2.3a),

λ2∆V k
0 =eV k

0 −e−V k

0 −
(

C∗−λ2W k +eV k

uk−eV ∗

u∗−e−V k

vk +e−V ∗

v∗
)

. (2.14)

This monotone equation admits a unique solution V k
0 ∈H1(Ω)∩L∞(Ω), which de-

pends Lipschitz continuously on the right-hand side [18, Lem. 3.3.14]. Thus, also
(V k

0 )k∈N is uniformly bounded in H1(Ω)∩L∞(Ω).
Again, standard estimates for the elliptic equations (2.5) yield the boundedness

of (uk
1)k∈N and (vk

1 )k∈N in H1(Ω)∩L∞(Ω).
Thus, we can extract a weakly converging subsequence, again denoted by

(uk,vk,uk
1 ,vk

1 ,V k,V k
0 ,W k)k∈N ∈H1(Ω)4×H1(Ω)2×L2(Ω),

which also preserves the L∞ bound (and such that ∆(V k−V ∗) converges weakly in
L2(Ω)). The weak closedness of the admissible domain and the weak lower semicon-
tinuity of the objective functional imply that the weak limit of this subsequence is a
minimizer of (2.12).



M. BURGER, R. PINNAU AND M-T. WOLFRAM 1027

2.4. First-order optimality. For the following analysis it is most convenient
to eliminate C in (2.3a) by (1.2a) and to introduce the new variable ψ =V0−V . This
yields the equation

λ2∆ψ =eV
(

eψ −u
)

−e−V
(

e−ψ −v
)

in Ω, (2.15)

ψ =−U on ∂ΩD, (2.16)

∂ψ

∂ν
=0 on ∂ΩN . (2.17)

For notational convenience we define the vector of state variables y := (u,v,u1,v1,V,ψ)
and the vector of Lagrange multipliers µ := (µ1,µ2,µ3,µ4,µ5,µ6). In order to derive
the first-order optimality conditions, we define the Lagrangian L :Dad×H1(Ω)6→R,
given by

L(y,W ;µ) :=Qǫ(I(y,W ),K(y,W ))+

∫

Ω

(

eV ∇u∇µ1−e−V ∇v∇µ2

)

dx

+

∫

Ω

(

eV +ψ∇u1∇µ3−e−(V +ψ)∇v1∇µ4

)

dx

+

∫

Ω

λ2∇ψ∇µ5 +
[

eV
(

eψ −u
)

−e−V
(

e−ψ −v
)]

µ5 dx

+

∫

Ω

(∇(V −V ∗)∇µ6 +Wµ6) dx. (2.18)

Due to V,ψ∈H1(Ω)∩L∞(Ω) and (u,v)∈H1(Ω)2 one can easily verify the Fréchet-
differentiability of L.

Proposition 2.5. The Lagrangian L is continuously Fréchet-differentiable on Dad×
H1(Ω)6.

Each solution of the optimization problem is a saddle point of the Lagrangian,
i.e., a solution of

inf
(y,W )

sup
µ

L(y,W,µ). (2.19)

For such saddle-points we can derive the Karush-Kuhn-Tucker conditions by comput-
ing the variations of the Lagrangian L with respect to the primal and dual variables,
which all must vanish. The variations with respect to the dual variables just yield the
equality constraints, while from the variation with respect to the primal variables we
deduce that

0=
∂

∂u
Qǫ(y,W )û+

∫

Ω

eV ∇û.∇µ1dx−

∫

Ω

ûeV µ5dx, (2.20a)

0=
∂

∂v
Qǫ(y,W )v̂−

∫

Ω

e−V ∇v̂.∇µ2dx+

∫

Ω

v̂e−V µ5dx, (2.20b)

0=
∂

∂u1
Qǫ(y,W )û1 +

∫

Ω

(

eV +ψ∇û1.∇µ3

)

dx, (2.20c)

0=
∂

∂v1
Qǫ(y,W )v̂1−

∫

Ω

(

e−(V +ψ)∇v̂1.∇µ4

)

dx, (2.20d)
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0=
∂

∂ψ
Qǫ(y,W )ψ̂+

∫

Ω

ψ̂
(

eV +ψ∇u1.∇µ3 +e−(V +ψ)∇v1∇µ4

)

dx

+

∫

Ω

λ2∇ψ̂.∇µ5 + ψ̂
(

eV +ψ +e−(V +ψ)
)

µ5dx, (2.20e)

0=
∂

∂V
Qǫ(y,W )V̂ +

∫

Ω

V̂
(

eV ∇u.∇µ1 +e−V ∇v∇µ2

)

+∇V̂ .∇µ6dx

+

∫

Ω

V̂
(

eV +ψ∇u1∇µ3 +e−(V +ψ)∇v1∇µ4

)

dx

+

∫

Ω

V̂
(

eV
(

eψ −u
)

+e−V
(

e−ψ −v
))

µ5dx, (2.20f)

0=

∫

Ω

Ŵ (ǫW +µ6)dx, (2.20g)

hold for all variations (û, v̂,û1, v̂1,V̂ ,ψ̂,Ŵ )∈H1(Ω)6×L2(Ω).
Note that the so-called adjoint system (2.20) has a simple triangular structure

with respect to the Lagrangian variables µ. For given primal variables y we can
solve consecutively for µ3,µ4 followed by µ5 and µ1,µ2 and finally µ6. Thus, the
problem of proving existence and uniqueness of Lagrangian variables µ∈H1

0,D(Ω)6

solving (2.20) for given primal variables y, simplifies to analyzing subsequently six
different linear variational problems, which turn out to be coercive (also compare this
with the existence proof in [6]).

Theorem 2.6. Let (y,W )∈Dad be given. Then there exists a unique solution µ∈
H1

0,D(Ω)6 of the variational problem (2.20).

Remark 2.7. This yields another advantage of our approach with respect to the di-
rect optimal control approach, where analyzing the adjoint problem is a difficult task,
which is possible only close to thermal equilibrium (cf. [13]). In general, existence of
Lagrange multipliers is not guaranteed.

To derive the strong form the adjoint equations we proceed by computing the
partial derivatives of Qǫ. We get

Q′
1(u,v,V )(û, v̂,V̂ )=(I−I∗)

∫

Γ

(

eV ∂û

∂ν
−e−V ∂v̂

∂ν

)

ds (2.21)

and

Q′
2(u1,v2,ψ)(û1, v̂1,ψ̂)=K

∫

Γ

(

eV +ψ ∂û1

∂ν
−e−(V +ψ) ∂v̂1

∂ν

)

ds. (2.22)

If we choose the Lagrangian variables µi, i=1,2 such that µi =0 only on ∂ΩD \Γ
and µ1 =µ2 =η on Γ for some real constant η, then we can derive a simple form of
the optimality system. With this choice, the Lagrangian becomes

L(y,W ;µ)=Qǫ(I(y,W ),K(y,W ))+

∫

Ω

(

eV ∇u∇µ1−e−V ∇v∇µ2

)

dx

+

∫

Ω

(

eV +ψ∇u1∇µ3−e−(V +ψ)∇v1∇µ4

)

dx

+

∫

Ω

λ2∇ψ∇µ5 +
[

eV
(

eψ −u
)

−e−V
(

e−ψ −v
)]

µ5 dx

+

∫

Ω

(∇(V −V ∗)∇µ6 +Wµ6) dx−ηI. (2.23)
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and the optimality with respect to u yields

(I−I∗−η)

∫

Γ

(

eV ∂û

∂ν

)

ds+

∫

Ω

(

eV ∇û.∇µ1

)

dx+−

∫

Ω

ûeV µ5dx=0. (2.24)

With the choice η = I−I∗, this reduces to the weak formulation corresponding to the
elliptic partial differential equation

div
(

eV ∇µ1

)

=−eV µ5 in Ω, (2.25a)

subject to the boundary conditions

µ1 = I−I∗ on Γ, (2.25b)

µ1 =0 on ∂ΩD \Γ, (2.25c)

∂µ1

∂ν
=0 on ∂ΩN . (2.25d)

Analogous reasoning yields the equation

div
(

e−V ∇µ2

)

=−e−V µ5 in Ω, (2.26a)

subject to the boundary conditions

µ2 =−(I−I∗) on Γ, (2.26b)

µ2 =0 on ∂ΩD \Γ, (2.26c)

∂µ2

∂ν
=0 on ∂ΩN . (2.26d)

Next, we choose the Lagrangian variables µi, i=3,4 such that µi =0 only on ∂ΩD \
Γ and µ3 =µ4 =ρ on Γ for some real constant ρ. With this choice, the Lagrangian
becomes

L(y,W ;µ)=Qǫ(I(y,W ),K(y,W ))+

∫

Ω

(

eV ∇u∇µ1−e−V ∇v∇µ2

)

dx

+

∫

Ω

(

eV +ψ∇u1∇µ3−e−(V +ψ)∇v1∇µ4

)

dx

+

∫

Ω

λ2∇ψ∇µ5 +
[

eV
(

eψ −u
)

−e−V
(

e−ψ −v
)]

µ5 dx

+

∫

Ω

(∇(V −V ∗)∇µ6 +Wµ6) dx−ρK, (2.27)

and the optimality with respect to u1 yields

(K−ρ)

∫

Γ

(

eV +ψ ∂û1

∂ν

)

ds+

∫

Ω

(

eV +ψ∇û1.∇µ3

)

dx=0. (2.28)

With the choice ρ=K, this reduces to the weak formulation of

div
(

eV +ψ∇µ3

)

=0 in Ω, (2.29a)

subject to the boundary conditions

µ3 =K on Γ, (2.29b)

µ3 =0 on ∂ΩD \Γ, (2.29c)

∂µ3

∂ν
=0 on ∂ΩN . (2.29d)
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Repeating the argument, we get the equation

div
(

e−(V +ψ)∇µ4

)

=0 in Ω, (2.30a)

subject to the boundary conditions

µ4 =−K on Γ, (2.30b)

µ4 =0 on ∂ΩD \Γ, (2.30c)

∂µ4

∂ν
=0 on ∂ΩN . (2.30d)

Further, the optimality with respect to ψ is the variational formulation of the
elliptic equation

−λ2∆µ5 +
(

eV +ψ +e−(V +ψ)
)

µ5 =−Kn ·∇µ3−Kp ·∇µ4 in Ω, (2.31a)

subject to the boundary conditions

µ5 =0 on ∂ΩD, (2.31b)

∂µ5

∂ν
=0 on ∂ΩN . (2.31c)

The optimality with respect to V is the variational formulation of the elliptic
equation

−∆µ6 +
(

eV (eψ −u)+e−V (e−ψ −v)
)

µ5 =

−Kn ·∇µ3−Kp ·∇µ4−Jn ·∇µ1−Jp ·∇µ2 in Ω, (2.32a)

subject to the boundary conditions

µ6 =0 on ∂ΩD, (2.32b)

∂µ6

∂ν
=0 on ∂ΩN . (2.32c)

Finally, we determine the optimality condition with respect to W , which can be
rewritten as the equation

ǫW =−µ6 in Ω. (2.33)

Remark 2.8. The simple form of (2.33) allows for the elimination of the adjoint
variable µ6.

3. The generalized Gummel iteration
In the following we present an iterative procedure motivated by the classical

Gummel iteration for the solution of the drift-diffusion model [11]. This results in a
full decoupling of the KKT systems, such that only a sequence of elliptic equations
needs to be solved. This approach was already successfully used for the on-state
design in [6] and analytically investigated in [7].

Standard techniques for the computation of a minimizer of (2.12), like gradient
descent or Newton’s method for the KKT system (2.20), require the consecutive solu-
tion of the state and of the adjoint system, which is in general non-elliptic due to the
strong influence of first-order terms (compare also [12, 13]). Of course, fixed-point
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iterations that consecutively solve single elliptic equations can also be constructed
for KKT systems in quite arbitrary optimization models. However, such approaches
usually do not lead to descent in the objective functional and are hence difficult to
globalize. If at all, convergence can be achieved via strong damping, which may result
in a very slow iterative scheme.

Instead, we exploit the triangular structure of the adjoint system and use a lower
triangular approximation of the optimality system. We first solve equation (2.9)
with given W for the potential V , and subsequently the continuity equations (1.2b)–
(1.2c) with given potential V for u and v. Using this data we can solve (2.15) for
the linearized potential ψ followed by the solution of (2.5) for u1 and v1. With
given state variables, we solve the adjoint equations (2.29a)–(2.30a) to obtain the
Lagrangian variables µ3 and µ4. Then we can solve (2.31a) for µ5, followed by the
solution of (2.25a)–(2.26a) for µ1 and µ2. Finally, we can compute µ6 from (2.32a)
and update W via (2.33).

All together, we can write this iteration as

Algorithm 3.1.

1. Choose W 0.

2. For k =1,2,..., consecutively solve

∆V k =∆V ∗+W k−1

div (eV k

∇uk)=0

div (e−V k

∇vk)=0

λ2∆ψk =eV k
(

eψk

−uk
)

−e−V k
(

e−ψk

−vk
)

div (eV k+ψk

∇uk
1)=0

div (e−(V k+ψk)∇vk
1 )=0

div (eV k+ψk

∇µk
3)=0

div (e−(V k+ψk)∇µk
4)=0

−λ2∆µk
5 +

(

eV k+ψk

+e−(V k+ψk)
)

µk
5 =−Kk

n ·∇µk
3 −Kk

p ·∇µk
4

div (eV k

∇µk
1)=−eV k

µk
5

div (e−V k

∇µk
2)=−e−V k

µk
5

−∆µk
6 +

(

eV k

(eψk

−uk) + e−V k

(e−ψk

−vk)
)

µk
5 =

=−Kk
n ·∇µk

3 −Kk
p ·∇µk

4 −Jk
n ·∇µk

1 −Jk
p ·∇µk

2

ǫW k =−µk
6
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subject to the above boundary conditions.

With this generalized Gummel iteration we mainly need to solve linear Poisson
and continuity equations and hence we can use all building blocks of typical device
simulators. The only nonlinear equation is the third one for ψk, which is actually a
Poisson-Boltzmann equation in equilibrium and can be solved efficiently via a Newton
iteration.

Remark 3.2. The corresponding value of the doping profile can be computed inde-
pendently by

Ck−C∗ =−λ2W k +nk−n∗−pk +p∗, (3.1)

where nk =eV k

uk and pk =e−V k

vk.

Remark 3.3. To ensure the global convergence of this algorithm one needs to use
an appropriate step-size rule, i.e., the last step has to be modified by

W k =W k−1−τ

(

1

ǫ
µk

6 +W k−1

)

,

where τ >0 is a suitable damping parameter. The proof of global convergence follows
then exactly the general structure in [7].

4. Numerical results
The performance of the above iterative procedure is tested for various realistic

devices. In particular, we consider the standard np-diode, an npn-diode, a unipolar
ballistic diode, which can be seen as a simple model for the channel in a MESFET
device [22], and finally a realistic setup for a MOSFET — currently the most widely
used device type. For all the numerical experiments we use the the forward-bias
scaling of the equations (cf. [18]). The dimensionless scaled constants are chosen
according to the physical parameters of silicon, which can be found in Table 4.1. In
all cases the cost functional is given by (2.10), where Q is defined by (2.2) with Q1

and Q2 as in (2.6) and (2.7), respectively.
The drift-diffusion system and the linear elliptic equations arising during the iter-

ative solution of the optimization problem are discretized via an exponentially fitted
scheme of Scharfetter-Gummel type (cf. [5]), which is well-known in semiconductor
device simulation. We choose a uniform spatial grid with grid spacing h=1/300. All
one dimensional examples have been implemented within the software system MAT-
LAB. The Mosfet simulations have been calculated using the finite element software
Netgen/NGSolve by Joachim Schöberl.

Parameter Physical Meaning Numerical Value
q elementary charge 1.6.10−19 As
ni intrinsic density 1010 cm−3

ǫS permittivity constant 10−12 As V−1cm−1

µ0 low field mobility 1.5.103 cm2V−1s−1

UT thermal voltage at T =300K 0.0259 V

Table 4.1. Physical parameters for silicon.
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Fig. 4.1. Optimized doping profile (upper left), potential (upper right), electron density (lower
left), and hole density (lower right) for the on-/off-state design of a np-diode

4.1. NP-diode. Our first example is a standard bipolar np-diode, which is
characterized by a doping profile which has exactly one positive and one negative
region. The easiest choice incorporating all its characteristics is given by a piecewise
constant (scaled) doping profile which jumps abruptly from the value 1 to −1. This
initial profile is shown as the dotted function in figure 4.1. The spatial domain Ω is
scaled to the unit interval (0,1).

The device is further characterized by its nondimensional constants. The Debye
length in this experiment is given by λ2 =10−3 and the scaled intrinsic density is set
to δ2 =10−4. We choose a large applied voltage, i.e., U =30 ·UT (=0.78V ), such that
the two design goals are competitive.

The optimization objective is to increase the current flow (i.e., the current flow
density, which is constant in the domain since Jx =0) by 50%, while the initial slope
of current-voltage characteristics (IVC) is kept small. Consequently, we chose

I∗ =1.5 ·

∫

Γ

J0.dν, (4.1)

where Γ={0} and J0 is the current flow density obtained with the initial doping.
The regularization is weighted by ǫ=10−1 and we compute solutions for different

choices of ω =0,10,100 (used in (2.2)). Furthermore, we choose a relaxation parameter
τ =10−1.

The numerical results for these choices of ω can be found in figure 4.1 and figure
4.2. In figure 4.1 we compare the resulting doping profiles, the electrostatic potential
as well as the electron and hole densities. Also, for reference the respective initially
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Fig. 4.2. Cost functional (upper left), slope observation (upper right), current observation
(lower left), and current-voltage characteristics (lower right) for the on-/off-state design of a np-
diode

unoptimized states are presented. The choice ω =0 corresponds to the well-known on-
state device optimization (cf. [6, 12]) without additional constraint. The effect of the
combined on-/off-state optimization is clearly most pronounced for ω =100. Here,
the optimized doping profile differs significantly in the p-region where the doping
concentration is increased, while the shape in the n-region is almost unchanged in
comparison to the on-state optimization. This results in a larger hole density in the
p-region.

In all cases we achieve an increase of the on-state current by approximately 30%,
as can seen from figure 4.2. Here, we present the evolution of the cost functional
during the iteration, the two observations (I−I∗)2 and K2, respectively, as well as
the optimized current-voltage characteristics. While the increase of ω has almost no
influence on the optimized on-state current, we get the expected decrease of the slope
K. Despite of an decrease by approximately 30% for ω =100, this results in almost
no change of the IVC. This can be explained by the fact that the IVC of the np-diode
is an exponential function, which immanently has a very small slope in the off-state.

The performance of the generalized Gummel iteration for the multi-objective
design problem is comparable to the one for the sole on-state design, which can be
seen from the evolution of cost functional in figure 4.2. Note that the algorithm needs
approximately 10 iterations to reach the desired minimum.

4.2. NPN-diode. The second numerical example is a bipolar npn-diode.
Compared to Example 4.1 we use a slightly different parameter set, to get a more
pronounced effect of the multi-objective approach. In particular, we choose λ2 =10−2,
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Fig. 4.3. Optimized Doping Profile (upper left), potential (upper right), electron density (lower
left), and hole density (lower right) for the on-/off-state design of a npn-diode

δ2 =10−2 and U =20UT , while ǫ and τ are unchanged. The parameter range for the
objective is the same as above. The initial doping profile is a piecewise constant
function taking the values one at the source and drain, and minus one half in the
channel; it is shown as the dotted function in figure 4.3.

Again, we present for reference the optimal doping profile for the sole on-state
design (ω =0). Furthermore, the electrostatic potential and the respective electron
and hole densities are depicted in figure 4.3. Note that a small weight (ω =10) has
only a negligible influence compared to the on-state design. Here, the increase of
the current is achieved by a stronger doping in the n-region. Nevertheless, we get a
decrease of the slope K and still an increase of the on-state current by approximately
30%, as can be seen from figure 4.4.

For a larger, dominant weight (ω =100) this changes drastically. Now, we see a
decrease in the n-regions, while the p-region gets a stronger doping. This results, in
fact, in a decrease of the on-state current, while the slope K is reduced significantly.
The corresponding IVCs can be found in figure 4.4. Again, the convergence of the
algorithm is very fast, since only 15 iterations are needed to compute the minimizer.

4.3. Ballistic diode. The last one dimensional example is an unipolar ballistic
diode with a channel doping which is smaller by three orders of magnitude than the
source and drain doping; it is depicted as the dotted line in figure 4.5. We use the
same cost functional and almost the same parameters as in Example 4.1; only the
applied voltage is set to U =−20UT .

The computed optimal doping profiles, electrostatic potentials, and electron den-
sities are presented in figure 4.5. As for the on-state design (ω =0), the increase of
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Fig. 4.6. Cost functional (upper left), slope observation (upper right), current observation
(lower left) and current-voltage characteristics (lower right) for the on-/off-state design of a ballistic
diode

the on-state current is achieved by an increase of the doping density. Increasing the
weight ω yields a smaller doping in the source and drain regions, such that the current
goal is less accurately achieved (see figure 4.6). The effect on the slope is as expected;
for ω =100 we get a decrease of approximately 30% compared to the on-state design.
The price is a reduced on-state current, which is only increased by around 10%. The
corresponding IVCs can be found in figure 4.6. As in the other examples we have
a fast convergence of the generalized Gummel iteration, such that the minimizer is
reached already after approximately 20 iterations.

4.4. MOSFET. Finally we present numerical experiments for a MOSFET
(metal-oxide semiconductor field-effect transistor) of size 400×400 nm (see figure
4.7). The initial doping profile is given by the step function

C(x)=

{

1015 cm−3 in n+region

−1013 cm−3 in p region.

The typical length is set to L=400 nm, the maximum doping concentration to Cmax =
1015. Then the effective parameters are δ2 =10−5 and

λ2 =

{

0.1 in silicon

0.25 in the oxide layer.

We denote the interface between the silicon and the oxide by ΓI . The electrons and
holes cannot penetrate the oxide layer, therefore they do not need to be computed
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Fig. 4.7. Mosfet geometry (top) and optimized doping profile (bottom)

inside the oxide layer. Source, gate and drain correspond to Ohmic contacts, the
boundary condition for the potential at the gate contact is given by

VG =−UF +φG +UG,

where φG denotes the metal-semiconductor work function difference, UF is the flat
band voltage, and UG is the applied gate potential. We choose the following applied



M. BURGER, R. PINNAU AND M-T. WOLFRAM 1039

Fig. 4.8. Potential for initial (top) and optimized doping profile (bottom)

voltages

U =











0.5 V at the drain,

0.65 V at the gate,

0 V at the source.
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We solve the initial system (drift-diffusion equations with profile C∗ in order to obtain
V ∗) using a stabilized mixed finite element discretization [5]. The optimality system
is discretized using piecewise linear basis functions. The domain is discretized into
8570 triangles (see figure 4.7).

Here we present results for the parameters ǫ=10−4 and ω =103, and the damping
parameter τ =10−1. The competition of the two design goals in the MOSFET case is
more pronounced, since the initial slope of the IVC is steeper. In this case the slope
K in the off-state increases by almost 50%, while the on-state current can only be
increased by about 20%. The potential of the initial and optimized doping profile
can be seen in figure 4.8, the optimal doping profile in figure 4.7. The increase of
the on-state current by 20 % and the evolution of the leakage current K during the
optimization procedure can be seen in figure 4.9.
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