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1.

Abstract. We consider the Navier-Stokes equation for a viscous and incom-
pressible fluid in R?. We show that such an equation may be interpreted as a
mean field equation (Vlasov-like limit) for a system of particles, called vortices,
interacting via a logarithmic potential, on which, in addition, a stochastic
perturbation is acting. More precisely we prove that the solutions of the
Navier-Stokes equation may be approximated, in a suitable way, by finite
dimensional diffusion processes with the diffusion constant related to the
viscosity. As a particular case, when the diffusion constant is zero, the finite
dimensional theory reduces to the usual deterministic vortex theory, and the
limiting equation reduces to the Euler equation.

Introduction

In this paper we deal with an incompressible, viscid or inviscid fluid in two
dimensions and study the connection between the equations governing the motion
of such a fluid and the vortex theory. Furthermore we investigate some aspects of
the hydrodynamical equations that, in particular, will suggest a quite natural
proof of the existence and uniqueness of the solutions for a wide class of initial
conditions.

It is well known that an incompressible and viscous two dimensional fluid,

under the action of an external conservative field, is described by the following
evolution equations

*

%?(x,t)—{-(u-V)a)(x, t)—v Aw(x,t)=0,

0 0
CO(X, [) = Curlu(x, t) = __u_z. _ﬂ
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where x=(x,,x,)e R?, u=(u,,u,)eR? is the velocities field, v=0 is the viscosity
. o @ ,
coefficient, V' = (‘—, i), A=V-V is the Laplace operator.
0x, 0x,

In the following we shall denote Eq. (1.1) as the NS equation (Navier-Stokes)
when v>0 and as the E equation (Euler) when v=0. Introducing the operator F'*

a 0
= , by virtue of V-u=0, one obtains
T \0x,’ dx, X,

ulx, )= [ (7*g) (x— y) w(y, ) dy, (1.2)

1 . . . .
where g(r)= — E;Inr is the fundamental solution of the Poisson equation.

The E equation is related to the so-called vortex theory [1]. Let us consider a
system of N particles (vortices). To each particle is associated a vorticity intensity
a,eR, i=1...N. Denoting by x; the position of the i vortex, we consider the
following initial value problem:

N

= Y a(V'g) (x{t)—x 1),

4:

- (1.3)

Ifx;...xy—=x(t)...x5(t) s the solution of the initial value problem (1.3), (assuming
that such a solution exists and is unique) then the signed measure ™(dx)

= }: ad, (dx) [here d(dx) denotes the Dirac measure based on X] satisfies the
followmg identity:
d N,

— Q)

i YN = [uo- V) ] (1.4)

for all sufficiently regular f, where

uo(x, )= [ (V*g) (x— ) X({x*y}) 0 (dy), (L.5)
Jroiaf x=y
Xix+yh= {0 otherwise. (1.6)

In fact, by a direct computation,

d

S o¥(=

dt a f(x{1)

il[\/]z

d

de

N

Z (V1) (1)) - x(2)
N N

Z ;a(Vf)(X(r)) (7g) (xt) = x (1))

=y [(uo- V) f1. (1.7
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Thus Eq. (1.4) is a weak version of the E equation, except that the self-energy factor
(that would give an infinite contribution) is neglected in the definition of the
velocity field.

The problem of finding a rigorous connection between the evolution problems
(1.3) and (1.4) in case v=0 arises quite naturally. What is expected to be true is the
following. Let w be a sufficiently smooth initial condition for the E equation and

N

suppose that o is approximated, in some sense, by w"= ) a0, [x; initial
i=1

conditions for the initial value problem (1.3)]. Then w" would approximate w,, the

solution of the E equation with initial datum .

Although such an approximation problem has been widely investigated for
numerical purposes (see [2] for example), as far as we know it has not been solved
(see [3, p. 110]). In this paper we treat this problem, also in the presence of
viscosity, giving a precise connection between the NS equation and a generaliza-
tion of the vortex theory.

We describe the basic idea. The E equation in two dimensions is described by
characteristics. In fact, by a direct inspection of the equation, we realize that each
molecule of vorticity evolves under the force field generated by all other molecules.
Such an idea has been used by Kato (and previously by other authors) to obtain an
existence and uniqueness theorem for classical solutions of such an equation [4].
The presence of the Laplace operator in the NS equation suggests the use of
stochastic characteristics in place of deterministic ones. Such a natural idea has
already been used in [5] to give a derivation of the NS equation!. Other attempts
in this direction, different and independent from ours, are going to be developed
[6].

Our approach is the following. We first deal with a regularized version of the
initial value problem associated to (1.1), i.e. we replace g by g,, a smooth function
different from ¢ in an e-sphere around the origin. For such a new initial value
problem we prove existence and uniqueness of the solutions, by the use of the
contraction principle (Sect. 2).

The techniques used in Sect. 2 are inspired by the approach proposed by
Dobrushin in [7] for the Vlasov equation that is very similar to the E equation.
The only difference with our case is that we deal with stochastic differential
equations in place of ordinary differential problems, in order to take into account
the viscosity term. The main part of the results of this section have also been
obtained by McKean [8] in a different physical context.

In Sect.3 we remove the cutoff, proving that the above solutions are a
convergent sequence when ¢—0. In particular we obtain, for a large class of initial
conditions, an existence and uniqueness theorem by means of a constructive
procedure.

In Sect. 4 we show that a system of N vortices, interacting via a potential g,,
under a stochastic perturbation, has a solution which converges to the solution of
the NS equation in the limit N— oo and ¢ =¢(N)—0, once the initial datum of the
vortex systems approach the initial datum of the NS equation, at time zero.

1 It is also the basis of a numerical method due to Chorin for the study of slightly viscous flow: J.
Fluid Mech. 57, 785 (1973)
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All the results we obtain hold for the NS equation as well as for the E equation,
all our estimates being independent of v, with the exception of Sect. 4 in which a
stronger result is obtained for the deterministic case.

We finally remark that from the point of view of our approach, we are
interested in weak solutions of our initial value problems. In the case of sufficiently
smooth initial conditions, the uniqueness guarantees that we actually obtain
classical solutions, which, as it is known, do exist.

2. Regularized Problem

Let M be a separable and complete metric space, with a uniformly bounded metric
d:MxM-R". Let .#(M) be the space of the Borel, signed measures on M and
M * (M) its positive part. For all ue .#(M)let us denote u* and p~ the positive and
negative part of p according to the Jordan decomposition of y and |ul|= [du*

+ [du~ its total variation. We introduce the following spaces
MM ;a)={pe M (M)||ull=a}, o1
M (M;a.b)={ue MM)| |1 | =a,|n” | =b}. '

A metric topology can be given on .#(M,a,b) in the following way. Let
wve M+ (M,1) and E(u,v) be the set of all joint representations of x and v. We
recall that a joint representation P is a probability measure on M x M such that

§ P(dx, dy) f(x)= | u(dx) f(x),

(2.2)
§ P(dx, dy) f(y)= [ v(dy) f(7),
for all Borel functions f.
We define:
Ry(u,v)= pe%?,f,v)j P(dx, dy)d(x, y). (2.3)

R, is a metric on .# (1) and induces a topology that is equivalent to the weak
convergence topology [9]. The metric R, is called the Kantorovich-Rubinstein
(KR) distance and will play a basic role in our analysis.

For all u,ve.#*(M,a) we define

A Vv
R(u,v)=R, (ﬁ, —>, (2.4)
a a
and if u,ve #(M, a, b) we put
R, v)=R(u",v")+R(u™,v7). (2.5)

The topology induced by the metric (2.5) is equivalent to the weak convergence
topology on .#(M,a,b) and makes it separable and complete. We specialize the

2
above considerations by putting M =R?, d(x, y)=min(x— y|, 1), |x|= ‘/ 3 Ix,I%
a=1

Since the metric d is topologically equivalent to the usual metric, the topology
induced by R in .Z(R?; a, b) is equivalent to the usual weak convergence topology.
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For notational simplicity we put 4% =.4"(R?), 4 (a)=.4"(R? a), .#(a,b)
=.l(R?;a,b) etc.

With the above tools we shall treat a regularized version of the NS equation.
Let g be the fundamental solution of the Poisson equation in R? and g, defined as
g.(r)=g(r) if [r|= ¢ and arbitrarily extended to an even C*(IR!) function such that
gl =1g'(n)l, 1g: () =1g"(r)l. Defining K, (x)=(V"g,) (Ix]), x€R* we have:

Theorem 2.1. Let we.#(a¥,a”) and v=0. There exists a unique function

R*Yst—>wied(a*,a”) with the following properties: for all fe@*(R?), such that
Vfl and Afel, (R?)

d
o O =l V) f1+voi4f)

F (2.6)
wh=w,
where
u(x, 1)= [ K (x—y) oi(dy). 2.7)
Moreover, for all Borel sets ACR?,
wi(A4)= [ P{(A]y) w(dy), (2.8)

where P{(-|y) are the transition probabilities of the diffusion process, solution of the
stochastic differential equation

dx(t) =u,(x(t), t) dt + o dw(r) (2.9)
. O-Z
with 5= V.

Proof. Let T>0 and .#(a*,a ; T) the space of the continuous functions
[0, Tlst-uedat,a™). (2.10)
M(a™,a”;T)is a complete metric space with metric function given by
Ryl fo) = sup Ry, ), (2.11)

where fi,= {Hi}te[o,n

Let (2, 2, P) be a probability space (such space will not play any significant role
in the rest of the section) and w a standard Wiener process on it.

We consider the processes solutions of the following stochastic differential
equation

dx()=ul(x;(t), ) dt + 0 dw(t), (2.12)
where
uy(x, )= [ K (x—y) pdy) (2.13)

and [i;= {pi}te[O,T]E%(a“L,a” ;T), i=1,2.
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Denoting by x(t, x) the unique process solution of (2.12) starting almost surely
from x at time zero, and by E the expectation with respect to P, we have the
following estimate

E[d(x,(t, ), x,(t, X))] (aL, exp2aL,T) j ds R(u!, 12), (2.14)
0

where L,=max(L, 2maxK,), [, is the Lipschitz constant of K, and
a=max(a",a").

Proof of (2.14). With the above notation we have |K (x, —y)— K (x, — y)|
= Ld(x,,x,). Hence, (P=1),

d(xl(ta x)7 Xz(t, x)) é 'Xl(ta X) - xz(ta X)l
< [dsfut (e, (5, 9, 5) — 120,05, ), )

0

=

j ds{Jul(x (s, x), $)— ul(x,(s, X), $)| 4 [ul (x,(s, X), §) — uZ(x,(s, x), 5)|}
0

= (f) ds{|[ ui(dy) [K (x (s, x)— y) = K (x,(s, )= »)]I

+1J K (x,5(5, %) = ) [l (dy) — p2(dy)]1}

<2al, i ds d(x,(s, x), X,(s, x))
0
gdSlf K (x5(8)= ) ({atg "(dy) = i " (d)} + {pd ™ (dy) = g~ @y}l
<2al, j ds d(x (s, X), X (s, x))
0

+ de{CfL j.PSﬂ—(dypdyz) le(xz(Sv x)'“)ﬁ)-Kg(xz(S, x)“)’z)l
0

+a” [P (dy, dy,) K (x,(s, %) — y,) = K (x5(s. )= y))l} (2.15)

for all PSe®% (”SZ _ ’; ) Thus
E[d(x(t,x), x,(t,x))] <2aL, jf dsE[d(x (t, x), x,(t, x))]

1] ds Rl ) } (2.16)
0

that implies (2.14).
We define the following map #(a*,a™ ; T)~>.#(a",a” ;T),

= {#t}te[o,T]_’Sﬁw: {Sfla)}te[O,T] :(Sflw) (A4)= fPE(AIJ’) a(dy), (2.17)
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where P¥(-|y) are the transition probabilities of the process solution of (2.12) with
[, replaced by fi. Obviously Sfwe .#(a™,a™). Moreover, for all fe C,(IR?) such that
[Vfl and 4 f are bounded, the following holds [10]:

& ($0) (D= (o [ 1) 11+ T (Sfe (A7),
N (2.18)
bw=w,
0= [ K (v ) 1(dy). 1)

We prove that the map fi—S"w is a contraction in M(a",a”;T) for small T as
consequence of (2.14). Putting a)fzS“"w, we define Q. (dx,dx,) via the relations:

jQ,i(dxl,dxz)f(xl,xz)— jw (dx) ELf(x (8, x), x,(t, x)] . (2.20)

+

1+
Then Q% (w a;“ ) Thus, integrating both members of (2.14) with —~(dx)
and summing

1
R(w}, 0} =(2aL exp2al,T) | ds R(ui, u?). (2.21)
0

From (2.21) we obtain the existence of a unique fixed point of the map ji—S"®
for small T and hence a unique solution of the initial value problem (2.6). Such a
solution may be extended to arbitrary times so the proof is complete. [

Remark. Theorem 2.1 deals in particular with the regularized Euler problem. In
this case

Pidx|y)=0(T;y—x)dx, (2.22)

where y—T/y is the solution of the initial value problem

d
— Try=ulTiy.1),

dt
(2.23)
Toy=y.
Proposition 2.1. Let e #(a*,a”;T), w,e M(a*,a”), i=1,2. Then
R(SPw,, Sfw,) < (exp2alL,t) R(w,, »,). (2.24)
Proof. Denoting by x(t, x) the process solution of
dx(t)=ul(x(t), t) dt + o dw(t) (2.25)

starting almost surely from x at time zero, we have, (P=1),
t
d(x(t, ), x(t, ) | =yl + [ dslul(x(s, x), s) — ul(x(s, ), 5)|
0
t
She—yl+ [ dslf p(dz) (K (x(s, X) — 2) = K (x(5, y) = 2)}]
0

Slx—y|+2L.a jf ds d(x(s, x), x(s, y)) , (2.26)
4]
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and hence

E[d(x(t, x), x(t, y)]=|x — ylexp2aL,t, thatimplies

(2.27)
E[d(x(t, x), x(t, p)) ] = d(x, y)exp2aL,t
because E[d(x(t, x), x(t, y)] = 1.
We define P by
[ P (dx, dy) f(x,y)= | P*(dx, dy) E[f(x(t, x), x(t, y))] (2.28)
+ o+
for P*e% ((2—;, C:—i) By direct inspection
i NE (G \E
= e(g((st (‘11) , (Sz;‘;z) ) (2.29)

Thus the thesis follows by integrating (2.29) with P*. []
The next theorem describes the continuity property of the regularized solutions
with respect to the initial conditions.

Theorem 2.2. Let &° and e #(a*,a™ ;T) be two solutions of the initial value
problem (2.6) with initial conditions w and & respectively. Then

R (&%, &)< R(w, &) exp[2aL (T + e*T)]. (2.30)
Proof.
R(05, &) < R(0}, $7 )+ R(SFw, &). (231)
By virtue of (2.21)
R(w’, &) < (2aL,exp2al,z) i ds R(w?, &), (2.32)

and by Proposition 2.1
R(S¥w, &) < (exp2aL,t) R(w, &). (2.34)

The thesis follows combining the above estimates. [

3. Construction of the Solutions

In this section we shall obtain weak solutions of the NS and E equations as limit of
the regularized solutions as ¢—0.

Theorem 3.1. Let weL,NL_(R?), wdxe#(a*,a”), v=0. There exists a unique
solution w—w,e L, "L (R?), w,dxe.#(a*,a”) of the initial value problem (weak
form of the NS and E equations)

& )= 060 T+ 4)
(3.1)

W=
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for all feC,(R?), such that [Vf], AfeL, (R?), where
ux, t)= [ K(x—y)w y)dy

(3.2)
Kx)=(*g)(x)), xeR?.

Moreover

w/f)= limwi(f) (33)

for all fe CnL_(R?) and the above limit holds uniformly in v and t on compact sets.
Finally, there exists a unique solution of the following stochastic differential
equation

dx(t) = u(x(t), t) dt + o dw(t) (3.4
once specified the distribution of the random variable x( ), and denoting by P(dx|y)
2

a
the transition probabilities associated to the solution of (3.4), it results {v= —

,{ w(x)dx= [ P(A|y) o(y)dy. (3.5)

We need a preliminary lemma (essentially Lemma 1.4 in [4]), whose proof will
be postponed to the end of the section.

Lemma 3.1. Let t—>w,(x) be a family of LynL(IR?) functions such that

sup [loll, <A,  sup ol =4,. (3.6)
te[0, T 1[0, T]
Then, for all €20 and te[0, T],
NoWI K (x—=yldy<c (4, +A4,), (3.7)
floWINK (x—y)— K(x' = pldy £2¢,(4, + A4,) ¢(x,X'), (3.8)
where
o(x, x)=p(Ix—x)),
- r(1—Inr) if O<r<ti
= 3«9
9(r) {1 if r=1. (39

Proof of Theorem 3.1. We first observe, by general properties of the diffusion
processes with smooth drift, (see e.g. [10]) that, if weL,nL (R?), then
wfeL,AL, (R and ], < o, o], =,

Let x*(z), x* (¢) be two processes constructed in Theorem 2.1, with ¢ >¢' >0, and
starting from x€IR? at time zero almost surely, then (P=15,

d(x(t), x* (1)) = idSIu (x°(5), 8) =t (x" (5), 9)|

= ;E ds{Ju(x*(s), 5) = u(x"(s), 3)|
_|.

[, (x7 (), 8) = U, (x" (5), s)]} (3.10)
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By virtue of Lemma 3.1

lu (x7(5), 5) — u,(x" (s), $)] = e(@) @(x*(s), x° (5)), (3.11)

where
cw)=2c¢([oll, +llof). (3.12)
Furthermore
Ju (X7 (s), 8) = 1 (x7(s), 5)|
=|J dy 0i(y) K(x"(s) = y)— [ dy of (y) K, .(x" (s) = )|
< | dy(i(y) — o (1) K (x" ()= )|
+1f dy wf () {K (x7(s) = y) = K Ax*(s)— »)}
S| dy(@i(y)— wf (1) K (x* ()= )|
+elloll, | odylyl™t, (3.13)

Jvise

for some ¢, >0. Hence, using the notation E_[ f(x*t))]=E[f(x(t, x))], for some
c;>0, we have

1Y B Lo x )] ds
§£ds{c3llw1|w£+c( ) ( ) (x (S)sxs/(s))]}
T [ax? ( 2" g 0 du(ei) - o () K. (5)— ] (3.14)
Since
[y @) K (e (5)— 1) = [ dy o) E,[K (x"(5)— y(s)]. (3.15)
we obtain

E[If dy({(y) — of () K (x"(s)= y)[]
=E[Ifdy o(y) E,[K,(x"(s)— y(s) — K (x"(s) = »* (s))]I]

<afd {wa o,eb (y)} EE[IK (x*(s) = y(s) — K (x"(s)=y"(s)].  (3.16)

Thus

| dxw+fx)(3.16)ga [dy {(" W) +_J_)}

a

co(x

[! ax 2 B (1K (7 ()= y(s)— K x(9)— (s»o]

ot ;yua;fyz}ﬂy
[ )

gac(%)j dy{%—( 2 2 Db oty o0 G.17)

)~ Kolx— () |}
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Defining, finally:

+ -
Y, (e c,0)= §dx{wa &), wa fx)} E[d(x0), x*(6))] (3.18)
o (x) o (x ,
v = [  C N p o on,
we obtain
t
Yi(e, &, 1) 22050l Lt +c(w) [ ds Yy(e, €, s), (3.20)
0
where
_ ot w”
)= cl@)+aic|l—|+cl—];. (3.21)
a a
We now want to estimate Y, in terms of Y. Since
@(x,y) = p(d(x, y)) (3.22)
by the concavity of @ and Jensen inequality,
Yy(e, ¢, ) =20(Y, (e, €, 1)) (3.23)

Let h(xq,t) be the solution of the following initial value problem (B=2¢(w)):

030 524
2(0)=x,>0.
Then if x, <1,
h(xq, 1) =x5PBexp(1—e™®) if h<1 (3.25)
=14+ B({—1,) if h=1,
where
to=1nf{t|h(xg, t)>1},
and if x, =1,
h(x,t)=x,+ Bt.
From (3.25) we have xlggno h(x,, t)=0 and since
Y (e, €, 1) Sh2c,llw] e, t) (3.26)
by (3.20) and (3.23) we obtain
lim sup R(w?,w?)=0 (3.27)
2720 1€[0,7]

because R(wf, of) <Y, (e, €, 1).
Thus we obtain the existence of a family of weakly continuous limiting
measures {w(dx)},g€-#F(a*,a”). By the estimate ||, =<|wl, and [,
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<|w|,, we conclude that w,(dx) is absolutely continuous with respect to the
Lebesgue measure and denoting by o, its density,

oy =lol, lol,=lol,. (3.28)

We claim that the map w—w, is a weak solution of the NS equation. We first
observe that u(x,t)= jK(x—— y)o(y)dy exists because (3.28) and Lemma 3.1.
Furthermore

u(x, t)= lij%“e(x’ t). (3.29)
In fact
[u(x, ) = u(x, O =[] {K(x = y) ()= K (x = y) 0{(y)} dy]
<If KGx—y) {o(y) = of(0)} dyl+ 2c5¢ ol
S26E+millol,+| | Kx—y) {oy)—oiy)}dy. (3.30)

[x=y|>n

The last term in (3.30) goes to zero as é—0 by (3.27) and standard arguments. Thus
(3.29) follows since # is arbitrary.
Moreover

o l(u-V) f1=limerl(u,-V) /] (3.31)

for all feC,(IR?) such that [Vf]e L_(R?).
Proof of (3.31).

o [(u-V) f1—ofl(u,- V) f1I =l f(u-V) f1-oilu-V) f]]
+loilw-V) f1—of(u,-V) f]]- (3.32)
The first term on the right hand side of (3.32)—0 because of (3.3) since (u- V) f is a

continuous and bounded function by virtue of (3.28) and Lemma 3.1.
The second term on the right hand side of

(332)= IV, J dxleof()] lu(x, ) — u,(x, 1)
SISl ol | lul,)—ulx, o)l

[x<¥

VSl Cle) f dxler(oo)l X({Ix|27}), (3.33)
where X({ }) is the indicator of the set { }. Then, [ ...dx—0 because of (3.29)

x| <r

and the dominated convergence theorem. Hence by (3.3),

limqs(}lp?h term of (3.22) < |V f 1| ,c(w) | dx|w(x)|

(3.34)
X({|x|>r})=0(),

where
lim O(r)=0 (3.35)

r— o0

because w,e L,(IR?). This proves (3.31).
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By the uniform boundness (in ¢ and ¢ on compact sets) of w’[(u-¥) f] and
wi( 4 f) we obtain that w, satisfies the NS equation in the integral form and hence
by weak continuity in the differential form (3.1).

Let t—, a weakly continuous family of L, "L (IR?) functions such that [|w,[[,
<l wollys oyl < gl -

Defining
=[K(x—y) oy dy, (3.36)
we prove that the process solution of
dx(t)=u(x(t), t) dt + o dw(t) (3.37)

may be defined. To this purpouse let us introduce the Banach space # of all
processes &, defined for te[0, T] such that ||¢]| < oo where

1€l = S[IOJI;JE(d(ﬁ(t))), d(x)=d(x,0). (3.38)
tel0,
The processes starting almost surely form x at time zero and satisfying
dx(t) =u,(x%t), 1) dt + o dw(t), (3.39)
where
(x,0)= [ K(x—y)o(y)dy (3.40)

are a Cauchy sequence in 4. By Lemma 3.1 we have (P=1),
Ax“ ()= x*(0) = [ ds J w,(dy) IK (x7(s)— y) = K (x*(s) = Y)I
0

= E(] ds{f o () K (x*(s)— y)— K,(x"(s) =y dy
+ [ o, K (x"(5) = y) = K (x"(s)— y) dy}

< Jdscloo) (x*(s)—x"(s)) +cxllgll, | dylyl™". (3.41)
0

[vlse

Proceeding as above we get E(d(x(t) — x* (1))) £ h(0(¢), t) and hence the existence of a
process such that x(t)= lijlg x%(t) in 4. Moreover the differential of x(t) is u(x(¢), t) dt

+adw as follows by the use of the same arguments leading to (3.41). To complete
the proof it remains to show the uniqueness of the solution and of the process we
have constructed. Let w—@®, be another solution of the NS equation such that
@, L,nL (R?). Proceeding as in the existence part one can prove that
R(&,, »?)—0 and hence the uniqueness follows. In the same way one proves the
uniqueness of the process. If X(t) is another process satisfying (3.37), by (3.41) it
follows that ||x— x*|—0 and this concludes the proof. [J

Proof of Lemma 3.1. By definition of g, there exists a constant ¢>0 such that

0%g,(x)

C
< ____
Bx,0%,| = . (3.42)

= IxP?

o=

= I
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Hence
Ho W7+, (1x—yDl dy

_zj"“ g, v=2e( [+

vl x+yl=1 |x—y|>1)
<const(4, +A4,). (3.43)

To prove (3.8) we put r=|x—x| and A={y||x—y|<2r}. If r>1 then (3.8)
follows by (3.7). Otherwise

left hand side of 3.8)= | + [ dy(lo,WIIK (x—y)—K,(x'=y). (3.44)
A

2\A

We have

jdy§5“wt“oo{j o +j ldy }
alx—

4 yoalx'=yl
d dy
gcnw,nm{ | =+ | = }
[x—y|§2r|x_y| Ix’~y|§3rlx_y]
<constllw,| . (3.45)

On the other hand, for all x” in the segment (x, x') one has |x"—y|>3|y— x|, and
hence
| dys2er | o)

R2\ A4 R2\ 4 ly— xlz

=2cr [ dy+2er | .dy. (3.46)

2r<|y—x|<2 Jy—xj>2

The last integral is bounded by constr|w||; and finally

2
Mllz—dygonst lool, jdﬁ. O (3.47)
X] 2r Q

2r<|y—x|<2 |y—

4. The Mean Field Limit

As we have seen in Sect. 1, the solutions of the vortex dynamics may be thought of
as weak solutions of the Euler equation. This allows us to investigate the
approximation problem stated in the Introduction as a continuity property with
respect to the initial conditions. In presence of viscosity the situation is more
complicated. This case will be discussed later.

We consider a system of N vortices of intensity a,, a, ...ay, interacting via a
regularized potential:

N

o= aK 6 0—x70)

j=1

x(0)=x, i=1..N.
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Defining
N
M dx) = 2 a0y (4.2)

with |V * || =a, we have:

Theorem 4.1 (Mean field limit). Let v=0 and welL,nL (R*) such that
wdxe.H(a*,a”). For all u such that

lim g(N=0(f),  febrL, (R, (43)

and all sequence ¢ =¢(N) such that

lim &(N)=0 (4.4),

and
Jim R(uY, w)exp[2aL (T +e*7)]=0, (4.4),

then
Jim 1w (fN=olf), (4.5)

where o, is the solution of the Euler equation with initial datum c.

Proof. Let e=¢(N) be a sequence satisfying (4.4). Defining o) = ™™ the solution
of the regularized Euler problem with initial datum w [see (2.6) for v=0], we have:

R(w, 1) £ R(w, o)+ R}, 1), (4.6)
R}, 1) S R(oF, S w) + R(SH w, ). (4.7)
Furthermore by (2.21) and Proposition 2.1

R(w), " w) £2aL,exp2al, T[ds R(o™, 1), (4.8)
R(S™ w, 1) < R(w, pY) exp2alL,T. (4.9)

By (4.7)-(4.9)
R}, 1) < R(o, ) exp[2aL(T +e*T)] (4.10)

and hence Theorem 4.1 is proved by virtue of (3.3), that implies ﬁ(w,, w, )WO
and assumption (4.4). []

We consider now the viscous case. To simulate the solution of the Navier-
Stokes equation in terms of a finite dimensional motion, a natural idea would be to
study the vortex dynamics perturbed by a white noise.

More precisely, for all positive ¢>0, we consider the following stochastic
differential equation

dX 3 (0 =U X)) dt+0 dW(1),

(4.11)
dX y()=U, (X y1t) dt+ o dW(1),
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where
Xy ={x0).. x5y O)h x,x; ()eR?, i=1...N,
Xn(0) =Xy (1), Xy () (RN,

N
US(Yy,=N"" Y {a" K —y))—a K —y;)}, (4.12)
j=1
i=1...N, Yy=(Y5,Yy), YE={yE .. yi},
2
% =v,0>0;

and W is the standard Wiener process in R?",

Equation (4.11) describes the motion of N identical vortices with positive
circulation given by a*N~! and N identical vortices with negative circulation
given by —a” N~'. (We assume all vortices of the same intensity for the sake of
simplicity.)

We fix a sequence of positive numbers ¢=¢(N) such that I&im g(N)=0. The

process X (6, X y) = {x}*(t,X y)}'_, solution of (4.11), starting almost surely from
Xy=Xy,Xy) is uniquely determined by a*, N, and X .
We define the following family of measures in .#(a*,a”) for te[0, T]:

N

WX = E| S @t X ) - f X (43)

i=1

f continuous and bounded.

In analogy with the Euler case the measure p(-;X) is expected to be an
approximation of every solution of the NS equation with a suitable choice of X .
The main difference with the v=0 case is that u(-;Xy) is not a weak solution of
the NS equation. This because a tagged vortex moves in a velocity field that is a
random variable given by the random positions of all other vortices, while in the
NS equation any path is determined by a velocity field that is a sure variable
obtained by the solution of the same equation. Nevertheless one can hope that a
phenomenon (known in kinetic theory as “propagation of chaos”) could occur in
this case also. This means that when N is large and the intensity of any vortex very
small, the velocity field generated by typical vortex paths is very similar to the
velocity field computed on the average positions.

McKean proved in [8] propagation of chaos and mean field limit for a system
of particles interacting via a smooth and bounded potential. He assumed that at
time zero, the random variables x, ...xy are identically distributed. Thus his result
cannot be directly applied to our purpose.

We introduce the space I'=(IR? x R?)N together with the g-algebra %, of all
Borel sets with respect to the product topology. Given we L, nL, (IR?) such that

ot o \N
wdx=w(dx)e.H#(a*,a”), we define the measure cooo:(?l;— X —a~_—> on (I'%.,).

Finally, given XeI" we denote by X5 =(xI ...xj) its first N components.
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Theorem 4.2. Let v>0, weL,NL_(R?) such that w(dx)e.#(a",a”). Then, for
w-a.a. XeI', there exists a sequence such that

N
Igljn #o(f;XN)EJim N=' Y {a" flx")—a” f(x) )} =o(f) (4.14)
© - i=1

and

lim (X )=o), >0 (4.19)

for all fe(€nL,)(R?), where w, denotes the unique solution of NS equation with
initial datum c.

Proof. Without loss of generality we put o=1.

Let Q= C([0, T]) be the set of all R2-valued continuous functions defined in
[0, T]. Q is a metric space with metric function given by d(&,n)= sup d(&(¢), n(?)).

te[0,T]

We denote by X the o-algebra of the Borel sets in £ and by X the o[—algebra of the
Borel sets in Q°=(Qx Q™

Consider now X™(t,X ;0)={xY*(t,X;9)}.,, 0eQ®, the solutions of the in-
tegral equation:

t
XX 30 =X +of (O + [ dsUF (XM X :9))i, (4.16)
0

where X ={x;"}}2,eI". Then X™(t,X ;9) is, for all ¢, a family of random variables in
(Q,2*, Py), where P§ =(Pyx P o) and P, is the Wiener measure (supported on
the trajectories of Q starting from 0). Obviously xV*(t,X ;) depends only on X
and 9, ...oy. The process (4.16) is a realization of the solution of (4.11). Such a
solution may also be thought of as realized on (Q%,Z%, P¥), where

=[] (P, xP,) and where [P (dn)f(n)= [ Py(dn) f(n—x). Denoting it by
i=1
{x"*(t,¢)}, then

V(L =50 + [ ds UEX™N(, D). .17)
0

Let us define a family of Borel measures on R? indexed by £ Q-

m(fO=N"" Y [a* S (1. &) —a” f(x (6. O] (4.18)
Then
w(f. X )= [ PO uN(f: ). (4.19)

Finally we introduce the two dimensional process xN(t,f ;n) defined on
(Q, 2, P,), satisfying

N, E ) =n() +i i (xN(s,&;n),s)ds, (4.20)
0
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where
i(y.5)= [ K (y—x) i(dx: ). (4.21)
We have to estimate Ii(wt, 1+ ;X y)). Then
R(w, 1 :X ) = Rl o)+ R(@, (- :X ), (422)

where oY = w!™. If ¢ =&(N)—0 when N— oo the first term in the right hand side of
(4.22) goes to zero by (3.3). To estimate the second term in the right hand side of
(4.22), we try an estimate for each trajectory.
R}, (-, ) SR@), &N (-, )+ R@(- 38,1+ :9)), (4.23)
where
O(f3 &)= [dx(x) | Pdn) f(x"(t,E5m). (4.24)
By virtue of (2.21) we have

A

R, 60 ;)< 2aL,e2 [ ds R, 1. ;9. 4.25)
0

S

Furthermore, realizing that x¥*(r, &; &5) = x¥*(t, &), we have

1N 8 = [vldn &) 1N, Esm), (4.26)
where
- N
fodn; O Fm=N""* Y {a"F(&")—a  F(& ) (4.27)

i=1

for all continuous and bounded F.
Thus, to estimate the second term in the right hand side of (4.23), we have to
compare different trajectories of the process (4.20). We have

Aot ;) XNt Esm)) (0 —1,(0)

+{f ds [ xR (x(s, &3 ) — %)= K(x(s, Esmp) —x]|. (4.28)
0
This implies
AN, En ), XN Es ) Sy () —no(0)] exp2LoaT, (4.29)
and hence
AN, Emy), XN, Esn,) Sdn ) e b (4.30)

Denoting by vi(- :&) the positive and negative part of vy(- :9), putting A*(dn)
=[{w*(x)dx[P(dn) and A=1"—1", we define joint representations
0% eb((a™) 'w' (-39, (@) '@)*(-:&) via  joint  representations
Q*e%((a®) " vy(+,9), (@) A=

[O*(dx.dy) f(x,y)= [ Q% (dn, do) f(x"(t. &), x"(t.&; 0)). (4.31)
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Hence, still denoting the KR distance in .#(Q; 1) by R, and in #(Q;a",a™) by R,
we have:

~N+ - N=* -
R1<a;i (',é),%(-,é))
< inf [Q*(dx,dy)d(x,y)
Q*eo
= il FQ*(dn, do) d(x™(t, &), xN(1, &5 0))

= jnf [O*(dn.de)exp2L,aT dn.0)

—exp2L,aTR, (Vﬁ .9 —i—}) (4.32)
a— a—
and hence
R@(-, O, 1M+, &) SeETR(vy(+, E), 1) (4.33)

+ ~\N
Defining 1% = (—aT X F) as a probability measure on (2%, Z*) we prove that for

Ao -almost all fe Q~
weak lim vy (dn; &)= 2" (dn). (4.34)
To prove (4.34) we introduce the countable family of random variables on
(Q,2, 2% (a*)™1):
Xpde= X({nln(t)e A i=1...k}), (4.35)
In(z) —n(t)l*, (4.36)

where ¢, are rational instants in [0, T] and A,=[a, b)), a, b,cR*; a?,b?, a=1,2 are
rational numbers.

By the strong law of large numbers, there exists a set Q* CQ* such that
22(@°)=1 and for all £eQ~

IS Tyt tr... 0tk

t - N /1-*_-
ZI:I: (XA Q= N1 Y X () ——— s (XA Axy (4.37)
i=1

+ N
:lliﬂé(tk)" &elH=N"" ._Zl &) — E eI
;Li
ﬁa—i(]f(tk)—é(tj)l“):constltk—tjlz. (4.38)

Combining Theorem 2, p. 514 and Remark 1, p. 513 of [10], we conclude from

(4.37) and (4.38), that the sequence v (- ;&) is relatively weakly compact for feQ»

and from (4.37) that it has a unique limit point, ie. A*. Thus (4.34) is proved.
Furthermore, defining for XelI’

Q°(X)={i1e Q* | {n; (O n; (0}, =X}, (4.39)
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there exists a set I” such that o®(=1and if XeI:
P2(QX)=1. (4.40)

(4.40) follows by the identity (it can be verified by a direct computation on a
function F depending only on a finite number of trajectories):

[ A2 (an) F(i)= [ w™(dX) | Py(di) F(i). (4.41)
In particular
§2=(di) X({i1e @7} = [ 0™ (dX) PF(Q°(X)), (4.42)

that implies (4.40).
Then by (4.23), (4.25), and (4.33)

Rl 1¥(+ 5 &) <(exp2L,T)
-{R( NERaY! +2LajdsR(coS,u§’(~,E))}. (4.43)
Hence
R, 1l¥(- ;E) SRvy(+, &), 2) exp2L,a( T+ e2e=T). (4.44)

N+
For all Qge%(w' 'u‘_ (- 6)) then

o i” w
| P§ df)Qg(dX dy)e® ”a?('»X),

hence, taking the expectation with respect to P¥, for Xe I, we have

R(@, 1+ ;X)) £ [ PE(dE) R(@f, 1 (- ;&)
S0,(X) {exp2L, a(T+e2"L€T)} (4.45)

where Oy(X jPX dé)R(vN( f) A). By the dominated convergence theorem and
(4.34) N(X)—>0 and this achieves the proof for a suitable choice of e=¢(N) by
virtue of (4.22). [

We conclude this section with some comments.

We have not fully exploited the stochastic nature of the NS equation, since we
were interested to give an unified approach to the NS and E equations. One would
expect that the regularizing properties of the diffusion processes would improve
the estimate in a v dependent way.

It would be interesting to obtain the mean field limit starting directly from the
unregularized problem (without the selfenergy factor) and by means of a con-
structive procedure in the case v>0. As a first step one needs to study the N vortex
process. It has to be proved that collapses between two vortices of opposite sign
(that do happen), are exceptional in the sense of the Lebesgue measure, so that one
can hope that the finite dimensional processes make sense. A result in this
direction has been obtained for bounded domains [11].

Other kinds of systems may be treated with techniques similar to that used in
this paper. For example a three dimensional fluid with particular symmetries
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admits a vortex description. A fluid in which the velocities field has a cyclindrical
symmetry and lies in a plane containing the symmetry axis preserves the same
structure at any time. Thus this system may be described in terms of a two
dimensional fluid in half plane.

Finally, an interesting problem is the study of the vortex theory and the mean
field limit in bounded regions. In this case the Green’s function has to be modified
and the right boundary conditions for E and NS equations have to be taken into
account. The Euler case follows from our analysis with minor modification while
the Navier-Stokes case seems to be more complicated. This is because the right
boundary conditions on the velocity (i.e. U=0 on the boundary) imply rather
complicated boundary conditions on the vorticity.
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