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Abstract

We consider an infinite order entire functions f (z), whose zeros z1( f ),z2( f ), ... are
enumerated in the increasing order. For a nondecreasing sequence {pk} of positive
numbers, a bound for the sums

j∑
k=1

1
|zk( f )|pk

( j = 1,2, ...)

is suggested. That bound gives us conditions providing the convergence of the corre-
sponding series.
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1 Introduction and statement of the main result

Consider the entire function

f (λ) =
∞∑

k=0

bkλ
k (b0 = 1; λ ∈ C)

with complex coefficients. Let z1( f ),z2( f ), ... be the zeros of f counted with their multiplic-
ities and enumerated in the increasing order: |zk+1( f )| ≥ |zk( f )|. If f has a finite number l of
zeros, we put 1/zk( f ) = 0 (k = l+1, l+2, ...).

In the paper [9] (see also [10, Chapter 5]), bounds for the sums

j∑
k=1

1
|zk( f )|p

( j = 1,2, ...; p = const ≥ 1)
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are established, provided f has finite order.
Sums containing the zeros of entire functions arise in various applications. In partic-

ular, N. Anghel in very the interesting paper [2] considered the following problem: when
is an entire function of finite order solution to a complex 2nd order homogeneous linear
differential equation with polynomial coefficients? In that paper Anghel gives two (equiva-
lent) answers to this question. The starting point of both answers is the Hadamard product
representation of a given entire function of finite order. While the first answer involves cer-
tain Stieltjes-like relations associated to the function, the second one requires the vanishing
of all but finitely many suitable expressions constructed via the sums of the zeros of the
function established in [10, Chapter 5]. Applications of these results are also given, most
notably to the spectral theory of one-dimensional Schrődinger operators with polynomial
potentials. Moreover, the classical Stieltjes - Calogero relations involving the zeros of the
Hermite polynomials found over the years counterpart associated with virtually all the im-
portant polynomials appearing in mathematical physics. The standard method of deriving
them typically rests on two different ways of looking at the Laurent expansion of the loga-
rithmic derivative of a polynomial about a singular point, that is, a zero of the polynomial.
While the first way is a straightforward formalism, the second proves to be cumbersome and
is usually handled on a case by case basis, often based on Painleve transcendent techniques,
if the logarithmic derivative of the polynomial in question is solution to a suitable nonlinear
differential equation. In the remarkable paper [1], the just pointed problem is considered
completely and in full generality via an analysis based on the relations involving the sums
of zeros of an entire function of finite order established in [10]. Another application of the
mentioned sums is connected with the bounds for the sums of the zeros of solutions of dif-
ferential equations. The first results in this direction have been established in the paper [11]
which deals with second order equations with polynomial coefficients. The results from
[11] were generalized in the interesting paper [5].

The aim of this paper is to generalize the main result from [9] to infinite order entire
functions.

Introduce the notations. Let ψ1 = 1 and ψk (k = 2,3, ...) be positive numbers, such that
the sequence

m1 = 1, m j :=
ψ j

ψ j−1
( j = 2,3, ...)

is nonincreasing and tends to zero. So

ψ j :=
j∏

k=1

mk ( j = 1,2, ...).

Put ak = bk/ψk. Then the considered entire function takes the form

f (λ) = 1+
∞∑

k=1

akψkλ
k (λ ∈ C). (1.1)

It is supposed that

θ( f ) := [
∞∑

k=1

|ak|
2]1/2 <∞. (1.2)
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We will call (1.1) the ψ-representation of f . Since ak → 0 and ψk+1/ψk = mk+1 → 0, f is
really an entire function. In addition, since mk→ 0 monotonically, for all sufficiently large
ν we have

θ( f )+
ν∑

k=1

mk+1 ≤ ν. (1.3)

Below we take an arbitrary ν satisfying (1.3). For a fixed ν, let {pk}
∞
k=ν be a nondecreasing

sequence of numbers pk > 1 (k ≥ ν). In addition, we take

p1 = p2 = ... = pν−1 = p (1.4)

for an arbitrary 1 < p ≤ pν. If ν = 1, then condition (1.4) is not required. Denote

πν = {p, · · · , p︸  ︷︷  ︸
ν−1

, pν, pν+1, ...} = {pk}
∞
k=1.

In the sequel we put
1∑

j=2

= 0.

Now we are in a position to formulate the main result of this paper.

Theorem 1.1. Let function f be represented by (1.1), and conditions (1.2) and (1.3) be
fulfilled for some integer ν ≥ 1. Then

j∑
k=1

1
|zk( f )|pk

≤
1

1− c

 (θ( f )+m2)p1

cp1 p1
+

j∑
k=2

mpk
k+1

cpk pk

 ( j = 1,2, ...) (1.5)

for any c ∈ (0,1) and pk ∈ πν (k = 1,2, ...).

This theorem is proved in the next section.

Corollary 1.2. Under the hypotheses of Theorem 1.1, let

J(c) :=
∞∑

k=2

mpk
k+1

cpk pk
<∞ (1.6)

for a c ∈ (0,1). Then

∞∑
k=1

1
|zk( f )|pk

≤
1

1− c

[
(θ( f )+m2)p1

cp1 p1
+ J(c)

]
<∞. (1.7)

Theorem 1.1 and its corollary supplement the very interesting recent investigations of
infinite order entire functions, cf. papers [3, 4, 6, 7, 13, 14] and references therein. Note
also that in [8], inequalities of the type

j∑
k=1

tk
|zk( f )|

< θ( f )+
j∑

k=1

tkmk+1 ( j = 1,2, ...).
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were established for a sequence {tk} of nonincreasing numbers. But they are not convenient
for the investigation of the convergence of the series of the zeros.

To illustrate Theorem 1.1, consider the function

f (λ) = 1+
∞∑

k=1

λk

4k lnk−1(k+1)
. (1.8)

We take a1 = 1/4,ψ1 = 1,

ak = 1/2k,ψk =
1

2k lnk−1(k+1)
,k ≥ 2.

So m2 = ψ2 =
1

4ln3 , and

mk =
lnk−2 k

2lnk−1(k+1)
≤

1
2ln(1+ k)

(k ≥ 3),

and

θ2( f ) =
1
42 +

∞∑
k=2

1
4k =

7
48
.

Clearly,

τ1 := m2+ θ( f ) =
1

4ln3
+

√
7

4
√

3
< 1.

So one can take ν = 1. Put

p1 = p2 = ln 3 and pk = ln k (k ≥ 3), and c = 1/2.

By Theorem 1.1, for the function defined by (1.8), we have

j∑
k=1

1
|zk( f )|pk

<
2p1+1τ

p1
1

p1
+2

j∑
k=2

1
pk lnpk (2+ k)

.

But lnln k(2+ k) ≥ kln ln k > k3 for large enough k. So condition (1.6) holds, and thus

∞∑
k=1

1
|zk( f )|pk

≤
2p1+1τ

p1
1

p1
+2

∞∑
k=2

1
pk lnpk (2+ k)

<∞.

2 Proof of Theorem 1.1

For an n× n-matrix A, λk(A) denote the eigenvalues and sk(A) =
√
λk(A∗A) (k = 1,2, ...,n)

are the singular values taken with their multiplicities and ordered in the decreasing way:
|λk(A)| ≥ |λk+1(A)|, sk(A) ≥ sk+1(A).
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Lemma 2.1. Let A be an n×n matrix, such that
ν∑

j=1

s j(A) ≤ ν (2.1)

for an integer 1 ≤ ν < n. Then for any constant c ∈ (0,1) and pk ∈ πν (k = 1, ...,n), we have

j∑
k=1

|λk(A)|pk ≤
1

1− c

j∑
k=1

spk
k (A/c)

pk
( j = 1, ...,n).

Proof. Put λ j(A) = λ j, s j(A) = s j. According to (2.1), sν ≤ 1 and

ν∑
k=1

|λk| ≤

ν∑
k=1

sk ≤ ν.

Therefore |λν| ≤ 1. Thanks to the Weyl inequalities [12, Lemma II.3.4] we have

j∑
k=1

tk|λk| ≤

j∑
k=1

tksk

for any nonincreasing sequence tk. Take tk = |λk|
pk−1. Then by (1.4), {tk} really nonincreases

and since pk > 1, by the Young inequality

ab ≤
ap

p
+

bq

q
(a,b > 0;

1
q
+

1
p
= 1),

we obtain
j∑

k=1

|λk|
pk−1sk ≤

j∑
k=1

(
cqk |λk|

qk(pk−1)

qk
+

(sk/c)pk

pk

)
with 1/qk +1/pk = 1. So qk(pk −1) = pk, and cqk ≤ c, and

j∑
k=1

|λk|
pk−1sk ≤

j∑
k=1

(
c|λk|

pk

qk
+

(sk/c)pk

pk

)
≤

j∑
k=1

(
c|λk|

pk +
(sk/c)pk

pk

)
.

Hence,

(1− c)
j∑

k=1

|λk|
pk ≤

j∑
k=1

(sk/c)pk

pk
.

The lemma is proved. �

Furthermore, for a ν satisfying (1.3) and an n > ν consider the polynomial

P(λ) =
n∑

k=0

akψkλ
n−k (a0 = ψ0 = 1).

Denote

θ(P) :=

 n∑
k=1

|ak|
2

1/2

.
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Lemma 2.2. Let

θ(P)+
ν∑

k=1

mk+1 ≤ ν (2.2)

for an integer 1 ≤ ν < n. Then the zeros of polynomial P satisfy the inequalities

j∑
k=1

|zk(P)|pk ≤
1

1− c

 (θ(P)+m2)p1

cp1 p1
+

j∑
k=2

mpk
k+1

cpk pk

 ( j = 1, ...,n)

for any constant c ∈ (0,1) and pk ∈ πν (k = 1, ...,n).

Proof. Introduce the n×n-matrix

AP =


−a1 −a2 ... −an−1 −an

m2 0 ... 0 0
0 m3 ... 0 0
. . ... . .

0 0 ... mn 0


.

As it is proved in [10, Section 5.2],

λk(AP) = zk(P) (k = 1, ...,n). (2.3)

We have AP = M+C, where

C =


−a1 −a2 −a3 ... −an

0 0 0 ... 0
. . . ... .

0 0 0 ... 0

 and M =


0 0 0 ... 0 0

m2 0 0 ... 0 0
0 m3 0 ... 0 0
. . . ... . .

0 0 0 ... mn 0


.

Matrices MM∗ and CC∗ are diagonal. Moreover, s1(C∗) = θ(P) and sk(C∗) = 0, k > 1. In
addition, sk(M∗) = mk+1 (k < n); sn(M∗) = 0. By Lemma II.4.2 [12],

j∑
k=1

sk(A∗P) ≤
j∑

k=1

sk(M∗)+ sk(C∗) = θ(P)+m2+

j∑
k=2

mk+1.

Repeating the arguments of the previous lemma, we get

(1− c)
j∑

k=1

|λk(AP)|pk ≤
(θ(P)+m2)p1

cp1 p1
+

j∑
k=2

mpk
k+1

cpk pk
.

This and (2.3) prove the lemma. �

Proof of Theorem 1.1: Consider the polynomial

fn(λ) = 1+
n∑

k=1

akψkλ
k.

Clearly, λn fn(1/λ) = P(λ). So zk(P) = 1/zk( fn). Take into account that the zeros continu-
ously depend on coefficients due to the Hurwitz theorem, cf. [10, p. 60].

We thus have the required result, letting in Lemma 2.2 n→∞. �
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