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# DYNAMICAL SYSTEMS ON ARITHMETIC FUNCTIONS DETERMINED BY PRIMES 
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#### Abstract

In this paper, we study an algebra $\mathcal{A}$ consisting of all arithmetic functions, and corresponding dynamical systems acting on $\mathcal{A}$ determined by a fixed prime $p$. Starting from free probabilistic models on $\mathcal{A}$ determined by $p$, we construct certain group dynamical systems induced by the additive group $\mathbb{R}$ of all real numbers. We investigate the basic properties and free-probabilistic data of such dynamical systems by constructing corresponding crossed product algebras.


## 1. Introduction

Recently, relations between operator theory and number theory have been studied (e.g., [9] through [16, 31, 20, 5, 7]). In particular, we apply free probability (which is one of branches of operator algebra theory, e.g., [29, 30, 32]) to modern number theory (e.g., [21, 22, 8, 23, 19, 6, 26, 27]).

Arithmetic functions are functions $f$ defined from the natural numbers $\mathbb{N}$ into the complex numbers $\mathbb{C}$. In particular, they induce (classical) Dirichlet series,

$$
L_{f}(s)=\sum_{k=1}^{\infty} \frac{f(k)}{k^{s}}, \text { for all } s \in \mathbb{C}, \text { for } f \in \mathcal{A}
$$

These are used in modern number theory; combinatorial number theory, $L$ function theory, and analytic number theory, etc (e.g., [21, 22, 31, 8, 23, 19, 6]). Entireness and analyticity of $L$-functions are interesting topics in pure analysis, too.

[^0]Recall that if $f_{1}, f_{2}$ are arithmetic functions, then the convolution $f_{1} * f_{2}$ is again an arithmetic function, where

$$
f_{1} * f_{2}(n) \stackrel{\text { def }}{=} \sum_{d \mid n} f_{1}(d) f_{2}\left(\frac{n}{d}\right)
$$

for all $n \in \mathbb{N}$, where " $d \mid n$ " means " $d$ divides $n$," or " $n$ is divisible by $d$," for $d \in \mathbb{N}$.

The collection $\mathcal{A}$ of all arithmetic functions forms an algebra, under the usual functional addition and convolution. The convolution $(*)$ on arithmetic functions provides the usual multiplication on the set of $L$-functions, i.e.,

$$
\left(L_{f_{1}}(s)\right)\left(L_{f_{2}}(s)\right)=L_{f_{1} * f_{2}}(s)
$$

Recently, the author and Jorgensen showed in $[15,16]$ that all arithmetic functions are understood as Krein-space operators on a certain Krein space, for a fixed prime. Start from constructing a free probabilistic model $\left(\mathcal{A}, g_{p}\right)$ as in [11, 13], we construct an indefinite pseudo-inner product [,] on $\mathcal{A}$,

$$
[f, h]=g_{p}\left(f * h^{*}\right), \text { for all } f, h \in \mathcal{A}
$$

Then, by the free-distributional data obtained in $[11,13]$, the indefinite pseudoinner product structure of $\mathcal{A}$ is embedded in an indefinite inner product space $\mathbb{C}_{A_{o}}^{2}=\left(\mathbb{C}^{2},[,]_{A_{o}}\right)$, under certain quotient relation, where

$$
\left[\left(t_{1}, s_{1}\right),\left(t_{2}, s_{2}\right)\right]_{A_{o}}=\left\langle\binom{ t_{1}}{s_{1}},\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\binom{t_{2}}{s_{2}}\right\rangle_{2},
$$

where $<,>_{2}$ means the (positive-definite) inner product on $\mathbb{C}^{2}$,

$$
<\left(t_{1}, s_{1}\right),\left(t_{2}, s_{2}\right)>_{2}=t_{1} \overline{t_{2}}+s_{1} \overline{s_{2}},
$$

where $\bar{z}$ means the conjugate of $z$, for all $z \in \mathbb{C}$.
And this indefinite inner product space $\mathbb{C}_{A_{o}}^{2}$ is isomorphic to the Krein subspace $\mathfrak{K}_{p}$ of the Krein space $\mathfrak{K}^{2}=\mathbb{C}^{2} \oplus \mathbb{C}^{2}$, with its indefinite inner product [, $]_{2}$,

$$
\left[\left(t_{1}, s_{1}\right),\left(t_{2}, s_{2}\right)\right]_{2}=<t_{1}, t_{2}>_{2}-<s_{1}, s_{2}>_{2}
$$

Thus, one can understand all arithmetic functions as Krein-space operators for fixed primes (See [16]). In [15], as an application of [16], we considered Kreinspace operators induced in particular by Dirichlet characters.

For more about Krein spaces and Krein-space operators, we refer [20, 5, 4].
In this paper, we concentrate on a certain group action $E$ of a flow $\mathbb{R}$, the additive group $(\mathbb{R},+)$ of real numbers, acting on $\mathcal{A}$. Such an action $E$ is introduced as a system of morphisms $\left\{E_{z}\right\}_{z \in \mathbb{C}}$ (over $\mathbb{C}$ ) in [16]. However, in [16], we did not consider detailed analytic and free-probabilistic properties of such an action. Here, we study this action and their corresponding images $\left\{E_{z}(f)\right\}_{f \in \mathcal{A}}$ in detail (See Section 3 below). We understand the construction of morphisms $E_{t}$ as a group action $E$ of $\mathbb{R}$, by restricting our interests to $\mathbb{R}$ from $\mathbb{C}$. i.e.,

$$
t \in \mathbb{R} \longmapsto E_{t}: \mathcal{A} \rightarrow \mathcal{A}, \text { for all } t \in \mathbb{R}
$$

It means that we obtain group dynamical system $(\mathcal{A}, \mathbb{R}, E)$, and hence, the corresponding crossed product algebra $\mathcal{A}_{E}=\mathcal{A} \times_{E} \mathbb{R}$. Representations of $\mathcal{A}_{E}$ will be considered.

## 2. Free Probability

We briefly introduce free probability. Free probability is a branch of operator algebra theory, a noncommutative probability theory on noncommutative (and hence, on commutative) algebras (e.g., pure algebraic algebras, topological algebras, topological $*$-algebras, etc).

Let $\mathfrak{A}$ be an arbitrary algebra over the complex numbers $\mathbb{C}$, and let $\psi: \mathfrak{A} \rightarrow \mathbb{C}$ be a linear functional on $\mathfrak{A}$. The pair $(\mathfrak{A}, \psi)$ is called a free probability space (over $\mathbb{C})$. All operators $a \in(\mathfrak{A}, \psi)$ are called free random variables (See [30, 32]). Note that free probability spaces are dependent upon the choice of linear functionals.

Let $a_{1}, \cdots, a_{s}$ be a free random variable in a $(\mathfrak{A}, \psi)$, for $s \in \mathbb{N}$. The free moments of $a_{1}, \cdots, a_{s}$ are determined by the quantities

$$
\psi\left(a_{i_{1}} \cdots a_{i_{n}}\right)
$$

for all $\left(i_{1}, \cdots, i_{n}\right) \in\{1, \cdots, s\}^{n}$, for all $n \in \mathbb{N}$.
And the free cumulants $k_{n}\left(a_{i_{1}}, \cdots, a_{i_{n}}\right)$ of $a_{1}, \cdots, a_{s}$ is determined by the Möbius inversion;

$$
\begin{aligned}
k_{n}\left(a_{i_{1}}, \cdots, a_{i_{n}}\right) & =\sum_{\pi \in N C(n)} \psi_{\pi}\left(a_{i_{1}}, \cdots, a_{i_{n}}\right) \mu\left(\pi, 1_{n}\right) \\
& =\sum_{\pi \in N C(n)}\left(\prod_{V \in \pi} \psi_{V}\left(a_{i_{1}}, \cdots, a_{i_{n}}\right) \mu\left(0_{|V|}, 1_{|V|}\right)\right),
\end{aligned}
$$

for all $\left(i_{1}, \cdots, i_{n}\right) \in\{1, \cdots, s\}^{n}$, for all $n \in \mathbb{N}$, where $\psi_{\pi}(\cdots)$ means the partition-depending moments, and $\psi_{V}(\cdots)$ means the block-depending moment; for example, if

$$
\pi=\{(1,5,7),(2,3,4),(6)\} \text { in } N C(7),
$$

with three blocks $(1,5,7),(2,3,4)$, and (6), then

$$
\begin{aligned}
& \psi_{\pi}\left(a_{i_{1}}^{r_{1}}, \cdots, a_{i_{7}}^{r_{7}}\right) \\
& \quad=\psi_{(1,5,7)}\left(a_{i_{1}}^{r_{1}}, \cdots, a_{i_{7}}^{r_{7}}\right) \psi_{(2,3,4)}\left(a_{i_{1}}^{r_{1}}, \cdots, a_{i_{7}}^{r_{7}}\right) \psi_{(6)}\left(a_{i_{1}}^{r_{1}}, \cdots, a_{i_{7}}^{r_{7}}\right) \\
& \quad=\psi\left(a_{i_{1}}^{r_{1}} a_{i_{5}}^{r_{5}} a_{i_{7}}^{r_{7}}\right) \psi\left(a_{i_{2}}^{r_{2}} a_{i_{3}}^{r_{3}} a_{i_{4}}^{r_{4}}\right) \psi\left(a_{i_{6}}^{r_{6}}\right) .
\end{aligned}
$$

Here, the set $N C(n)$ denotes the noncrossing partition set over $\{1, \cdots, n\}$. It is a lattice with inclusion as $\leq$, such that

$$
\theta \leq \pi \stackrel{\text { def }}{\Longleftrightarrow} \forall V \in \theta, \exists B \in \pi \text {, s.t., } V \subseteq B,
$$

where $V \in \theta$ or $B \in \pi$ means that $V$ is a block of $\theta$, respectively, $B$ is a block of $\pi$, and $\subseteq$ means the usual set inclusion, having its minimal element $0_{n}=\{(1)$, $(2), \cdots,(n)\}$, and its maximal element $1_{n}=\{(1, \cdots, n)\}$.

A partition-dependent free moment $\psi_{\pi}(a, \cdots, a)$ is given by

$$
\psi_{\pi}(a, \cdots, a)=\prod_{V \in \pi} \psi\left(a^{|V|}\right)
$$

where $|V|$ means the cardinality of $V$.
Also, $\mu$ is the Möbius functional from $N C \times N C$ into $\mathbb{C}$, where $N C=\bigcup_{n=1}^{\infty}$ $N C(n)$. i.e., $\mu$ satisfies

$$
\mu(\pi, \theta)=0, \text { for all } \pi>\theta \text { in } N C(n)
$$

and

$$
\mu\left(0_{n}, 1_{n}\right)=(-1)^{n-1} c_{n-1}, \text { and } \sum_{\pi \in N C(n)} \mu\left(\pi, 1_{n}\right)=0
$$

for all $n \in \mathbb{N}$, where

$$
c_{k}=\frac{1}{k+1}\binom{2 k}{k}=\frac{1}{k+1} \frac{(2 k)!}{k!k!}
$$

means the $k$-th Catalan numbers, for all $k \in \mathbb{N}$. Notice that since each $N C(n)$ is a well-defined lattice, if $\pi<\theta$ are given in $N C(n)$, one can decide the "interval"

$$
[\pi, \theta]=\{\delta \in N C(n): \pi \leq \delta \leq \theta\}
$$

and it is always lattice-isomorphic to

$$
[\pi, \theta]=N C(1)^{k_{1}} \times N C(2)^{k_{2}} \times \cdots \times N C(n)^{k_{n}}
$$

for some $k_{1}, \cdots, k_{n} \in \mathbb{N}$, where $N C(l)^{k_{t}}$ means " $l$ blocks of $\pi$ generates $k_{t}$ blocks of $\theta$," for $k_{j} \in\{0,1, \cdots, n\}$, for all $n \in \mathbb{N}$. By the multiplicativity of $\mu$ on $N C(n)$, for all $n \in \mathbb{N}$, if an interval $[\pi, \theta]$ in $N C(n)$ satisfies the above set-product relation, then we have

$$
\mu(\pi, \theta)=\prod_{j=1}^{n} \mu\left(0_{j}, 1_{j}\right)^{k_{j}} .
$$

(For details, see [30]).
Free moments of free random variables and the free cumulants of them provide equivalent free distributional data. For example, if a free random variable $a$ in $(\mathfrak{A}, \psi)$ is a self-adjoint operator in the von Neumann algebra $\mathfrak{A}$ in the sense that: $a^{*}=a$, then both free moments $\left\{\psi\left(a^{n}\right)\right\}_{n=1}^{\infty}$ and free cumulants $\left\{k_{n}(a, \cdots, a)\right\}_{n=1}^{\infty}$ give its spectral distributional data.

However, their uses are different. For instance, to study the free distribution of fixed free random variables, the computation of free moments is better; and to study the freeness of distinct free random variables in the structures, the computation and observation of free cumulants is better (See [30, 29]).

Definition 2.1. We say two subalgebras $A_{1}$ and $A_{2}$ of $\mathfrak{A}$ are free in $(\mathfrak{A}, \psi)$, if all "mixed" free cumulants of $A_{1}$ and $A_{2}$ vanish.. Similarly, two subsets $X_{1}$ and $X_{2}$ of $\mathfrak{A}$ are free in $(\mathfrak{A}, \psi)$, if two subalgebras $A_{1}$ and $A_{2}$, generated by $X_{1}$ and $X_{2}$ respectively, are free in $(\mathfrak{A}, \psi)$. Two free random variables $x_{1}$ and $x_{2}$ are free in $(\mathfrak{A}, \psi)$, if $\left\{x_{1}\right\}$ and $\left\{x_{2}\right\}$ are free in $(\mathfrak{A}, \psi)$.

Suppose $A_{1}$ and $A_{2}$ are free subalgebras in $(\mathfrak{A}, \psi)$. Then the subalgebra $A$ generated both by these free subalgebras $A_{1}$ and $A_{2}$ is denoted by

$$
A \stackrel{\text { def }}{=} A_{1} *_{\mathbb{C}} A_{2}
$$

Assume that $\mathfrak{A}$ is generated by its family $\left\{A_{i}\right\}_{i \in \Lambda}$ of subalgebras, and suppose the subalgebras $A_{i}$ are free from each other in $(\mathfrak{A}, \psi)$, for $i \in \Lambda$. i.e.,

$$
\mathfrak{A}=\underset{i \in \Lambda}{*_{\mathbb{C}}} A_{i} .
$$

Then, we call $\mathfrak{A}$ the free product algebra of $\left\{A_{i}\right\}_{i \in \Lambda}$.

## 3. Free Probabilistic Models of $\mathcal{A}$ Induced by The Primes

In this section, we introduce free probabilistic models $\left(\mathcal{A}, g_{p}\right)$ on the arithmetic algebra $\mathcal{A}$ determined by fixed primes $p$ (See [11, 12, 13]). And, we put topologies on $\mathcal{A}$ determined by primes to make our dynamical systems act on $\mathcal{A}$ properly.
3.1. Arithmetic $p$-Prime Probability $\operatorname{Spaces}\left(\mathcal{A}, g_{p}\right)$. Let $\mathcal{A}$ be the set of all arithmetic functions, as a vector space over $\mathbb{C}$. Define the convolution $(*)$ on $\mathcal{A}$ by

$$
f_{1} * f_{2}(n) \stackrel{\text { def }}{=} \sum_{d \mid n} f_{1}(d) f_{2}\left(\frac{n}{d}\right), \text { for all } n \in \mathbb{N}
$$

Then $\mathcal{A}$ becomes an algebra over $\mathbb{C}$. We call $\mathcal{A}$ the arithmetic(-functional) algebra.

Define a linear functional $g_{p}$ on $\mathcal{A}$ by the point-evaluation at $p$;

$$
\begin{equation*}
g_{p}(f) \stackrel{\text { def }}{=} f(p), \text { for all } f \in \mathcal{A} \tag{3.1.1}
\end{equation*}
$$

for any fixed prime $p$.
Definition 3.1. Let $\mathcal{A}$ be the arithmetic algebra, and let $g_{p}$ be the linear functional (3.1.1), for a prime $p$. Then the free probability space $\left(\mathcal{A}, g_{p}\right)$ is called the arithmetic $p$-prime probability space.

We study primes $p$ as linear functionals $g_{p}$ on arithmetic functions, and then arithmetic functions have corresponding free-distributional data induced by primes.

Proposition 3.2. (See [11]) Let $\left(\mathcal{A}, g_{p}\right)$ be the arithmetic p-prime-probability space, for a fixed prime $p$. If $f, f_{1}, f_{2}$ are free random variable in $\left(\mathcal{A}, g_{p}\right)$, then
(3.1.2) $g_{p}\left(f_{1} * f_{2}\right)=g_{p}\left(f_{1}\right) f_{2}(1)+f_{1}(1) g_{p}\left(f_{2}\right)$.
(3.1.3) $g_{p}\left(f^{(n)}\right)=n f(1)^{n-1} f(p)$, for all $n \in \mathbb{N}$,
where

$$
f^{(n)} \stackrel{\text { def }}{=} \underbrace{f * \ldots \ldots \ldots * f}_{n-\text { times }}
$$

for all $n \in \mathbb{N}$.
The free moment computation (3.1.3) is obtained by (3.1.2), inductively. Also, one has that
$(3.1 .2)^{\prime}$

$$
g_{p}\left( f_{j}\right)=\sum_{j=1}^{n} f_{j}(p)\left(\prod_{l \neq j \in\{1, \cdots, n\}} f_{l}(1)\right),
$$

for all $f_{1}, \cdots, f_{n} \in\left(\mathcal{A}, g_{p}\right)$, for $n \in \mathbb{N}$.
From the above proposition, one can verify that free-distributional data of arithmetic functions $f$ in $\left(\mathcal{A}, g_{p}\right)$ is completely determined by quantities $f(1)$ and $f(p)$. It motivates the main result of [13].

Proposition 3.3. (See [13]) Let $\mathcal{A}$ be the arithmetic algebra and $p$, an arbitrary fixed prime. Then, for a fixed $p$, the algebra $\mathcal{A}$ is decomposed by

$$
\mathcal{A}=\underset{(a, b) \in \mathbb{C} \times \mathbb{C}}{\sqcup}[a, b],
$$

where

$$
[a, b] \stackrel{\text { def }}{=}\{f \in \mathcal{A}: f(1)=a, \text { and } f(p)=b \text { in } \mathbb{C}\}
$$

We considered the following morphism $E x p_{t}^{*}$ in [16], for " $t \in \mathbb{C}$."

Corollary 3.4. Let $t \in \mathbb{C}$. Define a morphism Exp $p_{t}^{*}$ on $\mathcal{A}$ by

$$
\operatorname{Exp}_{t}^{*}(f) \stackrel{\text { def }}{=} \sum_{n=1}^{\infty} \frac{t^{n}}{n!} f^{(n)}, \text { for all } f \in \mathcal{A}
$$

Then
(3.1.4)

$$
g_{p}\left(E x p_{t}^{*}(f)\right)=\left(t e^{t f(1)}\right) f(p) .
$$

Proof. Observe that:

$$
\begin{align*}
& g_{p}\left(E x p_{x}^{*}(f)\right)=g_{p}\left(\sum_{n=1}^{\infty} \frac{t^{n}}{n!} f^{(n)}\right) \\
& \quad=\sum_{n=1}^{\infty} \frac{t^{n}}{n!}\left(f^{(n)}(p)\right)=\sum_{n=1}^{\infty} \frac{t^{n}}{n!}\left(n f(1)^{n-1} f(p)\right) \tag{3.1.3}
\end{align*}
$$

$$
=\sum_{n=1}^{\infty} \frac{t^{n} f(1)^{n-1}}{(n-1)!} f(p)=\sum_{n=1}^{\infty} \frac{t\left(t^{n-1} f(1)\right)^{n-1}}{(n-1)!} f(p)
$$

$$
=f(p)\left(t \sum_{k=0}^{\infty} \frac{(t f(1))^{k}}{k!}\right)
$$

$$
=\left(t e^{t f(1)}\right) f(p)=\left(t e^{t f(1)}\right) g_{p}(f)
$$

for all $f \in \mathcal{A}$.
Also, the above morphism $E x p_{t}^{*}(\bullet)$ on $\mathcal{A}$ satisfies a certain co-cycle property for $g_{p}$.
Corollary 3.5. Let $\operatorname{Exp} p_{t}^{*}(\bullet)$ be as above in (3.1.4). Then

$$
\begin{align*}
& g_{p}\left(\operatorname{Exp}_{t}^{*}\left(f_{1}+f_{2}\right)\right)=g_{p}\left(\left(\operatorname{Exp}_{t}^{*}\left(f_{1}\right)\right) *\left(\operatorname{Exp}_{t}^{*}\left(f_{2}\right)\right)\right)  \tag{3.1.5}\\
& \quad+g_{p}\left(E x p_{t}^{*}\left(f_{1}\right)\right)+g_{p}\left(\operatorname{Exp}_{t}^{*}\left(f_{2}\right)\right)
\end{align*}
$$

for all $f_{1}, f_{2} \in \mathcal{A}$, for all primes $p$.
Proof. Let $f_{j}$ be arithmetic functions in the arithmetic $p$-prime probability space $\left(\mathcal{A}, g_{p}\right)$, and let $\operatorname{Exp}_{t}^{*}\left(f_{j}\right)$ be the corresponding elements of $\left(\mathcal{A}, g_{p}\right)$, for $j=1,2$, where $E x p_{t}^{*}(\bullet)$ is a morphism introduced as above, for all $t \in \mathbb{C}$. Observe that:

$$
\begin{aligned}
& g_{p}\left(\left(\operatorname{Exp}_{t}^{*}\left(f_{1}\right)\right) *\left(\operatorname{Exp}_{t}^{*}\left(f_{2}\right)\right)\right) \\
& =g_{p}\left(\left(\sum_{n=1}^{\infty} \frac{t^{n}}{n!} f_{1}^{(n)}\right)\left(\sum_{k=1}^{\infty} \frac{t^{k}}{k!} f_{2}^{(k)}\right)\right) \\
& =g_{p}\left(\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \frac{t^{n+k}}{n!k!} f_{1}^{(n)} * f_{2}^{(k)}\right) \\
& =\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \frac{t^{n+k}}{n!k!} g_{p}\left(f_{1}^{(n)} * f_{2}^{(k)}\right) \\
& =\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \frac{t^{n+k}}{n!k!}\left(f_{1}^{(n)}(1) f_{2}^{(k)}(p)+f_{1}^{(n)}(p) f_{2}^{(k)}(1)\right)
\end{aligned}
$$

by (3.1.2)

$$
=\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \frac{t^{n+k}}{n!k!}\left(\left(f_{1}(1)\right)^{n} f_{2}^{(k)}(p)+f_{1}^{(n)}(p)\left(f_{2}(1)\right)^{k}\right)
$$

since $h^{(n)}(1)=(h(1))^{n}$, for all $h \in \mathcal{A}$, and $n \in \mathbb{N}$

$$
\begin{aligned}
=\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \frac{t^{n+k}}{n!k!}\left(\left(f_{1}(1)\right)^{n}\right. & \left(k f_{2}(1)^{k-1} f_{2}(p)\right) \\
& \left.\left(f_{2}(1)\right)^{k}\left(n f_{1}(1)^{n-1} f_{1}(p)\right)\right)
\end{aligned}
$$

by (3.1.3)

$$
\begin{aligned}
& \begin{aligned}
&= t \sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \frac{t^{n+k-1}}{(n-1)!k!}\left(f_{1}(1)\right)^{n-1}\left(f_{2}(1)\right)^{k} f_{1}(p) \\
& \quad+t \sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \frac{t^{n+k-1}}{n!(k-1)!}\left(f_{1}(1)\right)^{n}\left(f_{2}(1)\right)^{k-1} f_{2}(p) \\
&=\left(t e^{t\left(f_{1}(1)+f_{2}(1)\right)} f_{1}(p)-t e^{t f_{1}(1)} f_{1}(p)\right) \\
& \quad+\left(t e^{t\left(f_{1}(1)+f_{2}(1)\right)} f_{2}(p)-t e^{t f_{2}(1)} f_{2}(p)\right) \\
&=t e^{t\left(f_{1}(1)+f_{2}(1)\right)}\left(f_{1}(p)+f_{2}(p)\right) \\
& \quad-t e^{t f_{1}(1)} f_{1}(p)-t e^{t f_{2}(1)} f_{2}(p)
\end{aligned} \\
& =g_{p}\left(\operatorname{Exp}_{t}^{*}\left(f_{1}+f_{2}\right)\right)-g_{p}\left(\operatorname{Exp}_{t}^{*}\left(f_{1}\right)\right)-g_{p}\left(\operatorname{Exp}_{t}^{*}\left(f_{2}\right)\right),
\end{aligned}
$$

by (3.1.4).
Let $1_{\mathcal{A}}$ be the identity element of the arithmetic algebra $\mathcal{A}$, i.e.,

$$
1_{\mathcal{A}}(n) \stackrel{\text { def }}{=} \begin{cases}1 & \text { if } n=1 \\ 0 & \text { otherwise }\end{cases}
$$

for all $n \in \mathbb{N}$. Motivated by the morphism $\operatorname{Exp}_{t}^{*}(\bullet)$ on $\mathcal{A}$, define a morphism

$$
E_{t}: \mathcal{A} \rightarrow \mathcal{A}
$$

for $t \in \mathbb{C}$, by

$$
\begin{equation*}
E_{t}(f) \stackrel{\text { def }}{=} 1_{\mathcal{A}}+\sum_{n=1}^{\infty} \frac{t^{n}}{n!} f^{(n)}, \text { for all } f \in \mathcal{A} \tag{3.1.6}
\end{equation*}
$$

i.e.,

$$
E_{t}(f)=1_{\mathcal{A}}+\operatorname{Exp}_{t}^{*}(f) \text { in } \mathcal{A}, \text { for all } f \in \mathcal{A}
$$

for $t \in \mathbb{C}$. Also, by identifying $f^{(0)}$ with $1_{\mathcal{A}}$, one has

$$
\begin{equation*}
E_{t}(f)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} f^{(n)}, \text { for } f \in \mathcal{A} \tag{3.1.6}
\end{equation*}
$$

Then, by the above corollary, one obtains that:
Corollary 3.6. Let $E_{t}: \mathcal{A} \rightarrow \mathcal{A}$ be the morphism as above, for $t \in \mathbb{C}$.
(3.1.7) $E_{1}\left(f_{1}\right) * E_{1}\left(f_{2}\right)=E_{1}\left(f_{1}+f_{2}\right)$ in $\mathcal{A}$, for all $f_{1}, f_{2} \in \mathcal{A}$.
(3.1.8) For all $f \in \mathcal{A}$, the $\mathbb{C}$-valued function $t \mapsto g_{p}\left(E_{t}(f)\right)$ is entire on $\mathbb{C}$, for all primes $p$.
(3.1.9) For all $f \in \mathcal{A}$, the corresponding arithmetic function $E_{t}(f)$ is the unique solution to the differential equation;
(i) $E_{t}(f) \in \mathcal{A}$, for all $t \in \mathbb{C}$,
(ii) $\frac{d}{d t} E_{t}(f)=f * E_{t}(f)=E_{t}(f) * f$,
(iii) $E_{0}(f)=1_{\mathcal{A}}$,

Proof. Observe that

$$
\begin{aligned}
& E_{1}\left(f_{1}\right) * E_{1}\left(f_{1}\right) \\
& =\left(1_{\mathcal{A}}+\sum_{n=1}^{\infty} \frac{1}{n!} f_{1}^{(n)}\right) *\left(1_{\mathcal{A}}+\sum_{k=1}^{\infty} \frac{1}{k!} f_{2}^{(k)}\right) \\
& =1_{\mathcal{A}}+\sum_{k=1}^{\infty} \frac{1}{k!} f_{2}^{(k)}+\sum_{n=1}^{\infty} \frac{1}{n!} f_{1}^{(n)} \\
& \quad+\sum_{n=1}^{\infty} \sum_{k=1}^{\infty} \frac{1}{n!k!}\left(f_{1}^{(n)} * f_{2}^{(k)}\right)
\end{aligned}
$$

since $1_{\mathcal{A}}$ is the identity element of $\mathcal{A}$ (under convolution)

$$
\begin{aligned}
=1_{\mathcal{A}}+\operatorname{Exp}_{1}^{*}\left(f_{2}\right) & +\operatorname{Exp} p_{1}^{*}\left(f_{1}\right) \\
& +\operatorname{Exp}_{1}^{*}\left(f_{1}\right) * E x p_{1}^{*}\left(f_{2}\right) \\
& =E_{1}\left(f_{1}+f_{2}\right),
\end{aligned}
$$

by (3.1.5). Thus, the statement (3.1.7) holds true.
Now, consider the function

$$
t \in \mathbb{C} \longmapsto g_{p}\left(E_{t}(f)\right) \in \mathcal{A},
$$

for an arbitrary fixed arithmetic function $f \in \mathcal{A}$. Notice that

$$
\begin{gathered}
g_{p}\left(E_{t}(f)\right)=g_{p}\left(1_{\mathcal{A}}+E x p_{t}^{*}(f)\right)=g_{p}\left(E x p_{t}^{*}(f)\right) \\
=t e^{t f(1)} g_{p}(f)=(t f(p)) e^{t f(1)}
\end{gathered}
$$

by (3.1.4). Since $f(p)$ and $f(1)$ are constants in $\mathbb{C}$, the maps

$$
t \mapsto t f(p) \text { and } t \mapsto e^{t f(1)}
$$

are entire on $\mathbb{C}$, and hence,

$$
t \longmapsto t f(p) e^{t f(1)}
$$

is entire on $\mathbb{C}$. Equivalently, the statement (3.1.8) holds.
By (3.1.8) and (3.1.7), the statement (3.1.9) holds true. In particular, one can get that:

$$
\begin{aligned}
\frac{t}{d t}\left(E_{t}(f)\right) & =\frac{t}{d t}\left(1_{\mathcal{A}}+\sum_{n=1}^{\infty} \frac{t^{n}}{n!} f^{(n)}\right) \\
& =\sum_{n=1}^{\infty} \frac{t^{n-1}}{(n-1)!} f^{(n)}=\sum_{n=1}^{\infty} \frac{t^{n-1}}{(n-1)!}\left(f^{(n-1)} * f\right) \\
& =f *\left(\sum_{k=0}^{\infty} \frac{t^{k}}{k!} f^{(k)}\right)
\end{aligned}
$$

by identifying $h^{(0)}=1_{\mathcal{A}}$

$$
=f *\left(1_{\mathcal{A}}+\operatorname{Exp}_{t}^{*}(f)\right)
$$

$$
=f * E_{t}(f)=E_{t}(f) * f
$$

By (3.1.7), one can obtain that:

$$
\begin{equation*}
g_{p}\left(E_{1}\left(f_{1}\right) * E_{1}\left(f_{2}\right)\right)=g_{p}\left(E_{1}\left(f_{1}+f_{2}\right)\right) \tag{3.1.7}
\end{equation*}
$$

for all $f_{1}, f_{2} \in \mathcal{A}$, for all primes $p$.
The above special case (3.1.7) will be extended to our future works below. Also, motivated by (3.1.7) and (3.1.7)', we obtain the following theorem, too.

Theorem 3.7. Let $E_{t}: \mathcal{A} \rightarrow \mathcal{A}$ be in the sense of (3.1.6). Define a subset (3.1.10)

$$
\Gamma \stackrel{\text { def }}{=}\left\{E_{1}(f) \in \mathcal{A}: f \in \mathcal{A}\right\}
$$

of $\mathcal{A}$. Then the subset $\Gamma$ of (3.1.10) is an infinite abelian group under convolution. i.e.,

Proof. Define a subset $\Gamma$ of $\mathcal{A}$ as above. Then, under convolution, it satisfies that

$$
E_{1}\left(f_{1}\right) * E_{1}\left(f_{2}\right)=E_{1}\left(f_{1}+f_{2}\right)
$$

in $\Gamma$, by (3.1.7), and hence, the operation $(*)$ is closed in $\Gamma$.

$$
\begin{aligned}
\left(E_{1}\left(f_{1}\right) *\right. & \left.E_{1}\left(f_{2}\right)\right) * E_{1}\left(f_{3}\right) \\
& =E_{1}\left(f_{1}+f_{2}+f_{3}\right) \\
& =E_{1}\left(f_{1}\right) *\left(E_{1}\left(f_{2}\right) * E_{1}\left(f_{3}\right)\right)
\end{aligned}
$$

by (3.1.7), for all $f_{1}, f_{2}, f_{3} \in \mathcal{A}$. Thus, $\Gamma$ is associative. i.e., it is a semigroup under $(*)$.

Moreover, there exists an arithmetic function $0_{\mathcal{A}}$ in $\mathcal{A}$,

$$
0_{\mathcal{A}}(n) \stackrel{\text { def }}{=} 0, \text { for all } n \in \mathbb{N},
$$

such that

$$
E_{t}\left(0_{\mathcal{A}}\right)=1_{\mathcal{A}}+\operatorname{Exp}_{t}^{*}\left(0_{\mathcal{A}}\right)=1_{\mathcal{A}}, \text { for all } t \in \mathbb{C}
$$

So, one has $E_{1}\left(0_{\mathcal{A}}\right)=1_{\mathcal{A}}$ in $\Gamma$, and hence,

$$
E_{1}\left(0_{\mathcal{A}}\right) * E_{1}(f)=1_{\mathcal{A}} * E_{1}(f)=E_{1}\left(0_{\mathcal{A}}+f\right)=E_{1}(f),
$$

for all $f \in \mathcal{A}$. Therefore, there exists the $(*)$-identity $1_{\mathcal{A}}=E_{1}\left(0_{\mathcal{A}}\right)$ in $\Gamma$. Thus, $\Gamma$ is a monoid.

For all $f \in \mathcal{A}$, there exists $-f \in \mathcal{A}$. Again, by (3.1.7), we have

$$
E_{1}(f) * E_{1}(-f)=E_{1}(f+(-f))=E_{1}\left(0_{\mathcal{A}}\right)=1_{\mathcal{A}},
$$

in $\Gamma$. It shows that, for any $E_{1}(f) \in \Gamma$, there exists a unique inverse $E_{1}(-f)$ in $\Gamma$. Therefore, the subset $\Gamma$ forms a group under $(*)$ in $\mathcal{A}$.

Furthermore, since the convolution $(*)$ is commutative in $\mathcal{A}$, it is commutative in $\Gamma$, too. Therefore, the group $\Gamma$ is an abelian group in $\mathcal{A}$.

The above theorem (3.1.10) shows that the group $\Gamma$ is a Lie group in a Lie algebra $\mathcal{A}$.

And, by (3.1.2) and (3.1.3), we obtain the following joint free moment computation (3.1.6).

Proposition 3.8. (See $[11,13])$ Let $f_{1}, \cdots, f_{s}$ be free random variables of the arithmetic p-prime-probability space $\left(\mathcal{A}, g_{p}\right)$, for $s \in \mathbb{N}$. Then
(3.1.11)

$$
g_{p}\left(\stackrel{n}{*} f_{j=1}^{f_{i_{j}}}\right)=\sum_{j=1}^{n}\left(f_{i_{j}}(p)\left(\prod_{k \in\{1, \cdots, n\}, k \neq j} f_{i_{k}}(1)\right)\right),
$$

for all $\left(i_{1}, \cdots, i_{n}\right) \in\{1, \cdots, s\}^{n}$, for all $n \in \mathbb{N}$, where the $\Pi$ on the right-hand side of (3.1.4) means the usual multiplication of $\mathbb{C}$.

Now, let $f_{1}, \cdots, f_{s}$ be free random variables in the arithmetic $p$-prime-probability space $\left(\mathcal{A}, g_{p}\right)$, for a prime $p$, for $s \in \mathbb{N}$. Observe that

$$
\begin{aligned}
& k_{n}\left(f_{i_{1}}, \cdots, f_{i_{n}}\right) \\
& =\sum_{\pi \in N C(n)}\left(\prod_{V \in \pi}\left(g_{p}\right)_{V}\left(f_{i_{1}}, \cdots, f_{i_{n}}\right) \mu\left(0_{|V|}, 1_{|V|}\right)\right) \\
& =\sum_{\pi \in N C(n)}\left(\prod_{V=\left(j_{1}, \cdots, j_{k}\right) \in \pi} g_{p}\left( f_{i_{j_{l}}}\right) \mu\left(0_{k}, 1_{k}\right)\right) \\
& =\sum_{\pi \in N C(n)}\left(\prod_{V=\left(j_{1}, \cdots, j_{k}\right) \in \pi}\left(\sum_{t=1}^{k} f_{i_{j_{t}}}(p)\left(\prod_{u \in\{1, \cdots, k\}, u \neq t} f_{i_{j_{u}}}(1)\right)\right) \mu\left(0_{k}, 1_{k}\right)\right),
\end{aligned}
$$

by (3.1.4). So, we obtain the following free-cumulant computation as equivalent free-distributional data of (3.1.11).

Proposition 3.9. Let $f_{1}, \cdots, f_{s}$ be free random variables in the arithmetic $p$ -prime-probability space $\left(\mathcal{A}, g_{p}\right)$. Then
(3.1.12)

$$
\begin{aligned}
& k_{n}\left(f_{i_{1}}, \cdots, f_{i_{n}}\right) \\
& \quad=\sum_{\pi \in N C(n)}\left(\prod_{V \in \pi}\left(\sum_{t \in V} f_{i_{j_{t}}}(p)\left(\underset{u \in V \backslash\{t\}}{*} f_{i_{j_{u}}}(1)\right)\right) \mu\left(0_{|V|}, 1_{|V|}\right)\right),
\end{aligned}
$$

for all $\left(i_{1}, \cdots, i_{n}\right) \in\{1, \cdots, s\}^{n}$, for all $n \in \mathbb{N}$.
Also, by (3.1.5) and (3.1.12), one obtains the following necessary freeness conditions on $\left(\mathcal{A}, g_{p}\right)$, for all primes $p$.

Theorem 3.10. (See [11]) Let $f_{1}, f_{2} \in\left(\mathcal{A}, g_{p}\right)$. Then $f_{1}$ and $f_{2}$ are free in $(\mathcal{A}$, $g_{p}$ ), if and only if either (3.1.13) or (3.1.14) holds, where
(3.1.13) $f_{1}(p)=0=f_{2}(p)$,
(3.1.14) $f_{i}(1)=0=f_{j}(p)$, where $i \neq j \in\{1,2\}$.
3.2. Norm Topologies on $\mathcal{A}$. Let $\left(\mathcal{A}, g_{p}\right)$ be the arithmetic $p$-prime probability space. For a fixed prime $p$ and its corresponding linear functional $g_{p}$, define a norm $\|.\|_{p}$ on $\mathcal{A}$ by
(3.2.1)

$$
\|f\|_{p} \stackrel{\text { def }}{=} \sqrt{|f(1)|^{2}+|f(p)|^{2}}
$$

for all $f \in\left(\mathcal{A}, g_{p}\right)$. The definition of morphism $\|\cdot\|_{p}$ of (3.2.1) is motivated by the structures of $[11,13,15,16]$, where |.| on the right-hand side of (3.2.1) means the modulus on $\mathbb{C}$. As we have seen in Proposition 3.2 (and [13]), whenever a prime $p$ is fixed, then free random variables $f$ of the arithmetic $p$-prime probability space $\left(\mathcal{A}, g_{p}\right)$ are classified by $(f(1), f(p)) \in \mathbb{C}^{2}$.

One may understand (3.2.1) as a process;

$$
f \in \mathcal{A} \longmapsto(f(1), f(p)) \in \mathbb{C}^{2} \longmapsto\|(f(1), f(p))\|_{2} \in \mathbb{R}_{0}^{+},
$$

where $\|\cdot\|_{2}$ means the usual Euclidean norm on $\mathbb{C}^{2}$, where $\mathbb{R}_{0}^{+}$is the subset of $\mathbb{R}$, consisting of all positive real numbers or 0 , i.e.,

$$
\begin{equation*}
\|f\|_{p}=\|(f(1), f(p))\|_{2}, \text { for all } f \in\left(\mathcal{A}, g_{p}\right) \tag{3.2.1}
\end{equation*}
$$

Proposition 3.11. The morphism $\|.\|_{p}: \mathcal{A} \rightarrow \mathbb{R}_{0}^{+}$of (3.2.1) is a well-defined pseudo-norm on $\mathcal{A}$ with respect to a fixed prime $p$.
Proof. By $(3.2 .1)^{\prime}$, indeed, $\|\cdot\|_{p}$ is a pseudo-norm on $\mathcal{A}$, since the Euclidean norm $\|\cdot\|_{2}$ is a well-defined norm on $\mathbb{C}^{2}$.

Assume now that $f_{1} \neq f_{2}$ in $\mathcal{A}-\left\{0_{\mathcal{A}}\right\}$, and assume further that

$$
f_{j}(1)=0=f_{j}(p), \text { for } j=1,2 .
$$

Then

$$
\left\|f_{1}\right\|_{p}=0=\left\|f_{2}\right\|_{p}
$$

Therefore, the morphism $\|\cdot\|_{p}$ of (3.2.1) is a pseudo-norm, which is not a norm on $\mathcal{A}$.

Now, define a subset $\mathcal{N}_{p}$ of $\mathcal{A}$ by

$$
\begin{equation*}
\mathcal{N}_{p} \stackrel{\text { def }}{=}\left\{f \in \mathcal{A}:\|f\|_{p}=0\right\} \tag{3.2.2}
\end{equation*}
$$

equivalently,

$$
\mathcal{N}_{p}=\{f \in \mathcal{A}: f(1)=0=f(p)\} .
$$

Proposition 3.12. The subset $\mathcal{N}_{p}$ of $\mathcal{A}$ is an (two-sided) ideal of $\mathcal{A}$.
Proof. Let $f_{1}, f_{2} \in \mathcal{N}_{p}$, and $t_{1}, t_{2} \in \mathbb{C}$. Then

$$
\left(t_{1} f_{1}+t_{2} f_{2}\right)(1)=0
$$

and

$$
\left(t_{1} f_{1}+t_{2} f_{2}\right)(p)=0
$$

so, $t_{1} f_{1}+t_{2} f_{2} \in \mathcal{N}_{p}$, too. Thus, the subset $\mathcal{N}_{p}$ is a (pure-algebraic) subspace of $\mathcal{A}$.

Now, let $f \in \mathcal{N}_{p}$, and $h \in \mathcal{A}$. Then

$$
(f * h)(1)=f(1) h(1)=0,
$$

and

$$
(f * h)(p)=f(1) h(p)+f(p) h(1)=0 .
$$

Therefore, $f * h \in \mathcal{N}_{p}$, too. So, the subspace $\mathcal{N}_{p}$ is a left ideal of $\mathcal{A}$.
By the commutativity of the convolution (*) on $\mathcal{A}$, the subset $\mathcal{N}_{p}$ of $\mathcal{A}$ is a (two-sided) ideal.

Construct now a quotient space $\mathcal{A}_{p}$ of $\mathcal{A}$ quotient by $\mathcal{N}_{p}$ as

$$
\begin{equation*}
\mathcal{A}_{p}=\mathcal{A} / \mathcal{N}_{p} . \tag{3.2.3}
\end{equation*}
$$

Then the normed space $\left(\mathcal{A}_{p},\|\cdot\|_{p}\right)$ is well-defined. i.e., the inherited pseudonorm $\|\cdot\|_{p}$ of (3.2.1) on $\mathcal{A}$ becomes a well-defined norm on $\mathcal{A}_{p}$. All elements of $\mathcal{A}_{p}$ are of the forms

$$
[f]_{\mathcal{N}_{p}}=\left\{h \in \mathcal{A}:\|h-f\|_{p}=0\right\},
$$

as equivalence classes, determined by the quotienting $\mathcal{N}_{p}$. But, for convenience, we will denote $[f]_{\mathcal{N}_{p}}$ simply by $f$, if there is no confusion.

We denote this normed space $\left(\mathcal{A}_{p},\|.\|_{p}\right)$ simply by $\mathcal{A}_{p}$. Also, construct the norm-completion $\mathfrak{A}_{p}$ of $\mathcal{A}_{p}$,

$$
\begin{equation*}
\mathfrak{A}_{p} \stackrel{\text { def }}{=} \overline{\mathcal{A}_{p}}{ }^{\|\cdot\|_{p}} \text { in } \mathcal{A} . \tag{3.2.4}
\end{equation*}
$$

where $\bar{X}^{\|\cdot\|_{p}}$ means the $\|\cdot\|_{p}$-norm-closure of $X$ in $\mathcal{A}$. i.e., we constructed the corresponding Banach space $\mathfrak{A}_{p}$ from the normed space $\mathcal{A}_{p}$ of (3.2.3).

Definition 3.13. The Banach space $\mathfrak{A}_{p}$ of (3.2.4) induced by the arithmetic $p$-prime probability space $\left(\mathcal{A}, g_{p}\right)$ is called the $p($-prime $)$-Banach space of $\mathcal{A}$.

By definition, if $f$ is a "nonzero" element of $\mathfrak{A}_{p}$, then neither $f(1)=0$, nor $f(p)=0$, equivalently,

$$
\begin{equation*}
\text { either } f(1) \neq 0 \text { or } f(p) \neq 0 \tag{3.2.5}
\end{equation*}
$$

So, without loss of generality, if we mention " $f \in \mathfrak{A}_{p}$," then one can understand $f$ as an (certain limit of) arithmetic function(s) of $\mathcal{A}$, satisfying (3.2.5).

Hence, the linear functional $g_{p}$ acts well on $\mathfrak{A}_{p}$ (under quotient). i.e., we have a Banach probability space $\left(\mathfrak{A}_{p}, g_{p}\right)$.

Definition 3.14. The Banach probability space $\left(\mathfrak{A}_{p}, g_{p}\right)$ is said to be the (arithmetic) $p$-(prime-)Banach probability space of $\mathcal{A}$.

Let $f \in\left(\mathcal{A}, g_{p}\right)$, and let $E_{t}(f)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} f^{(n)}$ be in the sense of (3.1.6) and (3.1.6)', for $t \in \mathbb{C}$, with identity: $f^{(0)}=1_{\mathcal{A}}$. Then

$$
\left(E_{t}(f)\right)(1)=e^{t f(1)}
$$

and

$$
\left(E_{t}(f)\right)(p)=t e^{t f(1)} f(p)
$$

So, if $f \in\left(\mathcal{A}, g_{p}\right)$, for any arbitrary fixed $t \in \mathbb{C}$,

$$
0 \leq\left\|E_{t}(f)\right\|_{p}<\infty \text { in } \mathbb{R}_{0}^{+} .
$$

Thus, $E_{t}(f) \in \mathfrak{A}_{p}$, whenever $f \in \mathfrak{A}_{p}$.

Proposition 3.15. For any arbitrary fixed $t \in \mathbb{C}$, if $f \in \mathfrak{A}_{p}$, then $E_{t}(f) \in \mathfrak{A}_{p}$, too. Thus, $E_{t}(f)$ is a free random variable in the p-Banach probability space $\left(\boldsymbol{A}_{p}\right.$, $g_{p}$ ).

Later, in this paper, we restrict our interests to the case where $t \in \mathbb{R}$.

## 4. Krein-Space Representations of $\left(\mathcal{A}, g_{p}\right)$

In this section, we briefly introduce a Krein-space representation of $\mathcal{A}$, determined by a fixed prime $p$, and the corresponding arithmetic $p$-prime probability space $\left(\mathcal{A}, g_{p}\right)$. For more details, see $[15,16]$.

In [15], we showed that $\mathbb{C}_{A_{o}}^{2}=\left(\mathbb{C}^{2},[,]_{2: A_{o}}\right)$ is an "indefinite" inner product space, where

$$
\left[\left(t_{1}, t_{2}\right),\left(s_{1}, s_{2}\right)\right]_{2: A_{o}}=\left\langle\binom{ t_{1}}{t_{2}},\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)\binom{s_{1}}{s_{2}}\right\rangle_{2},
$$

where $<,>_{2}$ is the inner product on $\mathbb{C}^{2}$;

$$
<\left(t_{1}, t_{2}\right),\left(s_{1}, s_{2}\right)>_{2}=t_{1} \overline{s_{1}}+t_{2} \overline{s_{2}},
$$

and where

$$
A_{o}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

Also, there exists a vector-space epimorphism $\pi_{p}: \mathcal{A} \rightarrow \mathbb{C}_{A_{o}}^{2}$, such that

$$
\pi_{p}(h)=(h(1), h(p)), \text { for all } f \in \mathcal{A} .
$$

Then we have

$$
\left[\pi_{p}(f), \pi_{p}(h)\right]_{2: A_{o}}=g_{p}\left(f * h^{*}\right)
$$

where

$$
h^{*}(n) \stackrel{\text { def }}{=} \overline{h(n)} \text { in } \mathbb{C}, \text { for all } n \in \mathbb{N} .
$$

By [7], this indefinite inner product $\mathbb{C}_{A_{o}}^{2}$ is isomorphic to the Krein-subspace $\mathfrak{K}_{p}=\Delta_{2} \oplus \Delta_{2}^{-}$of the Krein space $\mathfrak{K}^{2}=\mathbb{C}^{2} \oplus \mathbb{C}^{2}$, where

$$
\Delta_{2}=\{(t, t): t \in \mathbb{C}\}
$$

and

$$
\Delta_{2}^{-}=\{(t,-\bar{t}): t \in \mathbb{C}\} .
$$

i.e., $\mathbb{C}_{A_{o}}^{2}$ is a Krein space, too under $[,]_{2: A_{o}}$ (Also, see [16]).

Define now an algebra-action $\Theta$ of $\mathcal{A}$ acting on $\mathbb{C}_{A_{o}}^{2}$ by

$$
\begin{equation*}
f \in \mathcal{A} \longmapsto \Theta_{f}: \mathbb{C}_{A_{o}}^{2} \rightarrow \mathbb{C}_{A_{o}}^{2} \tag{4.1}
\end{equation*}
$$

by

$$
\Theta_{f}=\left(\begin{array}{cc}
f(1) & 0 \\
f(p) & f(1)
\end{array}\right), \text { for all } f \in \mathcal{A} .
$$

Then $\Theta$ is indeed a well-defined algebra-action of $\mathcal{A}$ acting on $\mathbb{C}_{A_{o}}^{2}$. Thus, we can act $\Theta$ for $\mathfrak{A}_{p}$ (under topology).

Moreover, it satisfies that:

$$
\Theta_{f}^{*}=\Theta_{f^{*}}=\left(\begin{array}{cc}
f^{*}(1) & 0 \\
f^{*}(p) & f^{*}(1)
\end{array}\right)
$$

for all $f \in \mathcal{A}$. Remark that, we are using the inner product $[,]_{2: A_{o}}$ on $\mathbb{C}^{2}$, not the usual ones.

Indeed, one can check that:

$$
\left[\Theta_{f}(\xi), \eta\right]_{2: A_{o}}=\left[\xi, \Theta_{f^{*}}(\eta)\right]_{2: A_{o}}
$$

for all $\xi, \eta \in \mathbb{C}^{2}$.
Also, we have the following multiplication rule;

$$
\begin{equation*}
\Theta_{f_{1}} \Theta_{f_{2}}=\Theta_{f_{1} * f_{2}}, \text { for all } f_{1}, f_{2} \in \mathcal{A} . \tag{4.3}
\end{equation*}
$$

The fundamental properties of $\Theta_{f}$ are considered in [15]. The equivalent operators $\theta_{f}$ acting on the isomorphic Krein space $\mathfrak{K}_{p}$ of $\mathbb{C}_{A_{o}}^{2}$ are studied in detail, in [16].

If we take a vector $(1,0)$ in $\mathbb{C}_{A_{o}}^{2}$, then it is identified as $\pi_{p}(h)$, for some $h \in$ $\mathcal{A}$, such that $h(1)=1$, and $h(p)=0$. So, one can understand the vector $(1,0)$ of $\mathbb{C}_{A_{o}}^{2}$ as the image $\pi_{p}\left(1_{\mathcal{A}}\right)$ (e.g., [13]). Denote ( 1,0 ) by $\Omega_{p}$. i.e.,

$$
\Omega_{p}=(1,0) \in \mathbb{C}_{A_{o}}^{2}
$$

Then one can define a linear functional $\varphi_{p}$ on the operator algebra $B\left(\mathbb{C}_{A_{o}}^{2}\right)$ by

$$
\begin{equation*}
\varphi_{p}(T) \stackrel{\text { def }}{=}\left[T \Omega_{p}, \Omega_{p}\right]_{2: A_{o}}, \text { for all } T \in B\left(\mathbb{C}_{A_{o}}^{2}\right) . \tag{4.4}
\end{equation*}
$$

Then one has

$$
\begin{equation*}
\varphi_{p}\left(\Theta_{f}^{n}\right)=g_{p}\left(f^{(n)}\right), \text { for all } n \in \mathbb{N} \tag{4.5}
\end{equation*}
$$

for all $f \in \mathcal{A}$, by $[15,16]$.
So, the free probabilistic model $\left(\mathcal{A}, g_{p}\right)$ corresponds a free probabilistic model $\left(B\left(\mathbb{C}_{A_{o}}^{2}\right), \varphi_{p}\right)$ (under quotient). By Section 3.2, we can conclude that the $p$ Banach probability space $\left(\mathfrak{A}_{p}, g_{p}\right)$ induced by $\left(\mathcal{A}, g_{p}\right)$ corresponds $\left(B\left(\mathbb{C}_{A_{o}}^{2}\right), \varphi_{p}\right)$. i.e., there exists well-defined Krein-space representations

$$
f \in\left(\mathcal{A}, g_{p}\right) \longmapsto \Theta_{f} \in\left(B\left(\mathbb{C}_{A_{o}}^{2}\right), \varphi_{p}\right),
$$

and

$$
f \in\left(\mathfrak{A}_{p}, g_{p}\right) \longmapsto \Theta_{f} \in\left(B\left(\mathbb{C}_{A_{o}}^{2}\right), \varphi_{p}\right),
$$

under free-probabilistic equivalence (in the sense of Voiculescu, e.g., [30, 32]).
If one constructs a subalgebra $\mathbb{A}_{p}$, generated by $\left\{\Theta_{f}\right\}_{f \in \mathcal{A}}$, in $B\left(\mathbb{C}_{A_{o}}^{2}\right)$, then $(\mathcal{A}$, $\left.g_{p}\right)$ is equivalent to $\left(\mathbb{A}_{p}, \varphi_{p}\right)$ "up to quotient," "under a topology of Section 3.2), equivalently, we can get that:

Theorem 4.1. (See [16]) Free probability spaces $\left(\mathfrak{A}_{p}, g_{p}\right)$ and $\left(\mathbb{A}_{p}, \varphi_{p}\right)$ are equivalent.

## 5. Embedding $E$ of $\mathbb{R}$ on $\mathfrak{A}_{p}$

Let $E_{t}: \mathfrak{A}_{p} \rightarrow \mathfrak{A}_{p}$ be a morphism in the sense of (3.1.6) and (3.1.6)', for all " $t \in \mathbb{R}$." As we discussed and assumed in Section 3.2, we understand $E_{t}(f)$ as
elements of the $p$-Banach probability space $\left(\mathfrak{A}_{p}, g_{p}\right)$ of Section 4. Note here that we are restricting our interests to the cases where $t$ are in $\mathbb{R}$ (not in $\mathbb{C}$ ).

As in (3.1.6)', let

$$
E_{t}(f)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} f^{(n)}, \text { for } t \in \mathbb{R},
$$

with identity:

$$
f^{(0)}=1_{\mathcal{A}}, \text { for all } f \in \mathfrak{A}_{p} .
$$

Theorem 5.1. For any $t, s \in \mathbb{R}$, we have

$$
\begin{equation*}
E_{t+s}(f)=E_{t}(f) * E_{s}(f) \text { in } \mathfrak{A}_{p} \text { for all } f \in \mathfrak{A}_{p} \tag{5.1}
\end{equation*}
$$

Proof. Observe that:

$$
\begin{aligned}
E_{t+s} & (f)=\sum_{n=0}^{\infty} \frac{(t+s)^{n}}{n!} f^{(n)} \\
& =\sum_{n=0}^{\infty} \frac{1}{n!}\left(\sum_{k=0}^{n}\binom{n}{k} t^{k} s^{n-k}\right) f^{(n)} \\
& =\sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} t^{k} s^{n-k} f^{(n)} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} \frac{t^{k} s^{n-k}}{k!(n-k)!}\right) f^{(n)} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k, l \in \mathbb{N} \cup\{0\}, n=k+l} \sum_{l}^{\frac{t^{k}}{k} \frac{l^{l}}{l!}}\right) f^{(n)},
\end{aligned}
$$

for all $f \in \mathcal{A}$, for $t, s \in \mathbb{R}$. Also, observe that,

$$
\begin{align*}
E_{t}(f) * & E_{s}(f)=\left(\sum_{k=0}^{\infty} \frac{t^{k}}{k!} f^{(k)}\right)\left(\sum_{l=0}^{\infty} \frac{s^{l}}{l!} f^{(l)}\right) \\
& =\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{t^{k}}{k!} \frac{s^{l}}{l!} f^{(k+l)}  \tag{5.3}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k, l \in \mathbb{N} \cup\{0\}, n=k+l} \frac{t^{k}}{k!} \frac{s^{l}}{l!}\right) f^{(n)},
\end{align*}
$$

for all $f \in \mathfrak{A}_{p}$, for $t, s \in \mathbb{R}$. Therefore, by (5.2) and (5.3), one can conclude that

$$
E_{t+s}(f)=E_{t}(f) * E_{s}(f)
$$

for all $f \in \mathfrak{A}_{p}$, for all $t, s \in \mathbb{R}$.
The system $\left\{E_{t}\right\}_{t \in \mathbb{R}}$ of morphisms $E_{t}$ 's satisfies

$$
E_{t+s}(\bullet)=E_{t}(\bullet) * E_{s}(\bullet) \text { on } \mathfrak{A}_{p}
$$

by (5.1). Let's understand $\mathbb{R}$ as its maximal additive subgroup $(\mathbb{R},+)$, which is identical to $\mathbb{R}$, set-theoretically. In dynamical system, sometimes, this group is said to be the "flow" (up to group-isomorphisms).

Motivated by (5.1), define a group-action $E$ of the flow $\mathbb{R}=(\mathbb{R},+)$ on the p-Banach algebra $\mathfrak{A}_{p}$ by

$$
\begin{equation*}
E: t \in \mathbb{R} \longmapsto E_{t} \text { on } \mathfrak{A}_{p} \tag{5.4}
\end{equation*}
$$

Then $E$ is indeed a well-defined group-action of $\mathbb{R}$ on $\mathfrak{A}_{p}$, because (i) each $E_{t}$ is a well-defined function on $\mathfrak{A}_{p}$, sending an element $f$ of $\mathfrak{A}_{p}$ to an element $E_{t}(f)$ of $\mathfrak{A}_{p}$, and (ii) $E$ satisfies the relation (5.1). i.e., one can get that:
Corollary 5.2. The morphism $E$ of (5.4) is a group-action of the flow $\mathbb{R}$ acting on $\mathfrak{A}_{p}$.

The above group-action $E$ of the flow $\mathbb{R}$ on $\mathfrak{A}_{p}$ satisfies the following property.
Proposition 5.3. Let $E$ be the group action (5.4) of the flow $\mathbb{R}$ acting on $\mathfrak{A}_{p}$. Then

$$
\begin{equation*}
g_{p}\left(E_{t}(f) * E_{s}(f)\right)=(t+s) e^{(t+s) f(1)} f(p) \tag{5.5}
\end{equation*}
$$

for all primes $p$, for all $f \in \mathfrak{A}_{p}$, and $t, s \in \mathbb{R}$.
Proof. By (5.1), one has that

$$
E_{t}(f) * E_{s}(f)=E_{t+s}(f), \text { for all } f \in \mathfrak{A}_{p},
$$

for $t, s \in \mathbb{R}$. Thus,

$$
\begin{aligned}
& \left(E_{t}(f) * E_{s}(f)\right)(p)=g_{p}\left(E_{t}(f) * E_{s}(f)\right) \\
& \quad=g_{p}\left(E_{t+s}(f)\right)=(t+s) e^{(t+s) f(1)} f(p),
\end{aligned}
$$

by (3.1.4), because $g_{p}\left(E_{t}(f)\right)=g_{p}\left(\operatorname{Exp}_{t}^{*}(f)\right)$, for all primes $p$, for all $f \in$ $\mathcal{A}$.

The above relation (5.5) (with the general formula (3.11)) guarantees that:

$$
\begin{align*}
& g_{p}\left(E_{t}(f) * E_{s}(f)\right) \\
& \quad=E_{t}(f)(1) E_{s}(f)(p)+E_{t}(f)(p) E_{s}(f)(1) \tag{3.1.1}
\end{align*}
$$

$$
\begin{aligned}
&=\left(\sum_{n=0}^{\infty} \frac{t^{n}}{n!} f^{(n)}(1)\right)\left(s e^{s f(1)} f(p)\right) \\
&+\left(t e^{t f(1)} f(p)\right)\left(\sum_{k=0}^{\infty} \frac{s^{k}}{k!} f^{(k)}(1)\right)
\end{aligned}
$$

by (3.1.4)

$$
\begin{aligned}
&=\left(\sum_{n=0}^{\infty} \frac{(t f(1))^{n}}{n!}\right)\left(s e^{s f(1)} f(p)\right) \\
&+\left(t e^{t f(1)} f(p)\right)\left(\sum_{k=0}^{\infty} \frac{(s f(1))^{k}}{k!}\right)
\end{aligned}
$$

since $h^{(m)}(1)=(h(1))^{m}$, for all $h \in \mathfrak{A}_{p}$, for all $m \in \mathbb{N}$

$$
=\left(e^{t f(1)}\right)\left(s e^{s f(1)} f(p)\right)+\left(t e^{t f(1)} f(p)\right)\left(e^{s f(1)}\right)
$$

$$
=s e^{(t+s) f(1)} f(p)+t e^{(t+s) f(1)} f(p)
$$

$$
=\left(s e^{(t+s) f(1)}+t e^{(t+s) f(1)}\right)(f(p))
$$

$$
=(t+s) e^{(t+s) f(1)} f(p)=g_{p}\left(E_{t+s}(f)\right)
$$

Recall that, for any arithmetic function $f \in \mathfrak{A}_{p}$, one can get $f^{*}$ in $\mathfrak{A}_{p}$, such that

$$
f^{*}(n)=\overline{f(n)} \text { in } \mathbb{C}, \text { for all } n \in \mathbb{N} .
$$

The group-action $E$ also satisfies that:
Proposition 5.4. Let $f \in \mathfrak{A}_{p}$, and let $E_{t}(f)$ be the corresponding element in $\mathfrak{A}_{p}$, for $t \in \mathbb{R}$. Then $\left(E_{t}(f)\right)^{*}=E_{t}\left(f^{*}\right)$.

Proof. Observe that:

$$
\begin{aligned}
& \left(E_{t}(f)\right)^{*}(k)=\overline{\left(E_{t}(f)\right)(k)} \\
& \quad=\overline{\sum_{n=0}^{\infty} \frac{t^{n}}{n!} f^{(n)}(k)}=\sum_{n=0}^{\infty} \overline{\left(\frac{t^{n}}{n!}\right)} \overline{f^{(n)}(k)} \\
& \quad=\sum_{n=0}^{\infty} \frac{t^{n}}{n!}\left(\left(f^{*}\right)^{(n)}(k)\right)
\end{aligned}
$$

since $t \in \mathbb{R}$, and since $\left(f^{(n)}\right)^{*}=\left(f^{*}\right)^{(n)}$, for all $k \in \mathbb{N}$

$$
=E_{t}\left(f^{*}\right),
$$

for all $t \in \mathbb{R}$, for all $f \in \mathfrak{A}_{p}$, and $k \in \mathbb{N}$. And hence, one can obtain that

$$
\left(E_{t}(f)\right)^{*}=E_{t}\left(f^{*}\right) .
$$

for all $f \in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$.
Consider now that, for $f, h \in \mathfrak{A}_{p}$, and for $t \in \mathbb{R}$,

$$
\begin{aligned}
E_{t} & (f+h)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!}(f+h)^{(n)} \\
& =\sum_{n=0}^{\infty} \frac{t^{n}}{n!}\left(\sum_{k=0}^{n}\binom{n}{k}\left(f^{(k)} * h^{(n-k)}\right)\right) \\
& =\sum_{n=0}^{\infty} \frac{t^{n}}{n!}\left(\sum_{k=0}^{n} \frac{n!}{k!(n-k)!}\left(f^{(k)} * h^{(n-k)}\right)\right) \\
& =\sum_{n=0}^{\infty} t^{n}\left(\sum_{k, l \in \mathbb{N} \cup\{0\}, n=k+l} \frac{1}{k!!!}\left(\frac{f^{(k)}}{k!} * \frac{h^{(l)}}{l!}\right)\right) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k, l \in \mathbb{N} \cup\{0\}, n=k+l} \frac{t^{n}}{k!!!}\left(\frac{f^{(k)}}{k!} * \frac{h^{(l)}}{l!}\right)\right) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k, l \in \mathbb{N} \cup\{0\}, n=k+l} \sum_{k}^{\frac{t^{k} t^{l}}{k!!!}}\left(f^{(k)} * h^{(l)}\right)\right) \\
& =\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{t^{k} t^{l}}{k!l!}\left(f^{(k)} * h^{(l)}\right) .
\end{aligned}
$$

Therefore, one can obtain the following theorem, generalizing (3.1.7).
Theorem 5.5. Let $f, h \in \mathfrak{A}_{p}$, and let $E$ be in the sense of (5.4). Then

$$
\begin{equation*}
E_{t}(f) * E_{t}(h)=E_{t}(f+h), \text { for all } t \in \mathbb{R} \tag{5.7}
\end{equation*}
$$

Proof. The proof of (5.7) is done by the above computation (5.6). By (5.6), we have

$$
E_{t}(f+h)=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{t^{k} t^{l}}{k!l!}\left(f^{(k)} * h^{(l)}\right) .
$$

By definition, one can get that:

$$
\left.\begin{array}{rl}
E_{t}(f) * E_{t}(h) & =\left(\sum_{k=0}^{\infty} \frac{t^{k}}{k!} f^{(k)}\right) *\left(\sum_{l=0}^{\infty} \frac{t^{l}}{l!} h^{(l)}\right) \\
& =\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{t^{k} t^{l}}{k!l!}
\end{array} f^{(k)} * h^{(l)}\right) . ~ \$
$$

Therefore,

$$
E_{t}(f+h)=E_{t}(f) * E_{t}(h),
$$

for all $t \in \mathbb{R}$, for $f \in \mathfrak{A}_{p}$.
Definition 5.6. We call the images $E_{t}$ of the group-action $E$ of the flow $\mathbb{R}$ acting on $\mathfrak{A}_{p}$, the $t$-th exponential on $\mathfrak{A}_{p}$. Also, we call the group-action $E$, the flowed exponential on $\mathfrak{A}_{p}$.

The following theorem generalizes (5.1) and (5.7) together.
Theorem 5.7. Let $f, h \in \mathfrak{A}_{p}$, and $t, s \in \mathbb{R}$. Then

$$
\begin{equation*}
E_{t}(f) * E_{s}(h)=E_{1}(t f+s h) \text { in } \mathfrak{A}_{p} . \tag{5.8}
\end{equation*}
$$

Proof. Observe that:

$$
\begin{aligned}
E_{t}(f) & * E_{s}(h)=\left(\sum_{k=0}^{\infty} \frac{t^{k}}{k!} f^{(n)}\right) *\left(\sum_{l=0}^{\infty} \frac{s^{l}}{l!} h^{(l)}\right) \\
& =\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{t^{k} s^{l}}{k!!!}\left(f^{(k)} * h^{(l)}\right) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k, l \in \mathbb{N} \cup\{0\}, n=k+l} \frac{t^{k} s^{l}}{k!!!}\left(f^{(k)} * h^{(l)}\right)\right) \\
& =\sum_{n=0}^{\infty} \frac{1}{n!}\left(\sum_{k, l \in \mathbb{N} \cup\{0\}, n=k+l} n!\frac{t^{k} s^{l}}{k!l!}\left(f^{(k)} * h^{(l)}\right)\right) \\
& =\sum_{n=0}^{\infty} \frac{1}{n!}\left(\sum_{j=0}^{\infty} \frac{n!}{j!(n-j)!} t^{j} s^{n-j}\left(f^{(j)} * h^{(n-j)}\right)\right) \\
& =\sum_{n=0}^{\infty} \frac{1}{n!}\left(\sum_{j=0}^{\infty}\binom{n}{j}\left((t f)^{(j)} *(s h)^{(n-j)}\right)\right)
\end{aligned}
$$

because $(r a)^{(n)}=r^{n} a^{(n)}$, for all $a \in \mathcal{A}, r \in \mathbb{R}$

$$
\begin{aligned}
& =\sum_{n=0}^{\infty} \frac{1}{n!}(t f+s h)^{(n)} \\
& =E_{1}(t f+s h) .
\end{aligned}
$$

By (5.8), one can verify that

$$
E_{t}(f) * 0_{\mathcal{A}}=E_{t}(f) * E_{s}\left(0_{\mathcal{A}}\right)=E_{1}\left(t f+s \cdot 0_{\mathcal{A}}\right)=E_{1}(t f),
$$

i.e.,

$$
E_{t}(f)=E_{1}(t f),
$$

for all $f \in \mathfrak{A}_{p}, t \in \mathbb{R}$.
Corollary 5.8. Let $f \in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$. Then

$$
\begin{equation*}
E_{t}(f)=E_{1}(t f) \tag{5.9}
\end{equation*}
$$

Indeed, from (5.8) and (5.9), one can re-obtain (5.1) and (5.7) as follows:

$$
E_{t}(f) * E_{s}(f)=E_{1}(t f+s f)=E_{1}((t+s) f)=E_{t+s}(f)
$$

and

$$
E_{t}(f) * E_{t}(h)=E_{1}(t f+t h)=E_{1}(t(f+h))=E_{t}(f+h)
$$

for all $f, h \in \mathfrak{A}_{p}$, and $t, s \in \mathbb{R}$.
Remark 5.9. In fact, the relations (5.8) and (5.9) hold if $t$ is taken in $\mathbb{C}$.
Also, by (5.9) and by the above remark, one can obtain the following corollary.
Corollary 5.10. Let $\Gamma$ be a group in the sense of (3.1.10), and let

$$
\Gamma^{\prime} \stackrel{\text { def }}{=}\left\{E_{t}(f): \forall f \in \mathfrak{A}_{p}, \forall t \in \mathbb{C}\right\}
$$

be a subset of $\mathfrak{A}_{p}$. Then $\Gamma^{\prime}$ is a group-isomorphic to $\Gamma$ as groups.
Proof. The proof is done by (5.9). i.e.,

$$
\begin{aligned}
\Gamma^{\prime} & =\left\{E_{t}(f)=E_{1}(t f): \forall f \in \mathfrak{A}_{p}, \forall t \in \mathbb{C}\right\} \\
& \subseteq\left\{E_{1}(f): \forall f \in \mathfrak{A}_{p}\right\}=\Gamma .
\end{aligned}
$$

Thus, $\Gamma^{\prime}$ is a subset of $\Gamma$, set-theoretically. Moreover, under convolution, $\Gamma^{\prime}$ is homomorphic to $\Gamma$, by (5.8). i.e.,

$$
\begin{aligned}
E_{t_{1}}\left(f_{1}\right) * E_{t_{2}}\left(f_{2}\right)= & E_{1}\left(t_{1} f_{1}+t_{2} f_{2}\right) \\
& \longmapsto E_{1}\left(t_{1} f_{1}\right) * E_{1}\left(t_{2} f_{2}\right),
\end{aligned}
$$

for all $f_{1}, f_{2} \in \mathfrak{A}_{p}$, and $t_{1}, t_{2} \in \mathbb{R}$. So, $\Gamma^{\prime}$ is a subgroup of $\Gamma$.
Observe that $\Gamma$ is a subset of $\Gamma^{\prime}$. Indeed, if $h \in \Gamma$, then $h=E_{1}(f)$, for some $f$ $\in \mathfrak{A}_{p}$. Moreover, if $f=t f_{1}$ in $\mathfrak{A}_{p}$, for $t \in \mathbb{C}$, and $f_{1} \in \mathfrak{A}_{p}$, then it is identical to $E_{t}\left(f_{1}\right)$ in $\Gamma$. i.e., a group $\Gamma$ is a subset of $\Gamma^{\prime}$ (which is homomorphic to $\Gamma$ ).

Therefore, $\Gamma$ is group-isomorphic to $\Gamma^{\prime}$.
So, we can get a subgroup $\Gamma_{+}$of $\Gamma$, defined by

$$
\Gamma_{+}=\left\{E_{t}(f): f \in \mathfrak{A}_{p}, t \in \mathbb{R}\right\} .
$$

Then it is a (classical) Lie group.
Let $f_{0} \in \mathfrak{A}_{p}$ be a fixed nonzero arithmetic function, i.e., $f_{0} \neq 0_{\mathfrak{A}_{p}}$. For this fixed $f_{0} \in \mathfrak{A}_{p}$, define a subset $\Gamma_{f_{0}}$ of $\Gamma_{+}$by

$$
\begin{equation*}
\Gamma_{f_{0}} \stackrel{\text { def }}{=}\left\{E_{t}\left(f_{0}\right): t \in \mathbb{R}\right\} . \tag{5.9}
\end{equation*}
$$

Clearly, $\Gamma_{f_{0}}$ is a subset of the group $\Gamma_{+}$. Moreover, it satisfies that:

$$
E_{t}\left(f_{0}\right) * E_{s}\left(f_{0}\right)=E_{t+s}\left(f_{0}\right)
$$

for all $t, s \in \mathbb{R}$, and $E_{0}\left(f_{0}\right)$ acts as the $(*)$-identity on $\Gamma_{f_{0}}$, i.e.,

$$
\begin{align*}
E_{t}\left(f_{0}\right) * E_{0}\left(f_{0}\right) & =E_{t}\left(f_{0}\right) * 1_{\mathcal{A}}=E_{t}\left(f_{0}\right)  \tag{5.11}\\
& =1_{\mathcal{A}} * E_{t}\left(f_{0}\right)=E_{0}\left(f_{0}\right) * E_{t}\left(f_{0}\right)
\end{align*}
$$

for all $t \in \mathbb{R}$. Indeed,

$$
E_{0}\left(f_{0}\right)=E_{1}\left(0 \cdot f_{0}\right)=E_{1}\left(0_{\mathcal{A}}\right)=\sum_{n=0}^{\infty} \frac{1}{n!} 0_{\mathcal{A}}^{(n)}=1_{\mathcal{A}} .
$$

Also, each element $E_{t}\left(f_{0}\right)$ has its $(*)$-inverse $E_{-t}\left(f_{0}\right)$, such that:

$$
\begin{equation*}
E_{t}\left(f_{0}\right) * E_{-t}\left(f_{0}\right)=E_{0}\left(f_{0}\right)=E_{-t}\left(f_{0}\right) * E_{t}\left(f_{0}\right) \tag{5.12}
\end{equation*}
$$

Proposition 5.11. Let $\Gamma_{f_{0}}$ be a subset of the group $\Gamma_{+}$, in the sense of (5.9), for nonzero $f_{0} \in \mathfrak{A}_{p}$. Then it is a subgroup of $\Gamma$ under convolution (*). Moreover, it is group-isomorphic to the flow $\mathbb{R}$. i.e.,
(5.13)

$$
\Gamma_{f_{0}}=\left(\Gamma_{f_{0}}, *\right) \stackrel{\text { Group }}{=}(\mathbb{R},+)=\mathbb{R} .
$$

Proof. By (5.10), the convolution $(*)$ is closed in $\Gamma_{f_{0}}$. Also, the operation is associative;

$$
\begin{aligned}
\left(E_{t_{1}}\left(f_{0}\right)\right. & \left.* E_{t_{2}}\left(f_{0}\right)\right) * E_{t_{3}}\left(f_{0}\right) \\
& =E_{t_{1}+t_{2}+t_{3}}\left(f_{0}\right) \\
& =E_{t_{1}}\left(f_{0}\right) *\left(E_{t_{2}}\left(f_{0}\right) * E_{t_{3}}\left(f_{0}\right)\right)
\end{aligned}
$$

by (5.1) and (5.8).
Also, the $(*)$-identity $1_{\mathcal{A}}=E_{0}\left(f_{0}\right)$ is contained in $\Gamma_{f_{0}}$, by (5.11). Finally, every element $E_{t}\left(f_{0}\right)$ is $(*)$-invertible with its $(*)$-inverse $E_{-t}\left(f_{0}\right)$, for all $t \in \mathbb{R}$. Therefore, the subset $\Gamma_{f_{0}}$, for a fixed $f_{0} \in \mathcal{A}$, of $\Gamma$ is a subgroup.

This subgroup $\Gamma_{f_{0}}$ is group-isomorphic to the flow $\mathbb{R}$. Indeed, one can define a group-isomorphism,

$$
\varphi: E_{t}\left(f_{0}\right) \in \Gamma_{f_{0}} \longmapsto t \in \mathbb{R} .
$$

By the above proposition, one can realize that the Lie group $\Gamma_{+}$is generated (or sectionized) by the system $\left\{\Gamma_{f}\right\}_{f \in \mathcal{A}}$ of subgroups $\Gamma_{f}$ in the sense of (5.9). i.e., $\Gamma_{+}$is filtered by $\mathcal{A}$.

## 6. Flowed Exponential $E$ on $\mathcal{A}$ as Krein-Space Operators

As we have seen in Section 4, each arithmetic function $f$, as a free random variable of the $p$-Banach probability space $\left(\mathfrak{A}_{p}, g_{p}\right)$ (under quotient), is understood as a Krein-space operator $\Theta_{f}$ acting on the Krein-space $\mathbb{C}_{A_{o}}^{2} \stackrel{\text { Krein }}{=} \mathfrak{K}_{p}$, satisfying that:

$$
\Theta_{f}=\left(\begin{array}{cc}
f(1) & 0 \\
f(p) & f(1)
\end{array}\right),
$$

with

$$
\Theta_{f}^{*}=\Theta_{f^{*}} \text { and } \Theta_{f} \Theta_{h}=\Theta_{f * h}, \text { on } \mathbb{C}_{A_{o}}^{2},
$$

for all $f, h \in \mathcal{A}$,
So, if $f$ is a free random variable of the $p$-Banach probability space $\left(\mathfrak{A}_{p}, g_{p}\right)$, then the corresponding Krein-space operator $\Theta_{f}$ is well-defined on $\mathbb{C}_{A_{o}}^{2}$.

Now, let $f \in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$, and suppose $E_{t}(f)$ is the $t$-th exponential of $f$ in $\left(\mathfrak{A}_{p}, g_{p}\right)$. Then
(6.1)

$$
\Theta_{E_{t}(f)}=\left(\begin{array}{cc}
\left(E_{t}(f)\right)(1) & 0 \\
\left(E_{t}(f)\right)(p) & \left(E_{t}(f)\right)(1)
\end{array}\right)=\left(\begin{array}{cc}
e^{t f(1)} & 0 \\
t e^{t f(1)} f(p) & e^{t f(1)}
\end{array}\right)
$$

on $\mathbb{C}_{A_{o}}^{2}$.
Proposition 6.1. Let $E_{t}(f) \in \Gamma_{+}$, for $f \in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$. Then (6.2)

$$
\Theta_{E_{t}(f)}=e^{t f(1)}\left(\begin{array}{cc}
1 & 0 \\
t f(p) & 1
\end{array}\right) \text { on } \mathbb{C}_{A_{o}}^{2}
$$

Proof. The proof of (6.2) is directly from (6.1).
The formula (6.2) shows that, whenever a Krein-space operator $\Theta_{E_{t}(f)}$ is fixed on $\mathbb{C}_{A_{o}}^{2}$, there exists $h \in \mathfrak{A}_{p}$ (or $h \in \mathcal{A}$ ), such that: (i) $h$ is unital in the sense that: $h(1)=1$, (ii) $h(p)=t f(p)$, and (iii)

$$
\Theta_{E_{t}(f)}=e^{t f(1)} \Theta_{h} \text { on } \mathbb{C}_{A_{o}}^{2}
$$

Remark that such an element $h$ is unique in $\mathfrak{A}_{p}$ (under the quotient on $\mathcal{A}$ ).
By (6.1) and (6.2), one can get that:
Proposition 6.2. Let $E_{t}(f)$, $E_{s}(h) \in\left(\mathfrak{A}_{p}, g_{p}\right)$, for $f, h \in \mathfrak{A}_{p}$, and $t, s \in \mathbb{R}$, and let $\Theta_{E_{t}(f)}$ and $\Theta_{E_{s}(h)}$ be corresponding Krein-space operators on $\mathbb{C}_{A_{o}}^{2}$. Then

$$
\Theta_{E_{t}(f)} \Theta_{E_{s}(h)}=e^{t f(1)+s h(1)}\left(\begin{array}{cc}
1 & 0  \tag{6.3}\\
t f(p)+\operatorname{sh}(p) & 1
\end{array}\right)
$$

on $\mathbb{C}_{A_{o}}^{2}$.
Proof. Note that

$$
\Theta_{E_{t}(f)} \Theta_{E_{s}(h)}=\Theta_{E_{t}(f) * E_{s}(h)}
$$

Thus, it is identical to

$$
\begin{aligned}
\Theta_{E_{1}(t f+s h)} & =\left(\begin{array}{cc}
\left(E_{1}(t f+s h)\right)(1) & 0 \\
\left(E_{1}(t f+s h)\right)(p) & \left(E_{1}(t f+s h)\right)(1)
\end{array}\right) \\
& =e^{t f(1)+s h(1)}\left(\begin{array}{cc}
1 & 0 \\
t f(p)+\operatorname{sh}(p) & 1
\end{array}\right)
\end{aligned}
$$

## 7. Dynamical Systems on $\mathfrak{A}_{p}$

In this section, we act the flow $\mathbb{R}=(\mathbb{R},+)$ on the $p$-Banach algebra $\mathfrak{A}_{p}$, for a fixed prime $p$. In particular, we identify the flow $\mathbb{R}$ as its isomorphic group $\Gamma_{f_{0}}$, for some $f_{0} \in \mathfrak{A}_{p} \backslash\left\{0_{\mathfrak{A}_{p}}\right\}$ (See (5.9)). Remark that, for any $h \in \mathfrak{A}_{p} \backslash\left\{0_{\mathfrak{A}_{p}}\right\}$, two
subgroups $\Gamma_{h}$ and $\Gamma_{f_{0}}$ of the Lie group $\Gamma_{+}$are group-isomorphic from each other, because

$$
\Gamma_{h} \stackrel{\text { Group }}{=} \mathbb{R}
$$

by (5.13), whenever $h$ is a nonzero element of $\mathfrak{A}_{p}$. It means that: (i) we are free from the choice of $f_{0}$ to construct subgroups $\Gamma_{f_{0}}$ in $\mathfrak{A}_{p}$, and (ii) $\Gamma_{+}$has all isomorphic filters $\left\{\Gamma_{h}\right\}_{h \in \mathfrak{A}_{p}}$.

As in Section 6, one may understand $\mathfrak{A}_{p}$ as a Banach algebra $\mathbb{A}_{p}=\Theta\left(\mathfrak{A}_{p}\right)$ realized on the Krein space $\mathbb{C}_{A_{o}}^{2}$. i.e., one can identify $\mathfrak{A}_{p}$ as

$$
\mathbb{A}_{p}=\left\{\Theta_{f} \in B\left(\mathbb{C}_{A_{o}}^{2}\right): f \in \mathfrak{A}_{p}\right\}
$$

So, similarly, one may understand $\Gamma_{f_{0}}$ as the subgroup

$$
\left(\left\{\Theta_{E_{t}\left(f_{0}\right)}: t \in \mathbb{R}\right\}, \cdot\right),
$$

of $\mathbb{A}_{p}$. We denote the above group in $\mathbb{A}_{p}$ again by $\Gamma_{f_{0}}$.
Notation From now on, if there is no confusion, then denote $E_{t}\left(f_{0}\right) \in \Gamma_{f_{0}}$ simply by $E^{t}$, for a fixed $f_{0} \in \mathfrak{A}_{p} \backslash\left\{0_{\mathfrak{A}_{p}}\right\}$. Also, denote the quantities $f_{0}(1)$ and $f_{0}(p)$ by $w_{1}$ and $w_{p}$, respectively. Further, let $u_{j}=\operatorname{Re}\left(w_{j}\right)$, for $j=1, p$, where $\operatorname{Re}(z)$ means the real part of $z$, for all $z \in \mathbb{C}$.

Define now an action $\alpha^{f_{0}}$ of the flow $\mathbb{R} \stackrel{\text { Group }}{=} \Gamma_{f_{0}}$ acting on the $p$-Banach algebra $\mathbb{A}_{p}$ by

$$
\begin{equation*}
\alpha_{t}^{f_{0}}\left(\Theta_{f}\right) \stackrel{\text { def }}{=} \Theta_{E^{t}} \Theta_{f} \Theta_{E^{t}}^{*}, \text { for all } f \in \mathfrak{A}_{p} \tag{7.1}
\end{equation*}
$$

for all $t \in \mathbb{R}$.
By the very definition (7.1), each morphism $\alpha_{t}^{f_{0}}$ is a well-defined function on $\mathbb{A}_{p}$. And it satisfies that:

$$
\begin{aligned}
&\left(\alpha_{t}^{f_{0}} \circ \alpha_{s}^{f_{0}}\right)\left(\Theta_{f_{0}}\right)=\alpha_{t}^{f_{0}}\left(\alpha_{s}^{f_{0}}\left(\Theta_{f}\right)\right) \\
&=\alpha_{t}^{f_{0}}\left(\Theta_{E^{s}} \Theta_{f} \Theta_{E^{s}}^{*}\right)=\Theta_{E^{t}} \Theta_{E^{s}} \Theta_{f} \Theta_{E_{s}}^{*} \Theta_{E_{t}}^{*} \\
&=\Theta_{E^{t} * E^{s}} \Theta_{f} \Theta_{E_{s}^{*} * E_{t}^{*}}=\Theta_{E^{t+s}} \Theta_{f} \Theta_{\left(E^{t} * E^{s}\right)^{*}}
\end{aligned}
$$

since $\mathfrak{A}_{p}$ is commutative under (*)

$$
\begin{align*}
& =\Theta_{E^{t+s}} \Theta_{f} \Theta_{\left(E^{t+s}\right)^{*}}  \tag{7.2}\\
& =\alpha_{t+s}^{f_{0}}\left(\Theta_{f}\right),
\end{align*}
$$

for all $t, s \in \mathbb{R}$.
Proposition 7.1. The morphism $\alpha^{f_{0}}$ of (7.1) is a well-defined group action of the flow $\mathbb{R}=\Gamma_{f_{0}}$ acting on the Banach algebra $\mathbb{A}_{p}$, with

$$
\alpha_{0}^{f_{0}}=1_{B\left(\mathbb{C}_{A_{o}}^{2}\right)}=1_{\mathbb{A}_{p}}, \text { on } \mathbb{A}_{p}
$$

equivalently, $\alpha_{t}^{f_{0}}$ has its inverse $\alpha_{-t}^{f_{0}}$ on $\mathbb{A}_{p}$, for all $t \in \mathbb{R}$.
Proof. As we discussed in the above paragraph, each $\alpha_{t}^{f_{0}}$ is a well-defined function on $\mathbb{A}_{p}$, for all $t \in \mathbb{R}$, and the morphism $\alpha^{f_{0}}$ satisfies that

$$
\alpha_{t}^{f_{0}} \circ \alpha_{s}^{f_{0}}=\alpha_{t+s}^{f_{0}}, \text { for all } t, s \in \mathbb{R}
$$

on $\mathbb{A}_{p}$, by (7.2). Therefore, indeed, the morphism $\alpha^{f_{0}}$ is a group action of $\Gamma_{f_{0}}$, which is group-isomorphic to the flow $\mathbb{R}$, acting on $\mathbb{A}_{p}$.

Let $t=0$. Then, for any $\Theta_{f} \in \mathbb{A}_{p}$, one has that

$$
\begin{aligned}
\alpha_{0}^{f_{0}}\left(\Theta_{f}\right) & =\Theta_{E^{0}} \Theta_{f} \Theta_{\left(E^{0}\right)}^{*}=\Theta_{1_{\mathcal{A}}} \Theta_{f} \Theta_{1_{\mathcal{A}}}^{*} \\
& =1_{\mathbb{A}_{p}} \Theta_{f} 1_{\mathbb{A}_{p}}=\Theta_{f},
\end{aligned}
$$

by Section 5. i.e., $\alpha_{0}^{f_{0}}=1_{\mathbb{A}_{p}}$, on $\mathbb{A}_{p}$.
It also demonstrates that each operator $\alpha_{t}^{f_{0}}$ on $\mathbb{A}_{p}$ has its inverse $\alpha_{-t}^{f_{0}}$, by (7.2), for all $t \in \mathbb{R}$.

By (5.1) and by the fact; $\left(E^{t}\right)^{*}=E_{t}\left(f_{0}^{*}\right)$, one obtains that:

$$
\begin{aligned}
& \alpha_{t}^{f_{0}}(f)=\Theta_{E^{t}} \Theta_{f} \Theta_{E^{t}}^{*}=\Theta_{E^{t}} \Theta_{f} \Theta_{E_{t}\left(f_{0}^{*}\right)} \\
& =\left(e^{t f_{0}(1)}\left(\begin{array}{cc}
1 & 0 \\
t f_{0}(p) & 1
\end{array}\right)\right)\left(\begin{array}{cc}
f(1) & 0 \\
f(p) & f(1)
\end{array}\right)\left(e^{t \overline{f_{0}(1)}}\left(\begin{array}{cc}
1 & 0 \\
t \overline{f_{0}(p)} & 1
\end{array}\right)\right) \\
& =e^{t\left(f_{0}(1)+\overline{f_{0}(1)}\right)}\left(\begin{array}{cc}
1 & 0 \\
t f_{0}(p) & 1
\end{array}\right)\left(\begin{array}{cc}
f(1) & 0 \\
f(p) & f(1)
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
t \overline{f_{0}(p)} & 1
\end{array}\right) \\
& =e^{t \operatorname{Re}\left(f_{0}(1)\right)}\left(\begin{array}{cc}
f(1) & 0 \\
t f_{0}(p) f(1)+f(p)+t f(1) \overline{f_{0}(p)} & f(1)
\end{array}\right) \\
& =e^{t \operatorname{Re}\left(f_{0}(1)\right)}\left(\begin{array}{cc}
f(1) & 0 \\
t f(1) \operatorname{Re}\left(f_{0}(p)\right)+f(p) & f(1)
\end{array}\right) . \\
& =e^{t \operatorname{Re}\left(w_{1}\right)}\left(\begin{array}{cc}
f(1) & 0 \\
t f(1)\left(\operatorname{Re}\left(w_{p}\right)\right)+f(p) & f(1)
\end{array}\right) . \\
& =e^{t u_{1}}\left(\begin{array}{cc}
f(1) & 0 \\
t u_{p} f(1)+f(p) & f(1)
\end{array}\right) .
\end{aligned}
$$

The following proposition is obtained by the above computation.
Proposition 7.2. Let $\alpha^{f_{0}}$ be a group action (7.1) of the flow $\mathbb{R}$ acting on $\mathbb{A}_{p}$. Then

$$
\alpha_{t}^{f_{0}}\left(\Theta_{f}\right)=e^{t u_{1}}\left(\begin{array}{cc}
f(1) & 0  \tag{7.3}\\
t u_{p} f(1)+f(p) & f(1)
\end{array}\right) \text { in } \mathbb{A}_{p}
$$

for all $\Theta_{f} \in \mathbb{A}_{p}$.
Since we took $f_{0}$ in $\mathfrak{A}_{p} \backslash\left\{0_{\mathfrak{A}_{p}}\right\}$,

$$
\text { either } w_{1} \neq 0, \text { or } w_{p} \neq 0
$$

Suppose both $w_{1} \neq 0$, and $w_{p} \neq 0$. Then clearly, $\alpha_{t}^{f_{0}}\left(\Theta_{f}\right)$ satisfies the general expression (7.3);

$$
\alpha_{t}^{f_{0}}\left(\Theta_{f}\right)=e^{t u_{1}}\left(\begin{array}{cc}
f(1) & 0 \\
t u_{p} f(1)+f(p) & f(1)
\end{array}\right), \text { in } \mathbb{A}_{p}
$$

Assume now that $w_{1}=0$, and $w_{p} \neq 0$. Then $u_{1}=0$, and $u_{p}=\operatorname{Re}\left(w_{p}\right)$ in $\mathbb{C}$. Thus, in such a case, the formula (7.3) goes to

$$
\alpha_{t}^{f_{0}}\left(\Theta_{f}\right)=\left(\begin{array}{cc}
f(1) & 0 \\
t u_{p} f(1)+f(p) & f(1)
\end{array}\right), \text { in } \mathbb{A}_{p}
$$

Let's assume $w_{1} \neq 0$, and $w_{p}=0$. Then $u_{1}=\operatorname{Re}\left(w_{1}\right)$, and $u_{p}=0$ in $\mathbb{C}$. So, in this case, the formula (7.3) becomes

$$
\alpha_{t}^{f_{0}}\left(\Theta_{f}\right)=e^{t u_{1}}\left(\begin{array}{cc}
f(1) & 0 \\
f(p) & f(1)
\end{array}\right)=e^{t u_{1}} \Theta_{f}, \text { in } \mathbb{A}_{p} .
$$

More general to (7.3), we obtain the following computations.
Theorem 7.3. Let $\alpha^{f_{0}}$ be the group action (7.1) of the flow $\mathbb{R}=\Gamma_{f_{0}}$ acting on $\mathbb{A}_{p}$. Then

$$
\alpha_{\Sigma_{j=1}^{N} t_{j}}^{f_{0}}\left(\Theta_{f}\right)=\left(\begin{array}{cc}
f(1) & 0 \\
\prod_{j=1}^{N} e^{t_{j} u_{1}}
\end{array}\right)\left(\begin{array}{cc}
f(1)
\end{array}\right),
$$

and

$$
\alpha_{t}^{f_{0}}\left(\prod_{j=1}^{N} \Theta_{f_{j}}\right)=e^{t u_{1}}\left(\begin{array}{cc}
k_{1} & 0 \\
k_{p} & k_{1}
\end{array}\right),
$$

in $\mathbb{A}_{p}$, where

$$
k_{1}=\prod_{j=1}^{N} f_{j}(1)
$$

and

$$
k_{p}=t u_{p}\left(\prod_{j=1}^{N} f_{j}(1)\right)+\sum_{j=1}^{N} f_{j}(p)\left(\prod_{l \neq j \in\{1, \cdots, N\}} f_{l}(1)\right),
$$

in $\mathbb{C}$, for all $t, t_{1}, \cdots, t_{N} \in \mathbb{R}$, and $f, f_{1}, \cdots, f_{N} \in \mathfrak{A}_{p}$, for all $N \in \mathbb{N}$.
Proof. By (7.3), if we let $t=\sum_{j=1}^{N} t_{j}$ in $\mathbb{R}$, then

$$
\begin{aligned}
& \alpha_{\Sigma_{j=1}^{N} t_{j}}^{f_{0}}\left(\Theta_{f}\right)=\alpha_{t}^{f_{0}}\left(\Theta_{f}\right) \\
& \quad=e^{t u_{1}}\left(\begin{array}{cc}
f(1) & 0 \\
t u_{p} f(1)+f(p) & f(1)
\end{array}\right) \\
& \quad=\left(\begin{array}{cc}
\prod_{j=1}^{N} e^{t_{j} u_{1}}
\end{array}\right)\left(\begin{array}{cc}
f(1) & 0 \\
\sum_{j=1}^{N} t_{j} u_{p} f(1)+f(p) & f(1)
\end{array}\right),
\end{aligned}
$$

for all $t_{1}, \cdots, t_{N} \in \mathbb{R}$, for all $N \in \mathbb{N}$.
Also, one obtains that:

$$
\alpha_{t}^{f_{0}}\left(\prod_{j=1}^{N} \Theta_{f_{j}}\right)=\alpha_{t}^{f_{0}}(\underset{\substack{N \\ j=1 \\ j=1}}{ })
$$

by (5.1) and (5.5)
by (7.3)

$$
\left.\begin{array}{l}
=e^{t u_{1}}\left(\begin{array}{cc}
\left(\begin{array}{c}
N \\
* \\
j=1
\end{array} f_{j}\right)(1) & 0 \\
t u_{p}\binom{N}{\multirow{3}{*}{f_{j}}}(1)+\binom{N}{\multirow{2}{*}{f_{j}}}(p) & \left(\begin{array}{c}
N \\
\vdots \\
j=1
\end{array} f_{j}\right.
\end{array}\right)(1)
\end{array}\right)
$$

where

$$
k_{1}=\prod_{j=1}^{N}\left(f_{j}(1)\right),
$$

and

$$
k_{p}=t u_{p}\left(\prod_{j=1}^{N} f_{j}(1)\right)+\sum_{j=1}^{N} f_{j}(p)\left(\prod_{l \neq j \in\{1, \cdots, N\}} f_{l}(1)\right),
$$

in $\mathbb{C}$, by (3.1.11), where $f_{1}, \cdots, f_{N} \in \mathfrak{A}_{p}$, for $N \in \mathbb{N}$.
By the well-defined homomorphism $\Theta$ from $\mathfrak{A}_{p}$ to $\mathbb{A}_{p}$, one can understand our flowed action $\alpha^{f_{0}}$ (acting on $\mathbb{A}_{p}$ ) as a flowed action (7.6) below, acting on $\mathfrak{A}_{p}$,

$$
\begin{equation*}
\alpha_{t}^{f_{0}}(h)=E_{t} * h * E_{t}^{*}, \text { for all } h \in \mathfrak{A}_{p}, \tag{7.6}
\end{equation*}
$$

for all $t \in \mathbb{R}$. Remark that (7.6) is identified with

$$
\alpha_{t}^{f_{0}}(h)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{t^{n+k}}{n!k!}\left(\left(f_{0}\right)^{(n)} * h *\left(f_{0}^{*}\right)^{(k)}\right)
$$

for all $h \in \mathfrak{A}_{p}$.
Definition 7.4. Let $\alpha^{f_{0}}$ be the group action (7.6) of the flow $\mathbb{R}$ acting on the $p$-Banach algebra $\mathfrak{A}_{p}$. The mathematical triple $\left(\mathbb{R}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right)$ is called the $p$-prime $\Gamma_{f_{0}}$-dynamical system of $\mathbb{R}$ on $\mathfrak{A}_{p}$.

Let $\left(\mathbb{R}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right)$ be the $p$-prime $\Gamma_{f_{0}}$-dynamical system of $\mathbb{R}=\Gamma_{f_{0}}$ on $\mathfrak{A}_{p}$. Then one can construct the corresponding crossed product Banach algebra,

$$
\begin{equation*}
\mathfrak{X}_{f_{0}: p} \stackrel{\text { def }}{=} \mathfrak{A}_{p} \times{ }_{\alpha} f_{0} \mathbb{R}, \tag{7.7}
\end{equation*}
$$

by the Banach algebra generated by $\mathfrak{A}_{p}$ and

$$
\alpha^{f_{0}}(\mathbb{R})=\left\{\Theta_{E^{t}} \in \mathbb{A}_{p}: t \in \mathbb{R}\right\},
$$

satisfying the following formulae (7.8) and (7.9) below:

$$
\begin{aligned}
\left(f \Theta_{E^{t}}\right) & \left(h \Theta_{E^{s}}\right)=f \Theta_{E^{t}} h \Theta_{E^{s}} \\
& =f \Theta_{E^{t}} h\left(1_{\mathbb{A}_{p}} \Theta_{E^{s}}\right) \\
& =f \Theta_{E^{t}} h\left(\Theta_{E^{0}} \Theta_{E^{s}}\right) \\
& =f \Theta_{E^{t}} h \Theta_{\left(E^{t}\right)^{*} *\left(E^{-t}\right)^{*}} \Theta_{E^{s}}
\end{aligned}
$$

because

$$
\left(E^{t}\right)^{*} *\left(E^{-t}\right)^{*}=\left(E^{t} * E^{-t}\right)^{*}=\left(E^{0}\right)^{*}=1_{\mathfrak{A}_{p}}^{*}=1_{\mathfrak{A}_{p}}
$$

in $\mathfrak{A}_{p}$, and hence,

$$
\begin{align*}
& =f \Theta_{E^{t}} h \Theta_{\left(E^{t}\right)^{*}} \Theta_{\left(E^{-t}\right)^{*}} \Theta_{E^{s}} \\
& =f\left(\Theta_{E^{t}} h \Theta_{\left.\left(E^{t}\right)^{*}\right)} \Theta_{\left(E^{-t}\right)^{*}} \Theta_{E^{s}}\right. \\
& =\left(f *\left(\alpha_{t}^{f_{0}}(h)\right)\right) \Theta_{\left(E^{-t}\right)^{*}} \Theta_{E^{s}}  \tag{7.8}\\
& =\left(f *\left(\alpha_{t}^{f_{0}}(h)\right)\right) \Theta_{\left(E^{-t}\right)^{*} * E^{s}} \\
& =\left(f *\left(\alpha_{t}^{f_{0}}(h)\right)\right) \Theta_{E_{-t}\left(f_{0}^{*}\right) * E_{s}\left(f_{0}\right)} \\
& =\left(f *\left(\alpha_{t}^{f_{0}}(h)\right)\right) \Theta_{E_{1}\left(-t f_{0}^{*}+s f_{0}\right)},
\end{align*}
$$

for all $f, h \in \mathfrak{A}_{p}$, and $t, s \in \mathbb{R}$.
Also, we have that

$$
\begin{align*}
\left(f \Theta_{E^{t}}\right)^{*} & =\Theta_{E^{t}}^{*} f^{*}=\Theta_{E_{t}}^{*} f^{*} \Theta_{E^{0}} \\
& =\Theta_{E^{t}}^{*} f^{*}\left(\Theta_{E^{t}} \Theta_{E^{-t}}\right) \\
& =\left(\Theta_{E^{t}}^{*} f^{*} \Theta_{E^{t}}\right) \Theta_{E^{-t}} \\
& =\left(\left(\alpha_{t}^{f_{0}}\right)^{*}\left(f^{*}\right)\right) \Theta_{E^{-t}} \tag{7.9}
\end{align*}
$$

for all $f \in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$.
i.e., the crossed product Banach algebra

$$
\mathfrak{X}_{f_{0}: p}=\mathfrak{A}_{p} \times{ }_{\alpha^{f_{0}}} \mathbb{R}
$$

induced by the $p$-prime $\Gamma_{f_{0}}$-dynamical system $\left(\mathbb{R}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right)$ is the Banach subalgebra of the Banach tensor product algebra $\mathfrak{A}_{p} \otimes_{\mathbb{C}} \mathbb{A}_{p}$, satisfying:
and

$$
\begin{equation*}
\left(f \Theta_{E^{t}}\right)\left(h \Theta_{E^{s}}\right)=\left(f *\left(\alpha_{t}^{f_{0}}(h)\right)\right) \Theta_{\left(E^{-t}\right)^{*}} \Theta_{E^{s}} \tag{7.8}
\end{equation*}
$$

for all $f \Theta_{E^{t}}, h \Theta_{E^{s}} \in \mathfrak{X}_{f_{0}: p}$, with $f, h \in \mathfrak{A}_{p}$, and $t, s \in \mathbb{R}$.
Definition 7.5. The crossed product Banach algebra $\mathfrak{X}_{f_{0}: p}=\mathfrak{A}_{p} \times_{\alpha f_{0}} \mathbb{R}$ induced by the $p$-prime $\Gamma_{f_{0}}$-dynamical system $\left(\mathbb{R}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right)$ is called the $p$-prime $\Gamma_{f_{0}}$ dynamical Banach (sub)algebra (of $\mathfrak{A}_{p} \otimes_{\mathbb{C}} \mathbb{A}_{p}$ ).

The crossed product Banach algebra $\mathfrak{X}_{f_{0}: p}$ has its norm $N_{f_{0}: p}$, defined by

$$
N_{f_{0}: p}\left(f \Theta_{E^{t}}\right) \stackrel{\text { def }}{=}\left\|f * E^{t}\right\|_{p}
$$

where $\|\cdot\|_{p}$ is in the sense of (3.2.1) and (3.2.1)', for all $f \Theta_{E^{t}} \in \mathfrak{X}_{f_{p}: p}$, with $f$ $\in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$. It is a well-defined norm on $\mathfrak{X}_{f_{0}: p}$.

By construction, $\mathfrak{X}_{f_{0} ; p}$ forms a Banach algebra under $N_{f_{0} ; p}$. Observe that:

$$
\begin{aligned}
& N_{f_{0}: p}\left(f \Theta_{E^{t}}\right)=\left\|f * \Theta_{E^{t}}\right\|_{p} \\
& \quad=\left\|\left(\left(f * E^{t}\right)(1),\left(f * E^{t}\right)(p)\right)\right\|_{2}
\end{aligned}
$$

where $\|\cdot\|_{2}$ means the usual norm on $\mathbb{C}^{2}$

$$
\begin{aligned}
& =\left\|\left(f(1) E^{t}(1), f(1) E^{t}(p)+f(p) E^{t}(1)\right)\right\|_{2} \\
& =\left\|\left(e^{t f_{0}(1)} f(1), t e^{t f_{0}(1)} f(1) f_{0}(p)+e^{t f_{0}(1)} f(p)\right)\right\|_{2},
\end{aligned}
$$

for all $f \Theta_{E^{t}} \in \mathfrak{X}_{f_{0}: p}$, with $f \in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$.
Now, let $\mathcal{E}_{f_{0}}$ be a subset of $\mathbb{A}_{p}$,

$$
\mathcal{E}_{f_{0}} \stackrel{\text { def }}{=}\left\{\Theta_{E^{t}}, \Theta_{E^{t}}^{*}: t \in \mathbb{R}\right\} .
$$

Recall that

$$
\begin{aligned}
\Theta_{E^{t}}^{*} & =\Theta_{E_{t}\left(f_{0}\right)}^{*}=\Theta_{E_{t}\left(f_{0}\right)^{*}} \\
& =\left(\frac{\left(\frac{\left(E_{t}\left(f_{0}\right)\right)(1)}{\left(E_{t}\left(f_{0}\right)\right)(p)}\right.}{} \frac{0}{\left(E_{t}\left(f_{0}\right)\right)(1)}\right) \\
& =e^{t \overline{f_{0}(1)}}\left(\begin{array}{cc}
\frac{1}{f_{0}(p)} & 1
\end{array}\right)=e^{t f_{0}^{*}(1)} \Theta_{h_{t}^{*}}
\end{aligned}
$$

for all $t \in \mathbb{R}$.
Construct a Banach subalgebra $\mathbb{E}_{f_{0}}$ of $\mathbb{A}_{p}$ generated by $\mathcal{E}_{f_{0}}$. i.e.,

$$
\begin{equation*}
\mathbb{E}_{f_{0}} \stackrel{\text { def }}{=} \overline{\mathbb{C}\left[\mathcal{E}_{f_{0}}\right]} \tag{7.10}
\end{equation*}
$$

where $\bar{Y}$ mean the norm-completions of subsets $Y$ of $\mathbb{A}_{p}$. Every element of $\mathbb{E}_{f_{0}}$ can be understood as a (limit of) linear combination of $\left\{\Theta_{E^{t}}\right\}_{t \in \mathbb{R}}$.

Define now a "conditional" tensor product algebra

$$
\begin{equation*}
\mathbb{X}_{f_{0}: p} \stackrel{\text { def }}{=} \mathfrak{A}_{p} \otimes_{\alpha f_{0}} \mathbb{E}_{f_{0}} \tag{7.11}
\end{equation*}
$$

by a Banach subalgebra of $\mathfrak{A}_{p} \otimes_{\mathbb{C}} \mathbb{A}_{p}$, with the operations satisfying (7.12) and (7.13) under linearity:

$$
\begin{equation*}
\left(f \otimes \Theta_{E^{t}}\right)\left(h \otimes \Theta_{E^{s}}\right)=\left(f * \alpha_{t}^{f_{0}}(h)\right) \otimes\left(\Theta_{\left(E^{-t}\right)^{*}} \Theta_{E^{s}}\right), \tag{7.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(f \otimes \Theta_{E^{t}}\right)^{*}=\left(\left(\alpha_{t}^{f_{0}}\right)^{*}\left(f^{*}\right)\right) \otimes \Theta_{E^{-t}} \tag{7.13}
\end{equation*}
$$

for all $f \in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$.
Theorem 7.6. Let $\mathfrak{X}_{f_{0}: p}=\mathfrak{A}_{p} \times_{\alpha^{f_{0}}} \mathbb{R}$ be the p-prime $\Gamma_{f_{0}}$-dynamical Banach algebra, and let $\mathbb{X}_{f_{0}: p}=\mathfrak{A}_{p} \otimes_{\alpha} f_{0} \mathbb{E}_{f_{0}}$ be the conditional tensor product algebra in the sense of (7.11) satisfying (7.12) and (7.13). Then two Banach algebras $\mathfrak{X}_{f_{0}: p}$ and $\mathbb{X}_{f_{0}: p}$ are isomorphic. i.e.,
(7.14)

$$
\mathfrak{X}_{f_{p}: p}=\mathfrak{A} \times_{\alpha f_{0}} \mathbb{R}^{\text {Banach-Algebra }} \underset{A}{ } \mathfrak{A} \otimes_{\alpha f_{0}} \mathbb{E}_{f_{0}}=\mathbb{X}_{f_{0}: p}
$$

Proof. Define a morphism

$$
\Phi: \mathfrak{X}_{f_{0}: p} \rightarrow \mathbb{X}_{f_{0}: p}
$$

by

$$
\Phi \stackrel{\text { def }}{=} 1_{\mathfrak{A}_{p}} \otimes \Theta
$$

i.e., it is a linear transformation satisfying

$$
\Phi\left(f \Theta_{E^{t}}\right)=f \otimes \Theta_{E^{t}}, \text { for all } f \in \mathfrak{A}_{p}, t \in \mathbb{R}
$$

By the very definition, $\Phi$ is a generator-preserving bijective linear morphism. Also, it satisfies that:

$$
\begin{align*}
& \Phi\left(\left(f \Theta_{E^{t}}\right)\left(h \Theta_{E^{s}}\right)\right) \\
& \quad=\Phi\left(\left(f * \alpha_{t}^{f_{0}}(h)\right) \Theta_{\left(E^{-t}\right)^{*}} \Theta_{E^{s}}\right) \\
& \quad=\left(f * \alpha_{t}^{f_{0}}(h)\right) \otimes\left(\Theta_{\left(E^{-t}\right)^{*}} \Theta_{E^{s}}\right) \tag{7.15}
\end{align*}
$$

Thus, this bijective linear transformation $\Phi$ satisfies the multiplicativity (7.15), i.e., the multiplication (7.8) of $\mathfrak{X}_{f_{0}: p}$ is preserved to the multiplication (7.13) of $\mathbb{X}_{f_{0}: p}$, by $\Phi$. Therefore, it is an algebra-isomorphism.

The norm $N_{f_{0}: p}$ on $\mathfrak{X}_{f_{0}: p}$ and the norm $N^{f_{0}: p}$ on $\mathbb{X}_{f_{0}: p}$ are equivalent because they are generated by those of $\mathfrak{A}_{p}$ and $\mathbb{A}_{p}$, which are equivalent. Moreover,

$$
N^{f_{0}: p}\left(\Phi\left(f \Theta_{E^{t}}\right)\right)=N^{f_{0}: p}\left(f \otimes \Theta_{E^{t}}\right)=N_{f_{0}: p}\left(f \Theta_{f}\right),
$$

for all $f \in \mathfrak{A}_{p}, t \in \mathbb{R}$. Therefore, $\Phi$ is an isometric bijective algebra-isomorphism.
Equivalently, two Banach algebras $\mathfrak{X}_{f_{0}: p}$ and $\mathbb{X}_{f_{0}: p}$ are Banach-algebra-isomorphic.

The above theorem characterize the $p$-prime $\Gamma_{f_{0}}$-dynamical Banach algebra, the crossed product Banach algebra, $\mathfrak{X}_{f_{0}: p}=\mathfrak{A}_{p} \times_{\alpha^{f_{0}}} \mathbb{R}$ induced by the $p$-prime $\Gamma_{f_{0}}$-dynamical system $\left(\mathbb{R}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right)$, as a conditional tensor product subalgebra $\mathbb{X}_{f_{0}: p}=\mathfrak{A}_{p} \otimes_{\alpha f_{0}} \mathbb{E}_{f_{0}}$ of the tensor product Banach algebra $\mathfrak{A}_{p} \otimes_{\mathbb{C}} \mathbb{A}_{p}$.

## 8. Freeness on $\mathfrak{X}_{f_{0}: p}$

In this section, we study the $p$-prime $\Gamma_{f_{0}}$-dynamical Banach algebra $\mathfrak{X}_{f_{0}: p}$ more in detail, in particular, we establish free-probabilistic model on $\mathfrak{X}_{f_{0}: p}$.

In Section 7, we showed that two Banach algebras $\mathfrak{X}_{f_{0}: p}$ and $\mathbb{X}_{f_{0}: p}$ are isomorphic from each other, where $\mathbb{X}_{f_{0}: p}$ is in the sense of (7.11), satisfying (7.12) and (7.13). It means that the flowed dynamical systems acting on the $p$-Banach algebra $\mathfrak{A}_{p}$ is analyzed by elements of

$$
\mathfrak{X}_{f_{0}: p} \stackrel{\text { Banach-Algebra }}{=} \mathbb{X}_{f_{0}: p},
$$

by (7.14). From now on, understand $\mathfrak{X}_{f_{0}: 0}$ and $\mathbb{X}_{f_{0}: p}$ alternatively.
Define a morphism

$$
\Omega_{p}: \mathbb{X}_{f_{0}: p}=\mathfrak{X}_{f_{0}: p} \rightarrow \mathfrak{A}_{p}
$$

by a linear transformation satisfying that:

$$
\begin{equation*}
\Omega_{p}\left(f \otimes \Theta_{E^{t}}\right)=\delta_{t, 0}\left(f \otimes 1_{\mathbb{E}_{f_{0}}}\right)=\delta_{t, 0} f \tag{8.1}
\end{equation*}
$$

where $1_{\mathbb{E}_{f_{0}}}=1_{\mathbb{A}_{p}}=\Theta_{E^{0}}$, and $\delta$ means the Kronecker delta. i.e.,

$$
\begin{aligned}
\Omega_{p}\left(\sum_{j=1}^{N} r_{j}\left(f_{j} \otimes \Theta_{E^{t_{j}}}\right)\right) & =\sum_{j=1}^{N} r_{j} \Omega_{p}\left(f_{j} \otimes \Theta_{E^{t_{j}}}\right) \\
& =\sum_{j=1}^{N} r_{j} \delta_{t_{j}, 0} f_{j} .
\end{aligned}
$$

Then it is a well-defined conditional expectation from $\mathfrak{X}_{f_{0}: p}$ onto $\mathfrak{A}_{p}$. Indeed, for all $f \in \mathfrak{A}_{p}$, equivalent to

$$
f \otimes 1_{\mathbb{E}_{f_{0}}} \text { in } \mathfrak{A}_{p} \otimes_{\mathbb{C}}\left\{1_{\mathbb{E}_{f_{0}}}\right\} \subset \mathfrak{X}_{f_{0}: p},
$$

we have

$$
\Omega_{p}\left(f \otimes 1_{\mathbb{E}_{f_{0}}}\right)=f, \text { for all } f \in \mathfrak{A}_{p}
$$

and

$$
\begin{aligned}
& \Omega_{p}\left(\left(f_{1} \otimes 1_{\mathbb{E}_{f_{0}}}\right)\left(f_{2} \otimes \Theta_{E^{t}}\right)\right) \\
& \quad=\Omega_{p}\left(\left(f_{1} * f_{2}\right) \otimes \Theta_{E^{t}}\right)=\delta_{t, 0}\left(f_{1} * f_{2}\right) \\
& \quad=f_{1} *\left(\delta_{t, 0} f_{2}\right)=f_{1} *\left(\Omega_{p}\left(f_{2} \otimes \Theta_{E^{s}}\right)\right)
\end{aligned}
$$

for all $f_{1} \in \mathfrak{A}_{p}, f_{2} \otimes \Theta_{E^{t}} \in \mathfrak{X}_{f_{0}: p}$. Also, by definition, this morphism $\Omega_{p}$ is bounded (or continuous). So, under linearity, $\Omega_{p}$ is a (Banach-algebra) conditional expectation from $\mathfrak{X}_{f_{0}: p}$ onto $\mathfrak{A}_{p}$.

Lemma 8.1. Let $\Omega_{p}: \mathfrak{X}_{f_{0}: p} \rightarrow \mathfrak{A}_{p}$ be a morphism in the sense of (8.1). Then it is a well-defined conditional expectation.

Define a linear functional

$$
\varphi_{f_{0}: p}: \mathfrak{X}_{f_{0}: p} \rightarrow \mathbb{C}
$$

by the linear functional, satisfying that:

$$
\begin{equation*}
\varphi_{f_{0}: p} \stackrel{\text { def }}{=} g_{p} \circ \Omega_{p} . \tag{8.2}
\end{equation*}
$$

Indeed, this function $\varphi_{f_{0}: p}$ is linear, since

$$
\begin{aligned}
\varphi_{f_{0}: p}(t & \left(f_{1} \otimes \Theta_{\left.E^{t_{1}}\right)}+s\left(f_{2} \otimes \Theta_{E^{t_{2}}}\right)\right) \\
& =g_{p}\left(\Omega_{p}\left(t\left(f_{1} \otimes \Theta_{E^{t_{1}}}\right)+s\left(f_{2} \otimes \Theta_{E^{t_{2}}}\right)\right)\right) \\
& =g_{p}\left(t \delta_{t_{1}, 0} f_{1}+s \delta_{t_{2}, 0} f_{2}\right) \\
& =t g_{p}\left(\delta_{t_{1}, 0} f_{1}\right)+s g_{p}\left(\delta_{t_{2}, 0} f_{2}\right) \\
& =t \varphi_{f_{0}: p}\left(f_{1} \otimes \Theta_{E^{t_{1}}}\right)+s \varphi_{f_{0}: p}\left(f_{2} \otimes \Theta_{E^{t_{2}}}\right) .
\end{aligned}
$$

By the boundedness of $\Omega_{p}$, it is bounded, too. So, $\varphi_{f_{0} ; p}$ is a continuous linear functional on $\mathfrak{X}_{f_{0}: p}$.

Definition 8.2. Let $\mathfrak{X}_{f_{0}: p}=\mathfrak{A}_{p} \times_{\alpha_{0}} \mathbb{R}=\mathfrak{A}_{p} \otimes_{\alpha^{f_{0}}} \mathbb{E}_{f_{0}}=\mathbb{X}_{f_{0}: p}$ be the p-prime $\Gamma_{f_{0}}$-Banach algebra, and let $\varphi_{f_{0}: p}=g_{p} \circ \Omega_{p}$ be the linear functional (8.2) on $\mathfrak{X}_{f_{0}: p}$, where $\Omega_{p}$ is the conditional expectation (8.1). The corresponding Banach probability space $\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$ is called the $p$-prime $\Gamma_{f_{0}}$-dynamical probability space.

Let $\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$ be the $p$-prime $\Gamma_{f_{0}}$-dynamical probability space, consisting of the $p$-prime $\Gamma_{f_{0}}$-Banach algebra $\mathfrak{X}_{f_{0}: p}$ and the linear functional $\varphi_{f_{0}: p}$ of (8.2). Now, we compute free moments of free random variables of $\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$.

Recall that:

$$
\begin{align*}
\left(f_{1} \Theta_{E^{t_{1}}}\right)\left(f_{2} \Theta_{E^{t_{2}}}\right) & =\left(f_{1} * \alpha_{t_{1}}^{f_{0}}\left(f_{2}\right)\right) \Theta_{\left(E^{-t_{1}}\right)^{*}} \Theta_{E^{t_{2}}}  \tag{8.3}\\
& =\left(f_{1} * \alpha_{t_{1}}^{f_{0}}\left(f_{2}\right)\right) \Theta_{E_{1}\left(-t_{1} f_{0}^{*}+t_{2} f_{0}\right)}
\end{align*}
$$

for $f_{j} \Theta_{E^{t_{j}}} \in \mathfrak{X}_{f_{0}: p}$, for $j=1,2$.

Notation For convenience, we write $\alpha_{t}^{f_{0}}(h)$ simply by $h_{(t)}$, for all $h \in \mathfrak{A}_{p}$ and $t \in \mathbb{R}$. i.e.,

$$
\begin{equation*}
h_{(t)}=\alpha_{t}^{f_{0}}(h)=E_{t}\left(f_{0}\right) * h * E_{t}\left(f_{0}\right)^{*} \text { in } \mathfrak{A}_{p} \tag{8.4}
\end{equation*}
$$

realized by (7.3) in $\mathbb{A}_{p}$. One can understand $f \Theta_{E^{t}} \in \mathfrak{X}_{f_{0} ; p}$ and $f \otimes \Theta_{E^{t}} \in \mathbb{X}_{f_{0} ; p}$ as same (or equivalent) elements below.

Observe that:

$$
\begin{aligned}
& \left(f_{1} \Theta_{E^{t_{1}}}\right)\left(f_{2} \Theta_{E^{t_{2}}}\right)\left(f_{3} \Theta_{E^{t_{3}}}\right) \\
& \quad=\left(f_{1} * f_{2\left(t_{1}\right)} \Theta_{E_{1}\left(-t_{1} f_{0}^{*}+t_{2} f_{0}\right)}\right)\left(f_{3} \Theta_{E^{t_{3}}}\right) \\
& \quad=\left(f_{1} * f_{2\left(t_{1}\right)} * f_{3\left(t_{1}+t_{2}\right)}\right) \Theta_{E_{1}\left(-\left(-t_{1} f_{0}^{*}+t_{2} f_{0}\right)^{*}+t_{3} f_{0}\right)} \\
& \quad=\left(f_{1} * f_{2\left(t_{1}\right)} * f_{3\left(t_{1}+t_{2}\right)}\right) \Theta_{E_{1}\left(t_{1} f_{0}-t_{2} f_{0}^{*}+t_{3} f_{0}\right)}
\end{aligned}
$$

for $f_{j} \Theta_{E^{t_{j}}} \in \mathfrak{X}_{f_{0}: p}$, for $j=1,2,3$.
Inductively, one can get that:
Lemma 8.3. Let $f_{j} \Theta_{E^{t_{j}}} \in \mathfrak{X}_{f_{0}: p}$, for $j=1, \cdots, n$, for $n \in \mathbb{N}$. Then one can get that:

$$
\prod_{k=1}^{n}\left(f_{k} \Theta_{E^{t_{k}}}\right)=\left(\begin{array}{c}
n  \tag{8.6}\\
\stackrel{*}{k=1} f_{k} f_{k}^{k-1} \sum_{i=0}^{k} t_{j} \\
i
\end{array}\right) \Theta_{E_{1}\left(\sum_{k=1}^{n}(-1)^{n-k} t_{k} f_{0}^{[k]}\right)},
$$

where $f_{k(s)}=\left(f_{k}\right)_{(s)}$ in the sense of (8.2), for $j=1, \cdots, n$, and $s \in \mathbb{R}$, and (8.6)

$$
\begin{aligned}
([k])_{j=1}^{n} & =([1],[2], \cdots,[n]) \\
& = \begin{cases}(*, 1, *, 1, \cdots, *, 1) & \text { if } n \text { is even } \\
(1, *, 1, *, \cdots, *, 1) & \text { if } n \text { is odd, }\end{cases}
\end{aligned}
$$

for all $n \in \mathbb{N}$.
Proof. The proof is by (8.5) and by induction.
Now, recall that:

$$
\begin{equation*}
E^{0}=E_{0}\left(f_{0}\right)=E_{1}\left(0 f_{0}\right)=E_{1}\left(0_{\mathfrak{A}_{p}}\right)=1_{\mathfrak{A}_{p}} . \tag{8.7}
\end{equation*}
$$

Observe now that:

$$
\Omega_{p}\left(\prod_{k=1}^{n}\left(f_{k} \Theta_{E^{t_{k}}}\right)\right)=\Omega_{p}((\begin{array}{c}
n \\
*=1 \\
k=1
\end{array} \underbrace{}_{k\left(\begin{array}{c}
j-1 \\
i=1 \\
i=1 \\
i
\end{array}\right)}) \Theta_{E_{1}\left(\sum_{k=1}^{n}(-1)^{n-k} f_{0}^{[k]}\right)})
$$

by (8.6)

$$
=\left\{\begin{array}{ll}
\left(\begin{array}{ll}
n_{k}^{*} f_{k} \\
k=1 \\
k_{k}^{j-1} \sum_{i=1}^{j=1} t_{i}
\end{array}\right)
\end{array}\right) \quad \text { if } \sum_{k=1}^{n}(-1)^{n-k} f_{0}^{[k]}=0_{\mathfrak{A}_{p}} .
$$

in $\mathfrak{A}_{p}$, by (8.7). So, one has the following lemma.
Lemma 8.4. Let $f_{k} \Theta_{E^{t_{k}}} \in\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$, for $k=1, \cdots, n$, for $n \in \mathbb{N}$. Then (8.8)

$$
\Omega_{p}\left(\prod_{k=1}^{n} f_{k} \Theta_{E^{t_{k}}}\right)= \begin{cases}\left(\begin{array}{ll}
\left.\begin{array}{c}
* \\
k=1 \\
k=1
\end{array} f_{k\left(\begin{array}{l}
j-1 \\
\vdots=1 \\
i
\end{array} t_{i}\right.}^{j}\right)
\end{array}\right) & \text { if } \sum_{k=1}^{n}(-1)^{n-k} f_{0}^{[k]}=0_{\mathfrak{A}_{p}} \\
0_{\mathfrak{A}_{p}} & \text { otherwise, }\end{cases}
$$

in $\mathfrak{A}_{p}$.
By (8.6), (8.7) and (8.8), we obtain the following free moment computations on the $p$-prime $\Gamma_{f_{0}}$-dynamical probability space ( $\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}$ ).
Theorem 8.5. Let $f_{k} \Theta_{E^{k}}$ be free random variables in the p-prime $\Gamma_{f_{0}}$-dynamical probability space $\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$, for $k=1, \cdots, n$, for $n \in \mathbb{N}$. Then (8.9)

$$
\begin{aligned}
& \varphi_{f_{0}: p}\left(\prod_{k=1}^{n} f_{k} \Theta_{E^{t_{k}}}\right) \\
& \quad= \begin{cases}\sum_{k=1}^{n} v_{k: p}\left(\prod_{l \in\{1, \cdots, n\}, l \neq k} v_{k: 1}\right) & \text { if } \sum_{k=1}^{n}(-1)^{n-k} f_{0}^{[k]}=0_{\mathfrak{A}_{p}} \\
0, & \text { otherwise },\end{cases}
\end{aligned}
$$

where

$$
v_{k: p}=e^{u_{1}\left(\sum_{i=1}^{k} t_{i}\right)}\left(\left(\sum_{i=1}^{k} t_{i}\right) u_{p} f_{k}(1)+f_{k}(p)\right),
$$

and

$$
v_{k: 1}=e^{u_{1}\left(\sum_{i=1}^{k} t_{i}\right)} f_{k}(1), \text { in } \mathbb{C} \text {, }
$$

for all $k=1, \cdots, n$.
Proof. By (8.6), (8.7) and (8.8), we have
in $\mathbb{C}$.
By (7.3), we have

$$
f_{(t)}(1)=e^{t u_{1}} f(1),
$$

and

$$
f_{(t)}(p)=e^{t u_{1}}\left(t u_{p} f(1)+f(p)\right),
$$

for all $t \in \mathbb{R}$, where

$$
u_{1}=\operatorname{Re}\left(w_{1}\right)=\operatorname{Re}\left(f_{0}(1)\right)
$$

and

$$
u_{p}=\operatorname{Re}\left(w_{p}\right)=\operatorname{Re}\left(f_{0}(p)\right) .
$$

Therefore,

$$
f_{k\left(\begin{array}{l}
k=1 \\
i=1 \\
i=1 \\
t_{i}
\end{array}\right)}(1)=e^{u_{1}\left(\sum_{i=1}^{k} t_{i}\right)} f_{k}(1) \stackrel{\text { denote }}{=} v_{k: 1},
$$

and

$$
f_{k\left(\begin{array}{c}
k-1 \\
i=1 \\
i=1 \\
t_{i}
\end{array}\right.}(p)=e^{u_{1}\left(\sum_{i=1}^{k} t_{i}\right)}\left(\left(\sum_{i=1}^{k} t_{i}\right) u_{p} f_{k}(1)+f_{k}(p)\right) \stackrel{\text { denote }}{=} v_{k: p},
$$

in $\mathbb{C}$, for all $k=1, \cdots, n$.
So, by (8.10) and (3.1.11), if nonzero, then one can get that:

$$
\begin{aligned}
\varphi_{f_{0}: p}\left(\prod_{k=1}^{n} f_{k} \Theta_{E^{t_{k}}}\right) & =g_{p}\left(\begin{array}{c}
n \\
k=1
\end{array} f_{k\left(\begin{array}{c}
k-1 \\
i=1 \\
i_{i}
\end{array}\right)}\right) \\
& =\sum_{k=1}^{n} v_{k: p}\left(\prod_{l \in\{1, \cdots, n\}, l \neq k} v_{k: 1}\right),
\end{aligned}
$$

where $v_{k: 1}$ and $v_{k: p}$ are given as above, for all $k=1, \cdots, n$.
Consider now the case where the above computation (8.9) is non-zero. By condition, one should have

$$
\sum_{k=1}^{n}(-1)^{n-k} f_{0}^{[k]}=0_{\mathfrak{A}_{p}}
$$

to make (8.9) be non-zero.
Suppose first that $f_{0}$ is self-adjoint in $\mathfrak{A}_{p}$, in the sense that: $f_{0}^{*}=f_{0}$, equivalently, $f_{0}$ is $\mathbb{R}$-valued,

$$
\overline{f_{0}(n)}=f_{0}(n) \text { in } \mathbb{C}, \text { for all } n \in \mathbb{N}
$$

Then one can conclude that the formula (8.9) goes to;

$$
\begin{aligned}
& \varphi_{f_{0}: p}\left(\prod_{k=1}^{n} f_{k} \Theta_{E^{t_{k}}}\right) \\
& = \begin{cases}\sum_{k=1}^{n} v_{k: p}\left(\prod_{l \in\{1, \cdots, n\}, l \neq k} v_{k: 1}\right) & \text { if }\left(\sum_{k=1}^{n}(-1)^{n-k}\right) f_{0}=0_{\mathfrak{A}_{p}} \\
0, & \text { otherwise },\end{cases}
\end{aligned}
$$

by the assumption that: $f_{0}^{*}=f_{0}$ in $\mathfrak{A}_{p}$

$$
= \begin{cases}\sum_{k=1}^{n} v_{k: p}\left(\prod_{l \in\{1, \cdots, n\}, l \neq k} v_{k: 1}\right) & \text { if }\left(\sum_{k=1}^{n}(-1)^{n-k}\right)=0 \\ 0, & \text { otherwise }\end{cases}
$$

$$
= \begin{cases}\sum_{k=1}^{n} v_{k: p}\left(\prod_{l \in\{1, \cdots, n\}, l \neq k} v_{k: 1}\right) & \text { if } n \text { is even } \\ 0, & \text { if } n \text { is odd }\end{cases}
$$

for all $n \in \mathbb{N}$. More precisely, we obtain the following corollary.
Corollary 8.6. Under the same hypothesis with the above theorem, if $f_{0}(1), f_{0}(p)$ $\in \mathbb{R}$, then
(8.11)

$$
\varphi_{f_{0}: p}\left(\prod_{k=1}^{n} f_{k} \Theta_{E^{t_{k}}}\right)= \begin{cases}\sum_{k=1}^{n} v_{k: p}\left(\prod_{l \in\{1, \cdots, n\}, l \neq k} v_{k: 1}\right) & \text { if } n \text { is even } \\ 0, & \text { if } n \text { is odd }\end{cases}
$$

for all $n \in \mathbb{N}$, where $v_{k: p}$ and $v_{k: 1}$ are given as in the above theorem, for all $k$ $=1, \cdots, n$.

Proof. In $[15,16]$, we showed that $\Theta_{f_{0}}$ is self-adjoint in the sense that $\Theta_{f_{0}}^{*}=\Theta_{f_{0}}$, if and only if $f_{0}(1)$ and $f_{0}(p)$ are contained in $\mathbb{R}$. i.e., in $\mathbb{E}_{f_{0}}$, it is self-adjoint. By [11], one can understand $f_{0}$ as a self-adjoint element in $\mathfrak{A}_{p}$. Thus, by the discussion of the above paragraph, one can get (8.11).

Also, by (8.9), we obtain that:
Corollary 8.7. Let $f \Theta_{E^{t}} \in\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$, with $f \in \mathfrak{A}_{p}, t \in \mathbb{R}$. Then

$$
\varphi_{f_{0}: p}\left(\left(f \Theta_{E^{t}}\right)^{n}\right)= \begin{cases}\sum_{k=1}^{n} v_{k: p}\left(\begin{array}{ll}
\left.\prod_{l \in\{1, \cdots, n\}, l \neq k} v_{k: 1}\right) & \text { if } \sum_{k=1}^{n}(-1)^{n-k} f_{0}^{[k]}=0_{\mathfrak{A}_{p}} \\
0, & \text { otherwise, } \tag{8.12}
\end{array}\right.\end{cases}
$$

where

$$
v_{k: p}=e^{u_{1}\left(\sum_{i=1}^{k} t_{i}\right)}\left(\left(\sum_{i=1}^{k} t_{i}\right) u_{p} f(1)+f(p)\right)
$$

and

$$
v_{k: 1}=e^{u_{1}\left(\sum_{i=1}^{k} t_{i}\right)} f(1), \text { in } \mathbb{C} \text {, }
$$

for all $k=1, \cdots, n$, for all $n \in \mathbb{N}$.
Suppose $f \in \mathfrak{A}_{p}$, and $E^{t} \in \Gamma_{f_{0}}$, for $t \in \mathbb{R}$. By Section 3.1,

$$
g_{p}\left(E^{t}\right)=E^{t}(p)=\left(E_{t}\left(f_{0}\right)\right)(p)=t w_{p} e^{t w_{1}}
$$

and

$$
E^{t}(1)=\left(E_{t}\left(f_{0}\right)\right)(1)=e^{t w_{1}}
$$

in $\mathbb{C}$, where $w_{1}=f_{0}(1)$, and $w_{p}=f_{0}(p)$.
It shows that $E^{t}(1) \neq 0$ in $\mathfrak{A}_{p}$, and $g_{p}\left(E^{t}\right) \neq 0$, whenever $t \neq 0$. (Notice that $g_{p}\left(E^{t}\right)=0$, only when $t=0$.)

By (3.1.13) and (3.1.14), one can verify the following freeness characterization on the $p$-prime Banach probability space $\left(\mathfrak{A}_{p}, g_{p}\right)$.

Proposition 8.8. Two "nonzero" free random variables $f_{1}$ and $f_{2}$ are free in $\left(\mathfrak{A}_{p}, g_{p}\right)$, if and only if either
(8.13) $f_{1}(p)=0=f_{2}(p)$, with $f_{1}(1) \neq 0$ and $f_{2}(1) \neq 0$, or
(8.14) $f_{i}(1)=0=f_{j}(p)$, for $i \neq j \in\{1,2\}$, with $f_{i}(p) \neq 0$, and $f_{j}(1) \neq 0$.

Proof. The proof of the theorem is by the little modification of that of (3.1.13) and (3.1.14) in $[11,12]$. By the very definition-and-construction of the Banach space $\mathfrak{A}_{p}$ under the equivalence relation $\mathcal{N}_{p}$ on $\mathcal{A}$ (See Sections 5 and 6), if $f \in$ $\mathfrak{A}_{p}$ is nonzero, then either $f(1) \neq 0$, or $f(p) \neq 0$. So, $f_{1}$ and $f_{2}$ are free in $\left(\mathfrak{A}_{p}\right.$, $g_{p}$ ), if and only if either (8.13) or (8.14) holds.

The above proposition implies that:
Theorem 8.9. Let $f \in\left(\mathfrak{A}_{p}, g_{p}\right)$ be nonzero, and $E^{t} \in \Gamma_{f_{0}}$, for $t \in \mathbb{R}$. Then $f$ and $E^{t}$ are free in $\left(\mathfrak{A}_{p}, g_{p}\right)$, if and only if either
(8.15) $t=0$ and $f(p)=0$, if $f(1) \neq 0$, or
(8.16) $t=0$ and $f(1)=0$, if $f(p) \neq 0$.

Proof. Suppose $t \neq 0$. Then both

$$
E^{t}(1)=e^{t u_{1}} \neq 0, \text { and } E^{t}(p)=t u_{p} e^{t u_{1}} \neq 0
$$

So, by (8.13) and (8.14), if $f \neq 0_{\mathfrak{A}_{p}}$, then $f$ and $E^{t}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$.
Assume now that $t=0$. Then $E^{0}=1_{\mathfrak{A}_{p}}$, the identity element of $\mathfrak{A}_{p}$.

$$
E^{0}(1)=1_{\mathfrak{A}_{p}}(1)=1 \neq 0, \text { and } E^{0}(p)=1_{\mathfrak{A}_{p}}(p)=0
$$

So, $f$ and $E^{0}$ are free in $\left(\mathfrak{A}_{p}, g_{p}\right)$, if and only if $f(p)=0$ (with $\left.f(1) \neq 0\right)$, to satisfy (8.13). Similarly, $f$ and $E^{0}$ are free in $\left(\mathfrak{A}_{p}, g_{p}\right)$, if and only if $f(1)=0$ (with $f(p) \neq 0$ ), to satisfy (8.14).

The above theorem shows that, in general, if $f \neq 0_{\mathfrak{A}_{p}}$, then $f$ and $E^{t}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$, whenever $t \neq 0$.

The following corollary is the direct consequence of the above theorem.
Corollary 8.10. Let $f \in\left(\mathfrak{A}_{p}, g_{p}\right)$, and $f_{(t)}=\alpha_{t}^{f_{0}}(f) \in\left(\mathfrak{A}_{p}, g_{p}\right)$, for $t \in \mathbb{R}$.
(8.17) $f$ and $f_{(t)}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$,
whenever $f \neq 0_{\mathfrak{A}_{p}}$ in $\mathfrak{A}_{p}$.
Proof. Assume first that $t=0$ in $\mathbb{R}$. Then $f_{(0)}=f$ in $\mathfrak{A}_{p}$. Therefore, $f$ and $f_{(0)}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$. Suppose now that $t \neq 0$ in $\mathbb{R}$. Then, by (8.15) and (8.16), $f$ and $E^{t}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$. Therefore, mixed free cumulants of

$$
f \text { and } f_{(t)}=E_{t}\left(f_{0}\right) * f * E_{t}\left(f_{0}^{*}\right)
$$

do not vanish in general, because mixed free cumulants of $f$ and $f_{(t)}$ can be understood as certain mixed free cumulants of $f$ and $E^{t}$. So, $f$ and $f_{(t)}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$.

Indeed, one can get that:

$$
\begin{aligned}
k_{2}\left(f, f_{(t)}\right)= & k_{2}\left(f, E_{t}\left(f_{0}\right) * f * E_{t}\left(f_{0}^{*}\right)\right) \\
=g_{p}(f * & \left.E_{t}\left(f_{0}\right) * f * E_{t}\left(f_{0}^{*}\right)\right) \\
& -\left(g_{p}(f)\right)\left(g_{p}\left(E_{t}\left(f_{0}\right) * f * E_{t}\left(f_{0}^{*}\right)\right)\right)
\end{aligned}
$$

by the Möbius inversion of Section 2

$$
\begin{aligned}
=g_{p}\left(f^{(2)}\right. & \left.* E_{t}\left(f_{0}\right) * E_{t}\left(f_{0}^{*}\right)\right) \\
& \left.-f(p)\left(g_{p}\left(f * E_{t}\left(f_{0}\right) * E_{t}\left(f_{0}^{*}\right)\right)\right)\right)
\end{aligned}
$$

by the commutativity of $(*)$ on $\mathfrak{A}_{p}$

$$
\begin{aligned}
=g_{p}\left(f^{(2)}\right. & \left.* E_{t}\left(f_{0}+f_{0}^{*}\right)\right) \\
& -f(p)\left(g_{p}\left(f * E_{t}\left(f_{0}+f_{0}^{*}\right)\right)\right)
\end{aligned}
$$

by (5.7)

$$
\begin{aligned}
=g_{p}\left(f^{(2)}\right. & \left.* E_{t}\left(\operatorname{Re} f_{0}\right)\right) \\
& -f(p)\left(g_{p}\left(f * E_{t}\left(\operatorname{Re} f_{0}\right)\right)\right)
\end{aligned}
$$

since $f_{0}+f_{0}^{*}=\operatorname{Re} f_{0}$, with $\operatorname{Re} f_{0}(1)=u_{1}$, and $\operatorname{Re} f_{0}(p)=u_{p}$

$$
\left.\begin{array}{rl}
= & \left((f(1))^{2} t u_{p} e^{t u_{1}}+2 e^{t u_{1}} f(1) f(p)\right) \\
\quad & \quad-f(p)\left(f(1) t u_{p} e^{t u_{1}}+e^{t u_{1}}\right.
\end{array} f(p)\right), ~(f(1))^{2} t u_{p} e^{t u_{1}}+2 e^{t u_{1}} f(1) f(p) .
$$

It shows that

$$
k_{2}\left(f, f_{(t)}\right)=0, \text { if and only if } f(1)=0=f(p)
$$

equivalently, $f=0_{\mathfrak{A}_{p}}$ in $\mathfrak{A}_{p}$, for all $t \in \mathbb{R}$.
Therefore, if $f \neq 0_{\mathfrak{A}_{p}}$, then $f$ and $f_{(t)}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$, for all $t \in \mathbb{R}$.
The above corollary shows that the family $\left\{f_{(t)}\right\}_{t \in \mathbb{R}}$ in $\mathfrak{A}_{p}$ forms a non-free family in $\left(\mathfrak{A}_{p}, g_{p}\right)$. We obtain the following generalization of the above corollary
Proposition 8.11. Let $f_{1}, f_{2} \in\left(\mathfrak{A}_{p}, g_{p}\right)$ be nonzero. Then $f_{1}$ and $f_{2(t)}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$, for all $t \in \mathbb{R}$.

Proof. If $f_{1}=f_{2}$ in $\mathfrak{A}_{p}$, then it holds, by (8.17). Suppose that $f_{1} \neq f_{2}$. Assume further that $f_{1}$ and $f_{2}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$. Similar to the proof of (8.17), observe that:

$$
\begin{align*}
& k_{2}\left(f_{1}, f_{2(t)}\right)=k_{2}\left(f_{1}, E_{t}\left(f_{0}\right) * f_{2} * E_{t}\left(f_{0}^{*}\right)\right) \\
& =g_{p}\left(f_{1} * E_{t}\left(f_{0}\right) * f_{2} * E_{t}\left(f_{0}^{*}\right)\right) \\
& \quad-\left(g_{p}\left(f_{1}\right)\right)\left(g_{p}\left(E_{t}\left(f_{0} * f_{2} * E_{t}\left(f_{0}^{*}\right)\right)\right)\right) \\
& =g_{p}\left(f_{1} * f_{2} * E_{t}\left(\operatorname{Re} f_{0}\right)\right) \\
& \quad-f_{1}(p)\left(g_{p}\left(f_{2} * E_{t}\left(\operatorname{Re} f_{0}\right)\right)\right) \\
& =\left(f_{1} * f_{2}(1)\right)\left(E_{t}\left(\operatorname{Re} f_{0}\right)\right)(p)+\left(f_{1} * f_{2}\right)(p)\left(E_{t}\left(\operatorname{Re} f_{0}\right)(1)\right) \\
& \quad-f_{1}(p)\left(f_{2}(p) E_{t}\left(\operatorname{Re} f_{0}\right)(1)+f_{2}(1) E_{t}\left(\operatorname{Re} f_{0}\right)(p)\right) \\
& =\left(f_{1}(1)\right)\left(f_{2}(1)\right)\left(t u_{p} e^{t u_{1}}\right)+f_{1}(1) f_{2}(p) e^{t u_{1}}+f_{1}(p) f_{2}(1) e^{t u_{1}} \\
& \quad-\left(f_{1}(p)\right)\left(f_{2}(p)\right) e^{t u_{1}}+f_{2}(1)\left(t u_{p} e^{t u_{1}}\right)  \tag{8.18}\\
& 8) \\
& =e^{t u_{1}}\left(t u_{p} f_{1}(1) f_{2}(1)+f_{1}(1) f_{2}(p)+f_{1}(p) f_{2}(1)\right. \\
& \left.\quad-f_{1}(p) f_{2}(p)+t u_{p} f_{2}(1)\right) .
\end{align*}
$$

By (8.13) and (8.14), the above second mixed free cumulant of $f_{1}$ and $f_{2(t)}=$ $\alpha_{t}^{f_{0}}\left(f_{2}\right)$ vanishes only if either $f_{1}=0_{\mathfrak{A}_{p}}$ or $f_{2}=0_{\mathfrak{A}_{p}}$. So, $f_{1}$ and $f_{2(t)}$ are not free whenever $f_{1}$ and $f_{2}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$.

Suppose now that $f_{1}$ and $f_{2}$ are free in $\left(\mathfrak{A}_{p}, g_{p}\right)$. Then, by (8.13) and (8.14), either (i) $f_{1}(p)=0=f_{2}(p)$ with $f_{1}(1) \neq 0$, and $f_{2}(1) \neq 0$, or (ii) say $f_{1}(1)=0$ $=f_{2}(p)$, with $f_{1}(p) \neq 0$, and $f_{2}(1) \neq 0$.

Assume first that the condition (i) holds, for the freeness of $f_{1}$ and $f_{2}$. Then the mixed second free cumulant $(8.18)$ of $f_{1}$ and $f_{2(t)}$ becomes that

$$
\begin{equation*}
t u_{p} e^{t u_{1}} f_{2}(1)\left(f_{1}(1)+1\right) \tag{8.18}
\end{equation*}
$$

So, in general, the formula (8.18) does not vanish. It vanishes only when $t=$ 0 in $\mathbb{R}$. In fact, it guarantees the third mixed free cumulant

$$
k_{3}\left(f_{1}, f_{2(0)}, f_{1}\right) \neq 0
$$

Now, assume that the condition (ii) holds. Then the above formula (8.18) becomes
(8.18)"

$$
e^{t u_{1}}\left(f_{1}(p) f_{2}(1)+t u_{p} f_{2}(1)\right)
$$

So, the formula (8.18)" does not vanish.
The formulae (8.18) ${ }^{\prime}$ and (8.18)" show that even though $f_{1}$ and $f_{2}$ are free in $\left(\mathfrak{A}_{p}, g_{p}\right)$, the elements $f_{1}$ and $f_{2(t)}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$.

By the above consideration, we obtain the following theorem characterizing the freeness on $\mathfrak{X}_{f_{0}: p}$.
Theorem 8.12. Let $T_{j}=f_{j} \Theta_{E^{t_{j}}}$ be nonzero free random variables in the p-prime $\Gamma_{f_{0}}$-dynamical probability space $\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$, for $j=1$, 2. They are free in $\left(\mathfrak{X}_{f_{0}: p}\right.$, $\varphi_{f_{0}: p}$ ), if and only if both (8.19) and (8.20) hold, where
(8.19) $\quad t_{1}=0=t_{2}$,
(8.20) $\quad f_{1}$ and $f_{2}$ are free in $\left(\mathfrak{A}_{p}, g_{p}\right)$.

Proof. $(\Leftarrow)$ Assume the conditions (8.19) and (8.20) holds. By (8.19), it is not difficult to check that

$$
k_{n}^{f_{0}: p}\left(T_{i_{1}}, \cdots, T_{i_{n}}\right)=k_{n}\left(f_{i_{1}}, \cdots, f_{i_{n}}\right),
$$

for all mixed $n$-tuples $\left(i_{1}, \cdots, i_{n}\right) \in\{1,2\}^{n}$, for all $n \in \mathbb{N} \backslash\{1\}$, where $k_{n}^{f_{0}: p}(\cdots)$ means the free cumulants on $\mathfrak{X}_{f_{0}: p}$, with respect to the linear functional $\varphi_{f_{0}: p}$. By (8.20), all mixed free cumulants of $f_{1}$ and $f_{2}$ vanish, and hence,

$$
k_{n}^{f_{0}: p}\left(T_{i_{1}}, \cdots, T_{i_{n}}\right)=0,
$$

for all mixed $n$-tuples $\left(i_{1}, \cdots, i_{n}\right)$, for all $n \in \mathbb{N} \backslash\{1\}$. So, $T_{1}$ and $T_{2}$ are free in $\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$.
$(\Rightarrow)$ Suppose $T_{1}$ and $T_{2}$ are free in $\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0} ; p}\right)$. Assume that either $t_{1}$ or $t_{2}$ are nonzero in $\mathbb{R}$. Say $t_{1} \neq 0$. i.e., we assume the condition (8.19) does not hold. Consider the mixed second cumulant of $T_{1}$ and $T_{2}$;

$$
\begin{aligned}
& k_{2}^{f_{0}: p}\left(T_{1}, T_{2}\right)=k_{2}^{f_{0}: p}\left(f_{1} \Theta_{E^{t_{1}}}, f_{2} \Theta_{E^{t_{2}}}\right) \\
& =\varphi_{f_{0}: p}\left(f_{1} \Theta_{E^{t_{1}}} f_{2} \Theta_{E^{t_{2}}}\right)-\varphi_{f_{0}: p}\left(f_{1} \Theta_{E^{t_{1}}}\right) \varphi_{f_{0}: p}\left(f_{2} \Theta_{E^{t_{2}}}\right) \\
& =\varphi_{f_{0}: p}\left(\left(f_{1} * f_{2\left(t_{1}\right)}\right) \Theta_{E^{t_{1}+t_{2}}}\right)-0
\end{aligned}
$$

since $t_{1} \neq 0$, by (8.9)

$$
= \begin{cases}g_{p}\left(f_{1} * f_{2\left(t_{1}\right)}\right) & \text { if } t_{1} f_{0}-t_{2} f_{0}^{*}=0_{\mathfrak{A}_{p}} \\ 0 & \text { otherwise }\end{cases}
$$

by (8.10)

$$
=\left\{\begin{array}{l}
f_{1}(1) f_{2}(1) t e^{t_{1} u_{1}} u_{p}+\left(f_{1}(1) f_{2}(p)+f_{1}(p) f_{2}(1)\right) e^{t_{1} u_{1}}, \quad \text { or } \\
0
\end{array}\right.
$$

It shows that, in general, if $t_{1} \neq 0$, then $k_{2}^{f_{0}: p}\left(T_{1}, T_{2}\right) \neq 0$. For instance, if $f_{0}^{*}$ $=f_{0}$, and $t_{1}=t_{2}$ in $\mathbb{R} \backslash\{0\}$, then the second mixed free cumulant of $T_{1}$ and $T_{2}$ does not vanish. It contradicts our assumption that $T_{1}$ and $T_{2}$ are free in ( $\mathfrak{X}_{f_{0}: p}$, $\varphi_{f_{0}: p}$ ).

Assume now that $f_{1}$ and $f_{2}$ are not free in $\left(\mathfrak{A}_{p}, g_{p}\right)$. i.e., suppose the condition (8.20) does not hold. It suffices to consider the case where the condition (8.19) holds. It shows again that

$$
k_{n}^{f_{0}^{f: p}}\left(T_{i_{1}}, \cdots, T_{i_{n}}\right)=k_{n}\left(f_{i_{1}}, \cdots, f_{i_{n}}\right),
$$

for mixed $n$-tuples $\left(i_{1}, \cdots, i_{n}\right)$. It shows that there exists $n_{0} \in \mathbb{N}$ and mixed $n_{0}$-tuple $\left(i_{1}, \cdots, i_{n_{0}}\right)$, such that

$$
k_{n_{0}}\left(f_{i_{1}}, \cdots, f_{i_{n_{0}}}\right)=k_{n_{0}}^{f_{0}: p}\left(T_{i_{1}}, \cdots, T_{i_{n_{0}}}\right) \neq 0
$$

This contradicts our assumption that $T_{1}$ and $T_{2}$ are free.
Therefore, if $T_{1}$ and $T_{2}$ are free in $\left(\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}\right)$, then both (8.19) and (8.20) hold.

The above theorem completely characterize the inner freeness of the $p$-prime $\Gamma_{f_{0}}$-dynamical Banach algebra $\mathfrak{X}_{f_{0}: p}$, in terms of a fixed prime $p$ and the flow determined by a fixed element $f_{0} \in \mathfrak{A}_{p}$. Under the linear functional $\varphi_{f_{0}: p}$, the freeness on $\mathfrak{X}_{f_{0}: p}$ is affected by that on $\mathfrak{A}_{p}$.

## 9. Equivalent Dynamical Systems with $\left(\Gamma_{f_{0}}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right)$

In Sections 7 and 8, we established a certain flowed dynamical system induced by the $p$-prime Banach algebra $\mathfrak{A}_{p}$ and the flow $\mathbb{R}$, via a group action $\alpha^{f_{0}}$ for a fixed "nonzero" element $f_{0} \in \mathfrak{A}_{p}$, having $\Gamma_{f_{0}}=\mathbb{R}$, and studied the corresponding crossed product Banach algebra $\mathfrak{X}_{f_{0}: p}$ to investigate how this dynamical system works on arithmetic functions. In this section, we study systems of such dynamical systems.
9.1. Group Dynamical Systems on $\mathfrak{A}_{p}$ Induced by $\Gamma_{f_{1}+f_{2}+\cdots+f_{k}}$. Let $p$ be a fixed prime, and let $\left(\mathfrak{A}_{p}, g_{p}\right)$ be the $p$-prime Banach probability space induced by the arithmetic $p$-prime probability space $\left(\mathcal{A}, g_{p}\right)$ (under quotient and topology), and let $\mathfrak{X}_{f_{0}: p}$ be the crossed product Banach algebra $\mathfrak{A}_{p} \times_{\alpha^{f} 0} \mathbb{R}$ induced by the $p$-prime $\Gamma_{f_{0}}$-dynamical system $\left(\mathbb{R}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right)$. Then we obtain the $p$-prime $\Gamma_{f_{0}}$ dynamical probability space ( $\mathfrak{X}_{f_{0}: p}, \varphi_{f_{0}: p}$ ).

Now, let $f_{0}$ be fixed in $\mathfrak{A}_{p}$ as above, and assume $f_{1}, \cdots, f_{k} \in \mathfrak{A}_{p}$, satisfying that:

$$
f_{0}=\sum_{j=1}^{k} f_{j} \text { in } \mathfrak{A}_{p}
$$

Then we have
in $\mathfrak{A}_{p}$, by Section 5 , for all $t \in \mathbb{R}$.
Thus, one can get that

$$
\Theta_{E^{t}}=\Theta_{\substack{k \\ j=1 \\ j=1 \\ t}}=\prod_{j=1}^{k} \Theta_{E_{t}\left(f_{j}\right)} \text { in } B\left(\mathbb{C}_{A_{o}}^{2}\right),
$$

for all $t \in \mathbb{R}$, by Section 6 .
From now on, we restrict our interests to the case where $k=2$. i.e.,

$$
f_{0}=f_{1}+f_{2} \text { in } \mathfrak{A}_{p},
$$

so

$$
E^{t}=E_{t}\left(f_{1}+f_{2}\right)=E_{t}\left(f_{1}\right) * E_{t}\left(f_{2}\right),
$$

and hence,

$$
\Theta_{E^{t}}=\Theta_{E_{t}\left(f_{1}\right)} \Theta_{E_{t}\left(f_{2}\right)} \text { on } \mathbb{C}_{A_{o}}^{2}
$$

Under above conditions, one can have that:

$$
\begin{aligned}
\alpha_{t}^{f_{0}} & (h)=E_{t}\left(f_{0}\right) * h * E_{t}\left(f_{0}\right)^{*} \\
& =E_{t}\left(f_{0}\right) * h * E_{t}\left(f_{0}^{*}\right) \\
& =E_{t}\left(f_{1}+f_{2}\right) * h * E_{t}\left(f_{1}^{*}+f_{2}^{*}\right) \\
& =E_{t}\left(f_{1}\right) * E_{t}\left(f_{2}\right) * h * E_{t}\left(f_{1}^{*}\right) * E_{t}\left(f_{2}^{*}\right) \\
& =E_{t}\left(f_{2}\right) *\left(E_{t}\left(f_{1}\right) * h * E_{t}\left(f_{1}^{*}\right)\right) * E_{t}\left(f_{2}^{*}\right)
\end{aligned}
$$

since $(*)$ is commutative on $\mathfrak{A}_{p}$

$$
=\alpha_{t}^{f_{2}}\left(E_{t}\left(f_{1}\right) * h * E_{t}\left(f_{1}^{*}\right)\right)
$$

where $\alpha_{t}^{f_{2}}$ is in the sense of (7.6) (and (7.6)') for $f_{2}$

$$
=\alpha_{t}^{f_{2}}\left(\alpha_{t}^{f_{1}}(h)\right)=\left(\alpha_{t}^{f_{2}} \circ \alpha_{t}^{f_{1}}\right)(h)
$$

for all $h \in \mathfrak{A}_{p}$, for all $t \in \mathbb{R}$. i.e.,

$$
\begin{equation*}
\alpha_{t}^{f_{0}}=\alpha_{t}^{f_{1}+f_{2}}=\alpha_{t}^{f_{1}} \circ \alpha_{t}^{f_{2}}, \text { for all } t \in \mathbb{R} \tag{9.1.1}
\end{equation*}
$$

Inductively, we obtain that:
Lemma 9.1. Let $\alpha^{f_{0}}$ be the group action of the flow $\mathbb{R}=\Gamma_{f_{0}}$ acting on $\mathfrak{A}_{p}$ in the sense of (7.6)'. If $f_{0}=\sum_{j=1}^{k} f_{j}$ in $\mathfrak{A}_{p}$, for some $k \in \mathbb{N}$, then

$$
\begin{equation*}
\alpha_{t}^{f_{0}}=\stackrel{\stackrel{o}{j}}{j=1} \alpha_{t}^{f_{j}}, \text { for all } t \in \mathbb{R}, \tag{9.1.2}
\end{equation*}
$$

where ( 0 ) means the usual functional composition.
Proof. By (9.1.1), we have

$$
\alpha_{t}^{f_{1}+f_{2}}=\alpha_{t}^{f_{1}} \circ \alpha_{t}^{f_{2}}, \text { for all } t \in \mathbb{R}
$$

and hence, inductively, we obtain

$$
\begin{aligned}
\alpha_{t}^{\Sigma_{j=1}^{k} f_{j}} & =\alpha_{t}^{f_{1}+\Sigma_{j=2}^{k} f_{j}}=\alpha_{t}^{f_{1}} \circ \alpha_{t}^{\Sigma_{j=2}^{k} f_{j}} \\
& =\alpha_{t}^{f_{1}} \circ \alpha_{t}^{f_{2}} \circ \alpha_{t}^{\Sigma_{j=3}^{k} f_{j}} \\
& =\cdots={ }_{j=1}^{k} \alpha_{t}^{f_{j}}
\end{aligned}
$$

for all $t \in \mathbb{R}$.
The above general formula (9.1.2) says that, if a fixed nonzero element $f_{0} \in$ $\mathfrak{A}_{p}$ is formed by a sum $\sum_{j=1}^{k} f_{j}$ of other elements $f_{1}, \cdots, f_{k}$ of $\mathfrak{A}_{p}$, for some $k \in$ $\mathbb{N}$, then the group action $\alpha^{f_{0}}$ of the flow $\mathbb{R}$ is understood as a certain product of group actions $\alpha^{f_{1}}, \cdots, \alpha^{f_{k}}$ of the flow $\mathbb{R}$.

Define now a product group

$$
\mathbb{R}^{k}=\underbrace{\mathbb{R} \times \cdots \times \mathbb{R}}_{k \text {-times }},
$$

equipped with an operation $\left(+_{k}\right)$,

$$
\left(t_{1}, \cdots, t_{k}\right)+_{k}\left(s_{1}, \cdots, s_{k}\right)=\left(t_{1}+s_{1}, \cdots, t_{k}+s_{k}\right)
$$

Then the algebraic structure $\mathbb{R}^{k}=\left(\mathbb{R}^{k},+_{k}\right)$ is a well-defined group with its group identity

$$
0_{k}=(\underbrace{0,0, \cdots, 0}_{k \text {-rimes }})
$$

where each element $\left(t_{1}, \cdots, t_{k}\right)$ has its $\left(+_{k}\right)$-inverse,

$$
-\left(t_{1}, \cdots, t_{k}\right)=\left(-t_{1}, \cdots,-t_{k}\right)
$$

for all $k \in \mathbb{N}$.
Define now a subgroup $\Delta_{k}$ of $\left(\mathbb{R}^{k},+_{k}\right)$ by

$$
\Delta_{k}=\left\{(t, t, t, \cdots, t) \in \mathbb{R}^{k}: t \in \mathbb{R}\right\}
$$

under the inherited operation $\left(+_{k}\right)$, for all $k \in \mathbb{N}$. It is easy to check that indeed $\Delta_{k}$ is a subgroup of $\mathbb{R}^{k}$, moreover, it is group-isomorphic to the flow $\mathbb{R}$. Indeed, there exists a well-defined group-isomorphism,

$$
\Delta_{k} \ni(t, t, \cdots, t) \longmapsto t \in \mathbb{R}
$$

Thus, one can understand the subgroup $\Delta_{k}$ of $\left(\mathbb{R}^{k},+_{k}\right)$ as the flow $\mathbb{R}$, for all $k$ $\in \mathbb{N}$.

For fixed elements $f_{1}, \cdots, f_{k} \in \mathfrak{A}_{p}$, define a group action $\kappa^{f_{1}, \cdots, f_{k}}$ of $\Delta_{k}$ acting on $\mathfrak{A}_{p}$ by

$$
\kappa_{(t, t, \cdots, \cdots)}^{f_{1}, \cdots, f_{k}}(h) \stackrel{\text { def }}{=}\left(\begin{array}{llll}
\alpha_{t}^{f_{1}} & \cdots \circ & \alpha_{t}^{f_{k}} \tag{9.1.3}
\end{array}\right)(h),
$$

for all $h \in \mathfrak{A}_{p}$, and $t \in \mathbb{R}$.
Then one can check that $\kappa_{(t, \cdots, t)}^{f_{1}, \cdots, f_{k}}$ is a well-defined function on $\mathfrak{A}_{p}$, because $\alpha_{t}^{f_{j}}$ are well-defined functions on $\mathfrak{A}_{p}$, for all $j=1, \cdots, k$, for all $t \in \mathbb{R}$. Furthermore,

$$
\begin{aligned}
& \kappa_{(t, \cdots, t)+(s, \cdots, s)}^{f_{1}, \cdots, f_{k}}(h)=\kappa_{(t+s, \cdots, t+s)}^{f_{1}, \cdots, f_{k}}(h) \\
& \quad=\left(\alpha_{t+s}^{f_{1}} \circ \cdots \circ \alpha_{t+s}^{f_{k}}\right)(h)
\end{aligned}
$$

$$
=\alpha_{t+s}^{\Sigma_{j=1}^{k} f_{j}}(h)
$$

by (9.1.2)

$$
=\left(\alpha_{t}^{\Sigma_{j=1}^{k} f_{j}} \circ \alpha_{s}^{\Sigma_{j=1}^{k} f_{j}}\right)(h)
$$

since $\alpha^{f}$ are well-defined group actions (for all $f \in \mathfrak{A}_{p}$ )

$$
\begin{aligned}
& =\left(\alpha_{t}^{f_{1}} \circ \cdots \circ \alpha_{t}^{f_{k}} \circ \alpha_{s}^{f_{1}} \circ \cdots \circ \alpha_{s}^{f_{k}}\right)(h) \\
& =\left(\left(\alpha_{t}^{f_{1}} \circ \cdots \circ \alpha_{t}^{f_{k}}\right) \circ\left(\alpha_{s}^{f_{1}} \circ \cdots \circ \alpha_{s}^{f_{k}}\right)\right)(h) \\
& =\left(\kappa_{(t, \cdots, t)}^{f_{1}, \cdots, f_{k}} \circ \kappa_{(s, \cdots, s)}^{f_{1}, \cdots, f_{k}}\right)(h),
\end{aligned}
$$

by (9.1.2)
for all $h \in \mathfrak{A}_{p}$, and $(t, \cdots, t),(s, \cdots, s) \in \Delta_{k}$. i.e., we obtain that:

$$
\begin{equation*}
\kappa_{(t, \cdots, t)+(s, \cdots, s)}^{f_{1}, \cdots, f_{k}}=\kappa_{(t, \cdots, t)}^{f_{1}, \cdots, f_{k}} \circ \kappa_{(s, \cdots, s)}^{f_{1}, \cdots, f_{k}} \text { on } \mathfrak{A}_{p} . \tag{9.1.4}
\end{equation*}
$$

Therefore, $\kappa^{f_{1}, \cdots, f_{k}}$ is a well-defined group action of $\Delta_{k}$ acting on $\mathfrak{A}_{p}$. Since $\Delta_{k}$ is group-isomorphic to the flow $\mathbb{R}$, one has a flowed group-dynamical system $\left(\Delta_{k}\right.$, $\left.\mathfrak{A}_{p}, \kappa^{f_{1}, \cdots, f_{k}}\right)$.

By (9.1.2), (9.1.3) and (9.1.4), we obtain the following theorem.
Theorem 9.2. Let $\mathfrak{X}_{f_{0}: p}=\mathfrak{A}_{p} \times_{\alpha_{0}} \mathbb{R}$ be the p-prime $\Gamma_{f_{0}}$-dynamical Banach algebra. If $f_{0}=\sum_{j=1}^{k} f_{j}$ in $\mathfrak{A}_{p}$, for $f_{1}, \cdots, f_{k} \in \mathfrak{A}_{p}$, then $\mathfrak{X}_{f_{0}: p}$ is isomorphic to the crossed product Banach algebra

$$
\mathfrak{A}_{p} \times_{\kappa^{f_{1}}, \cdots, f_{k}} \Delta_{k}
$$

induced by the group dynamical system $\left(\Delta_{k}, \mathfrak{A}_{p}, \kappa^{f_{1}, \cdots, f_{k}}\right)$.
Proof. It is sufficient to show that the dynamical systems

$$
\left(\mathbb{R}=\Gamma_{f_{1}+f_{2}+\cdots+f_{k}}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right) \text { and }\left(\Delta_{k}, \mathfrak{A}_{p}, \kappa^{f_{1}, \ldots, f_{k}}\right)
$$

are equivalent. But, we showed that two groups $\mathbb{R}=\Gamma_{f_{0}}$ and $\Delta_{k}$ are groupisomorphic, moreover, group actions $\alpha^{f_{0}}$ and $\kappa^{f_{1}, \cdots, f_{k}}$ satisfy (9.1.3), i.e.,

$$
\alpha_{t}^{f_{0}}=\kappa_{(t, \cdots, t)}^{f_{1}, \cdots, f_{k}} \text { on } \mathfrak{A}_{p}, \text { for all } t \in \mathbb{R}
$$

In other words, the above two dynamical systems are equivalent. Therefore they induce isomorphic crossed product Banach algebras

$$
\mathfrak{X}_{f_{0}: p}=\mathfrak{A}_{p} \times_{\alpha f_{0}} \mathbb{R}, \text { and } \mathfrak{A}_{p} \times_{\kappa_{1} f_{1}, \cdots, f_{k}} \Delta_{k},
$$

respectively.
If we denote the crossed product algebra $\mathfrak{A}_{p} \times_{\kappa^{f_{1}, \ldots, f_{k}}} \Delta_{k}$ by $\mathbb{X}_{f_{1}, \ldots, f_{k}: p}$, then it has equivalent free probability with that of $\mathfrak{X}_{f_{0}: p}$ by the above theorem and by Section 8.
9.2. Group Dynamical Systems on $\mathfrak{A}_{p}$ Induced by $\Gamma_{f_{1}} \times \Gamma_{f_{2}} \times \cdots \times \Gamma_{f_{k}}$. Let $\Gamma_{f_{j}}$ be the groups, isomorphic to the flow $\mathbb{R}$, in the sense of Section 6, for fixed $f_{j} \in \mathfrak{A}_{p}$, for $j=1, \cdots, k$, for some $k \in \mathbb{N}$. Construct now the product group (9.2.1)

$$
\Gamma_{f_{1}, \cdots, f_{k}} \stackrel{\text { def }}{=} \prod_{j=1}^{k} \Gamma_{f_{j}},
$$

equipped with the operation $(\cdot)$, such that:

$$
\begin{aligned}
& \left(\Theta_{E_{t_{1}}\left(f_{1}\right)}, \Theta_{E_{t_{2}}\left(f_{2}\right)}, \cdots, \Theta_{E_{t_{k}}\left(f_{k}\right)}\right) \cdot\left(\Theta_{E_{s_{1}}\left(f_{1}\right)}, \Theta_{E_{s_{2}}\left(f_{2}\right)}, \cdots, \Theta_{E_{s_{k}}\left(f_{k}\right)}\right) \\
& \quad=\left(\Theta_{E_{t_{1}}\left(f_{1}\right)} \Theta_{E_{s_{1}}\left(f_{1}\right)}, \cdots, \Theta_{E_{t_{k}}\left(f_{k}\right)} \Theta_{E_{s_{k}}\left(f_{k}\right)}\right) \\
& \quad=\left(\Theta_{E_{1}\left(t_{1} f_{1}+s_{1} f_{1}\right)}, \cdots, \Theta_{E_{1}\left(t_{k} f_{k}+s_{k} f_{k}\right)}\right) \\
& \quad=\left(\Theta_{E_{t_{1}+s_{1}}\left(f_{1}\right)}, \cdots, \Theta_{E_{t_{k}+s_{k}}\left(f_{k}\right)}\right) .
\end{aligned}
$$

Clearly, the algebraic structure $\left(\Gamma_{f_{1}, \cdots, f_{k}}, \cdot\right)$ forms a group, as the product group of $\Gamma_{f_{1}}, \cdots, \Gamma_{f_{k}}$.

Define a subgroup $D_{f_{1}, \cdots, f_{k}}$ of the group $\Gamma_{f_{1}, \cdots, f_{k}}$ of (9.2.1) by

$$
\begin{equation*}
D_{f_{1}, \cdots, f_{k}} \stackrel{\text { def }}{=}\left\{\left(\Theta_{E_{t}\left(f_{1}\right)}, \Theta_{E_{t}\left(f_{2}\right)}, \cdots, \Theta_{E_{t}\left(f_{k}\right)}\right) \mid t \in \mathbb{R}\right\}, \tag{9.2.2}
\end{equation*}
$$

under the inherited operation ( $\cdot$ ) from $\Gamma_{f_{1}, \cdots, f_{k}}$.
Then the pair $\left(D_{f_{1}, \cdots, f_{k}}, \cdot\right)$ becomes a subgroup of $\Gamma_{f_{1}, \cdots, f_{k}}$ of (9.2.1), moreover, it is group-isomorphic to the subgroup $\Delta_{k}$ of the product group $\mathbb{R}^{k}$ of Section 9.1. Indeed, one can define a group-isomorphism,

$$
\left(\Theta_{E_{t}\left(f_{1}\right)}, \cdots, \Theta_{E_{t}\left(f_{k}\right)}\right) \stackrel{\beta_{k}}{\longmapsto}(t, \cdots, t),
$$

where $\beta_{k}$ means the group-isomorphism between $D_{f_{1}, \cdots, f_{k}}$ and $\Delta_{k}$.
Since $\Delta_{k}$ is group-isomorphic to the flow $\mathbb{R}=\Gamma_{f_{0}}$ whenever $f_{0}=\sum_{j=1}^{k} f_{j}$, the above group $D_{f_{1}, \cdots, f_{k}}$ is group-isomorphic to the flow $\mathbb{R}=\Gamma_{f_{0}}$, too. So, one can define a group action $\gamma^{f_{1}, \cdots, f_{k}}$ of $D_{f_{1}, \cdots, f_{k}}$ acting on $\mathfrak{A}_{p}$ by

$$
\begin{equation*}
\gamma^{f_{1}, \cdots, f_{k}} \stackrel{\text { def }}{=} \kappa^{f_{1}, \cdots, f_{k}} \circ \beta_{k} . \tag{9.2.3}
\end{equation*}
$$

Then it is a well-defined group action, moreover, we obtain that:
Theorem 9.3. The group dynamical systems

$$
\left(\mathbb{R}=\Gamma_{f_{0}}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right) \text { and }\left(D_{f_{1}, \cdots, f_{k}}, \mathfrak{A}_{p}, \gamma_{1}^{f_{1}, \cdots, f_{k}}\right)
$$

are equivalent, whenever $f_{0}=\sum_{j=1}^{k} f_{j}$ in $\mathfrak{A}_{p}$.
Proof. We showed that two group dynamical systems $\left(\mathbb{R}, \mathfrak{A}_{p}, \alpha^{f_{0}}\right)$ and ( $\Delta_{k}, \mathfrak{A}_{p}$, $\kappa^{f_{1}, \cdots, f_{k}}$ ) are equivalent, whenever $f_{0}=\sum_{j=1}^{k} f_{j}$ in $\mathfrak{A}_{p}$. By (9.2.2) and (9.2.3), it is not difficult to check that the group dynamical systems ( $D_{f_{1}, \cdots, f_{k}}, \mathfrak{A}_{p}, \gamma^{f_{1}, \cdots, f_{k}}$ ) and $\left(\Delta_{k}, \mathfrak{A}_{p}, \kappa^{f_{1}, \cdots, f_{k}}\right)$ are equivalent. Therefore, we obtain the desired consequence.

The following corollary is the direct consequence of the above theorem.
Corollary 9.4. Let $f_{0}=\sum_{j=1}^{k} f_{j}$ in $\mathfrak{A}_{p}$. Then the Banach algebras

$$
\mathfrak{X}_{f_{0}: p}=\mathfrak{A}_{p} \times_{\alpha f_{0}} \mathbb{R} \text { and } \mathcal{X}_{f_{1}, \cdots, f_{k}}=\mathfrak{A}_{p} \times{ }_{\gamma_{1}, \cdots, f_{k}} D_{f_{1}, \cdots, f_{k}}
$$

are isomorphic.

## References

1. D. Alpay, Some Krein spaces of analytic functions and an inverse scattering problem, Michigan Math. J. 34 (1987), no. 3, 349-359.
2. D. Alpay, Some remarks on reproducing kernel Krein spaces, Rocky Mountain J. Math. 21 (1991), no. 4, 1189-1205.
3. D. Alpay, A. Dijksma, J. van der Ploeg and H.S.V. de Snoo, Holomorphic operators between Krein spaces and the number of squares of associated kernels, Operator theory and complex analysis (Sapporo, 1991), 11-29, Oper. Theory Adv. Appl., 59, Birkhuser, Basel, 1992.
4. D. Alpay and I. Lewkowicz, An easy-to-compute factorization of rational generalized positive functions, Systems Control Lett. 59 (2010), no. 9, 517-521.
5. T. Ando, Linear Operators on Krein Spaces, Hokkaido Univ., Reseach Institut. Appl. Electricity, Division of Appl. Math., Sapporo, 1979.
6. T.M. Apostol, Apostol, Tom M. Modular functions and Dirichlet series in number theory, Second edition. Graduate Texts in Mathematics, 41. Springer-Verlag, New York, 1990.
7. J.B. Bost, and A. Connes, Hecke algebras, type III factors and phase transitions with spontaneous symmetry breaking in number theory, Selecta Math. (N.S.) 1 (1995), no. 3, 411-457.
8. D. Bump, Automorphic forms and representations, Cambridge Studies in Advanced Mathematics, 55. Cambridge University Press, Cambridge, 1997.
9. I. Cho, Operators induced by primes, Methods Appl. Anal. 19 (2013), no. 4, 313-340.
10. I. Cho, $\mathbb{C}$-valued functions induced by graphs, Complex Anal. Oper. Theo., to Appear.
11. I. Cho, Free distributional data of arithmetic functions and corresponding generating functions determined by gaps between primes, Complex Anal. Oper. Theory 8 (2014), no. 2, 537-570.
12. I. Cho, p-adic Banach-space operators and adelic Banach-space operators, Opuscula Math., to appear.
13. I. Cho, Classification of arithmetic functions and corresponding free-moment L-functions, Bull. Korean Math. Soc., to appear.
14. I. Cho, and T. Gillespie, Arithmetic Functions and Corresponding Free Probability Determined by Primes, preprint.
15. I. Cho, and P.E.T. Jorgensen, Krein-Space Operators Induced by Dirichlet Characters, Commutative and Noncommutative Harmonic Analysis and Applications, 3-33, Contemp. Math., 603, Amer. Math. Soc., Providence, RI, 2013.
16. I. Cho, and P.E.T. Jorgensen, Arithmetic Functions in Harmonic Analysis and Operator Theory, Springer Book Project: Handbook of Operator Theory., (2014) To Appear.
17. G. Christner, Applications of the extension properties of operators on Krein spaces, Thesis (Ph.D.)University of Virginia, ProQuest LLC, Ann Arbor, MI, 1993.
18. J.L. Daleckii and M.G. Krein, Stability of solutions of differential equations in Banach space, Translated from the Russian by S. Smith. Translations of Mathematical Monographs, Vol. 43. American Mathematical Society, Providence, R.I., 1974.
19. H. Davenport, Multiplicative number theory, Third edition. Revised and with a preface by Hugh L. Montgomery. Graduate Texts in Mathematics, 74. Springer-Verlag, New York, 2000.
20. M.A. Dritchel and J. Rovnyak, Operators on indefinite inner product spaces, Lectures on operator theory and its applications (Waterloo, ON, 1994), 141-232, Fields Inst. Monogr., 3, Amer. Math. Soc., Providence, RI, 1996.
21. T.L. Gillespie, Superposition of zeros of automorphic L-functions and functoriality, Thesis (Ph.D.)The University of Iowa, ProQuest LLC, Ann Arbor, MI, 2011.
22. T.L. Gillespie, Prime Number Theorems for Rankin-Selberg L-Functions over Number Fields, Sci. China Math. 54 (2011), no. 1, 35-46.
23. A.J. Hildebrand, Introduction to Analytic Number Theory, Lecture Notes, availble at http://www.math.uiuc.edu/ hildebr/ant/.
24. M.G. Krein and H. Langer, Über einige Fortsetzungsprobleme, die eng mit der Theorie hermitescher Operatoren im Raume $\Pi_{\kappa}$ zusammenhngen. I. Einige Funktionenklassen und ihre Darstellungen, Math. Nachr. 77 (1977), 187-236.
25. P.D. Lax and R.S. Phillips, Scattering theory for transport phenomena, 1967 Functional Analysis (Proc. Conf., Irvine, Calif., 1966) pp. 119-130 Academic Press, London; Thompson Book Co., Washington, D.C.
26. M.B. Nathanson, Additive number theory, The classical bases, Graduate Texts in Mathematics, 164. Springer-Verlag, New York, 1996.
27. D.J. Newman, Analytic number theory, Graduate Texts in Mathematics, 177. SpringerVerlag, New York, 1998.
28. R.S. Phillips, The extension of dual subspaces invariant under an algebra, 1961 Proc. Internat. Sympos. Linear Spaces (Jerusalem, 1960) pp. 366-398 Jerusalem Academic Press, Jerusalem; Pergamon, Oxford.
29. F. Radulescu, Random Matrices, Amalgamated Free Products and Subfactors of the $C^{*}$ algebra of a Free Group of Nonsingular Index, Invent. Math. 115 (1994) 347-389.
30. R. Speicher, Combinatorial theory of the free product with amalgamation and operatorvalued free probability theory, Mem. Amer. Math. Soc. 132 (1998), no. 627.
31. V.S. Vladimirov, I.V. Volovich, and E.I. Zelenov, p-adic analysis and mathematical physics, Series on Soviet and East European Mathematics, 1. World Scientific Publishing Co., Inc., River Edge, NJ, 1994.
32. D. Voiculescu, K. Dykema, and A. Nica, Free random variables. A noncommutative probability approach to free products with applications to random matrices, operator algebras and harmonic analysis on free groups, CRM Monograph Series, 1. American Mathematical Society, Providence, RI, 1992.

St. Ambrose Univ., Dept. of Math., 421 Ambrose Hall, 518 W. Locust St., Davenport, Iowa, 52803, USA.

E-mail address: choilwoo@sau.edu


[^0]:    Date: Received: Feb. 23, 2014; Accepted: Apr. 25, 2014.
    2010 Mathematics Subject Classification. Primary 46L54 Secondary 05E15, 11R47, 46L40, , 47L15, 47L55.

    Key words and phrases. Arithmetic functions, linear functional, free probability spaces, dynamical systems, crossed product algebras.

