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TWO CLASSES OF BOUNDS FOR THE q-GAMMA AND THE
q-DIGAMMA FUNCTIONS IN TERMS OF THE q-ZETA

FUNCTIONS
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Abstract. In this paper, two infinite classes of inequalities for the q-gamma
and the q-digamma functions are established by means of using the Taylor
theorem. The bounds appeared in these inequalities are in terms of the Hurwitz
and Riemann q-zeta functions.

1. Introduction

Recently, Batir [3] established inequalities below for n = 1, 2, 3 and left the general
case as a conjecture. Subsequently, Yu [20] completed the proof of this class for
all n ∈ N. These results provide bounds on the error of approximating log Γ(x+1)
by means of a power series and state that: For x > 0 and n ∈ N, the following
inequalities

(−1)n−1xn+1

(n+ 1)!
ψ(n)(α(x)) < (−1)n−1

(
log Γ(x+ 1) + γx+

n∑
k=2

(−1)k−1ζ(k)
xk

k

)

<
(−1)n−1xn+1

(n+ 1)!
ψ(n)(β(x)) (1.1)

hold true for

α(x) = 1 +
x

n+ 2
(1.2)
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and

β(x) = x

[
(−1)n(n+ 1)

(
log(x+ 1)−

n∑
k=1

(−1)k−1xk

k

)] −1
n+1

(1.3)

where Γ, ψ and ζ are the gamma, digamma and Riemann zeta functions, respec-
tively, and γ is the Mascheroni–Eular constant (for their definitions, see [1]).

In the same manner, Chen and Srivastava [4] established bounds for the psi
function in terms of the polygamma functions. Their results state that: For x > 0
and n ∈ N, the following inequalities

(−1)n+1ψ(n)(γ(x))

(n+ 1)!
< (−1)n

(
ψ(x)− log x+

n−1∑
i=1

ψ(i)(x)

i+ 1

)
<

(−1)n+1ψ(n)(δ(x))

(n+ 1)!

(1.4)
hold true for

γ(x) = x+
1

n+ 2
(1.5)

and

δ(x) =

{
(−1)n(n+ 1)

[
log

(
1 +

1

x

)
−

n−1∑
i=0

(−1)i

(i+ 1)xi+1

]} −1
n+1

. (1.6)

The q-analogue of the gamma function is defined as

Γq(x) = (1− q)1−x

∞∏
k=0

1− qn+1

1− qn+x
, 0 < q < 1, (1.7)

and

Γq(x) = (q − 1)1−xq
x(x−1)

2

∞∏
k=0

1− q−(n+1)

1− q−(n+x)
, q > 1. (1.8)

The logarithmic derivative ψq(x) of the q-gamma function is known as the q-psi
or q-digamma function, that is, it is given by

ψq(x) =
d

dx
(log Γq(x)) =

Γ′q(x)

Γq(x)
(1.9)

which appeared in the work of Krattenthaler and Srivastava [13] when they stud-
ied the summations for the basic hypergeometric series. Some of its properties
presented and proved in their work. Also, they proved that ψq(x) tends to the
digamma function ψ(x) when letting q → 1. For more details on the q-digamma
function, see [14] which presented some properties and expansions associated with
the q-digamma function. Some inequalities involve the q-gamma and q-digamma
functions have been introduced in [2, 7, 8, 9, 10, 15, 16, 17] and the extensive
references given therein.

From (1.7), for 0 < q < 1 and for all real variable x > 0, we get

ψq(x) = − log(1− q) + log q
∞∑

k=0

qx+k

1− qx+k
, (1.10)
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and from (1.8), for q > 1 and x > 0, we obtain

ψq(x) = − log(q − 1) + log q

[
x− 1

2
−

∞∑
k=0

q−x−k

1− q−x−k

]
. (1.11)

From the previous definitions, for a positive x and q ≥ 1, we get

Γq(x) = q
(x−1)(x−2)

2 Γq−1(x), (1.12)

ψq(x) =
2x− 3

2
log q + ψq−1(x). (1.13)

The Hurwitz zeta function [1]

ζ(s, z) =
∞∑

k=0

1

(k + z)s
, <(s) > 1; z 6∈ Z−0 . (1.14)

has many different q-extensions. One of these q-extension that we need, has the
form

ζq(s, t, z) =
∞∑

k=0

q(z+k)t

[z + k]sq
, <(t) > 0; z ∈ C/Z−0 . (1.15)

This form has been investigated at the first time by [18] when t = s such that
<(s) > 0. Recently, Kawagoe et. al. [12] have studied this function for all s, t ∈ C
such that <(t) > 0. It is worth mentioning that, some integral representations for
the Hurwitz q-zeta function have been studied in [19]. Also many properties and
identities for this function, when t = s− 1, have been investigated by [6]. In the
case of z = 1 the function (1.15) will reduce to the Riemann q-zeta function which
has been investigated by many authors for instance [11] and [5]. Throughout this
paper, we need the function (1.15) when t = s and so we will use the abbreviated
symbols ζq(s, z) for the Hurwitz q-zeta function and ζq(s) for the Riemann q-zeta
function for all s > 0 and z > 0. Notice that the Hurwitz q-zeta function (1.15)
tends to the classical Hurwitz zeta function (1.14) when letting q → 1 which is
related to polygamma functions by the identity

ψ(n)(x) = (−1)n+1n!ζ(n+ 1, x), n ∈ N0; x > 0. (1.16)

The main objective of this paper is to extend and generalize the classes of
inequalities (1.1)-(1.3) and (1.4)-(1.5) to the q-gamma and the q-digamma func-
tions for all positive real numbers x, q by means of finding new representations
for them by using Taylor theorem.

2. Useful Lemmas

We begin this section with the following useful lemmas which are needed to
complete the proof of the main theorem.

Lemma 2.1. Suppose that x and q are positive reals such that 0 < q < 1. Then
the logarithm of the q-gamma function can be represented as

log Γq(x+ 1) = −x log(1− q)−
∞∑

k=1

log

(
1 +

qk[x]q
[k]q

)
(2.1)
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and the q-digamma function can be represented as

ψq(x) = log[x]q +
∞∑

k=0

{
log

(
1 +

qx+k

[x+ k]q

)
+
qx+k log q

1− qx+k

}
(2.2)

and also

ψq(x) =
log q

q − 1
log(1− qx)− log(1− q) +

log q

q − 1

×
∞∑

k=0

{
log

(
1 +

qx+k

[x+ k]q

)
− qx+k

[x+ k]q

}
. (2.3)

Proof. The representation (2.1) comes immediately by integrating (1.10) from 1
to x+ 1. The series expansion of logarithm function gives

log

(
1 +

qx+k

[x+ k]q

)
= log(1− qx+k+1)− log(1− qx+k) =

∞∑
r=1

q(x+k)r(1− qr)

r
.

Taking the summation from k = 0 to ∞ with interchanging the sums yields
∞∑

k=0

log

(
1 +

qx+k

[x+ k]q

)
=

∞∑
r=1

qxr(1− qr)

r

∞∑
k=0

qkr =
∞∑

r=1

qxr

r
= − log(1− qx).

Comparing this result with the formula (1.10) completes the proof. �

Lemma 2.2. Suppose that x and t are positive reals, 0 < q < 1 and n ∈ N. Then
there exists θ(t, x) such that 0 < θ(t, x) < x and

log

(
1 +

qt[x]q
[t]q

)
=

n−1∑
i=0

(−1)iqt(i+1)[x]i+1
q

(i+ 1)[t]i+1
q

+
(−1)nqt(n+1)[x]n+1

q

(n+ 1)[t+ θ(t, x)]n+1
q

. (2.4)

Proof. By Taylor’s theorem, the logarithm function can be expanded as

log(1 + z) =
n−1∑
i=0

(−1)izi+1

i+ 1
+

(−1)nzn+1

(n+ 1)(1 + θ)n+1
, n ∈ N

where 0 < θ < z. Replacing θ by qt[θ(t, x)]q/[t]q and z by qt[x]q/[t]q, leading to
0 < [θ(t, x)]q < [x]q and the relation (2.4) is held. Notice that 0 < θ(t, x) < x if
and only if 0 < [θ(t, x)]q < [x]q and [t]q + qt[θ(t, x)]q = [t+ θ(t, x)]q. �

Lemma 2.3. Suppose that x and q are positive reals such that 0 < q < 1 and n
is a positive integer. Then the function

f(t, x) = (−1)n

(
log

(
1 +

qt[x]q
[t]q

)
−

n−1∑
i=0

(−1)iqt(i+1)[x]i+1
q

(i+ 1)[t]i+1
q

)
(2.5)

is strictly positive and decreasing for all t > 0.

Proof. On differentiating with respect to t gives

∂

∂t
f(t, x) = (−1)n

(
qt log q(1− qx)

(1− qt)(1− qt+x)
− log q

1− qt

n−1∑
i=0

(−1)i

(
qt[x]q
[t]q

)i+1
)
.
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Using geometric series formula yields

∂

∂t
f(t, x) =

log q

1− qt+x

(
qt[x]q
[t]q

)n+1

< 0 (2.6)

which tells that the function t 7→ f(t, x) is decreasing on (0,∞) and since
limt→∞ f(t, x) = 0, then f(t, x) > 0 for all t > 0 and fixed x. �

Lemma 2.4. Suppose that t, x and q are positive reals such that 0 < q < 1 and
n is a positive integer. Then the function θ(t, x) mentioned in Lemma 2.2 can be
represented as

θ(t, x) =
log
(
q−t − (1− qx)[(n+ 1)f(t, x)]

−1
n+1

)
log q

(2.7)

where f(t, x) defined as in (2.5), and has the properties:

(1) 0 < θ(t, x) < x for all t > 0.
(2) The function t 7→ θ(t, x) is increasing for all t > 0.

(3) lim
t→∞

θ(t, x) = log(n+1+qx)−log(n+2)
log q

for all x > 0 and n ∈ N.

Proof. The expression (2.7) and the first property can be easily obtained from
the relations (2.4) and (2.5). On differentiating (2.7) with respect to t followed
by inserting (2.6) gives

∂

∂t
θ(t, x) = −

[(n+ 1)f(t, x)]
n+2
n+1 − qt[x]q

[t+x]q

(
qt[x]q
[t]q

)n+1(
1− (1− qx)qt[(n+ 1)f(t, x)]

−1
n+1

)
[(n+ 1)f(t, x)]

n+2
n+1

.

Let the function

h(t) = f(t, x)− 1

n+ 1

(
qt[x]q
[t]q

) (n+1)2

n+2
(
qt[x]q

[t+ x]q

)n+1
n+2

.

Differentiation gives

h′(t) =
− log q

(1− qt)(1− qt+x)

(
qt[x]q
[t]q

) (n+1)2

n+2
(
qt[x]q

[t+ x]q

)n+1
n+2

g(t)

where

g(t) =
1

n+ 2
(1− qt) +

n+ 1

n+ 2
(1− qt+x)− (1− qt)

1
n+2 (1− qt+x)

n+1
n+2 .

Since the logarithm function is concave, then by using Jensen’s inequality, we get

log

(
(1− qt) + (n+ 1)(1− qt+x)

n+ 2

)
>

log(1− qt)

n+ 2
+

(n+ 1) log(1− qt+x)

n+ 2
, t > 0

and so the function g(t) > 0 for all t > 0 which concludes that h′(t) > 0 for
all t > 0. Since limt→∞ h(t) = 0, then h(t) < 0 for all t > 0 which yields
(∂/∂t)θ(t, x) > 0 for all t > 0. Therefore, the function t 7→ θ(t, x) is increasing
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on (0,∞). We are now in the process of finding the value of the limit in the third
statement. From (2.5), we have

lim
t→∞

(
q−t − (1− qx)[(n+ 1)f(t, x)]

−1
n+1

)
= lim

t→∞

q−t − (1− qx)

[
(−1)n(n+ 1)

∞∑
i=n

(−1)iqt(i+1)[x]i+1
q

(i+ 1)[t]i+1
q

] −1
n+1


= lim

t→∞

q−t − (1− qx)

(
qt[x]q
[t]q

)−1
[
1− n+ 1

n+ 2

qt[x]q
[t]q

+O

((
qt[x]q
[t]q

)2
)] −1

n+1


= lim

t→∞

(
q−t + (1− q−t)

[
1 +

1

n+ 2

qt[x]q
[t]q

+O

((
qt[x]q
[t]q

)2
)])

= lim
t→∞

(
1− 1

n+ 2

1− qx

1− qt
+O

(
qt[x]q
[t]q

))
=
n+ 1 + qx

n+ 2
.

Hence

θ(∞, x) = lim
t→∞

θ(t, x) =
log(n+ 1 + qx)− log(n+ 2)

log q
.

�

In view of the Lemmas 2.1, 2.2 and 2.4 and the definition of the Hurwitz and
Riemann q-zeta functions in the previous section, we can derive the following
lemma

Lemma 2.5. Suppose that x and q are positive reals and n is a positive inte-
ger such that 0 < q < 1. Then the logarithm of the q-gamma function can be
represented, for 0 < θ(k, x) < x, as

log Γq(x+ 1) = −x log(1− q)−
n−1∑
i=0

(−1)i[x]i+1
q

i+ 1
ζq(i+ 1)

−
(−1)n[x]n+1

q

n+ 1

∞∑
k=1

qk(n+1)

[k + θ(k, x)]n+1
q

(2.8)

and the q-digamma function can be represented, for 0 < θ(k + x, 1) < 1, as

ψq(x) =
log q

q − 1
log(1− qx)− log(1− q) +

log q

q − 1

n−1∑
i=1

(−1)i

i+ 1
ζq(i+ 1, x)

+
log q

q − 1

(−1)n

n+ 1

∞∑
k=0

q(x+k)(n+1)

[x+ k + θ(k + x, 1)]n+1
q

. (2.9)

3. The Main Results

In this section, the main results of this paper will be derived as follow:
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Theorem 3.1. For all positive reals x and q and a positive integer n, the class
of two-sided inequalities

[x]n+1
q̂ q̂1−αq̂(x)

n+ 1
ζq̂(n+ 1, αq̂(x)) +

x(x− 1)

2
(−1)n+1H(q − 1) log q

< (−1)n+1

(
log Γq(x+ 1) + x log(1− q̂) +

n−1∑
i=0

(−)i[x]i+1
q̂ ζq̂(i+ 1)

i+ 1

)

<
[x]n+1

q̂ q̂1−βq̂(x)

n+ 1
ζq̂(n+ 1, βq̂(x)) +

x(x− 1)

2
(−1)n+1H(q − 1) log q (3.1)

holds true for

αq(x) = 1 +
log(n+ 1 + qx)− log(n+ 2)

log q
(3.2)

and

βq(x) (3.3)

=

log

(
1− q(1− qx)

[
(−1)n(n+ 1)

(
log (1 + q[x]q)−

∑n−1
i=0

(−1)iqi+1[x]i+1
q

i+1

)] −1
n+1

)
log q

where H(·) denotes the Heaviside step function and

q̂ =

{
q if 0 < q ≤ 1

q−1 if q ≥ 1
.

Proof. Lemma 2.4 tells that the function θ(k, x) is increasing for all k ≥ 0 and
since 0 < q < 1, then we get

qk+θ(∞,x) < qk+θ(k,x) < qk+θ(1,x)

which reveals that

qk(n+1)

[k + θ(∞, x)]n+1
q

<
qk(n+1)

[k + θ(k, x)]n+1
q

<
qk(n+1)

[k + θ(1, x)]n+1
q

.

Taking the summation from k = 1 to ∞ and comparing with (2.5), (2.8) and
(1.15) to obtain the desired results when 0 < q < 1. Notice that αq(x) =
1 + θ(∞, x) and βq(x) = 1 + θ(1, x). It is not difficult to show that the theorem
is true when q ≥ 1 by using the equation (1.12). �

Theorem 3.2. For all positive reals x and q and a positive integer n, the class
of two-sided inequalities

log q̂

q̂ − 1

q̂x−γq̂(x)

n+ 1
ζq̂(n+ 1, γq̂(x)) +

2x− 3

2
(−1)nH(q − 1) log q

< (−1)n

(
ψq(x) + log(1− q̂) +

log q̂

1− q̂
log(1− q̂x) +

log q̂

1− q̂

n−1∑
i=1

(−)iζq̂(i+ 1, x)

i+ 1

)

<
log q̂

q̂ − 1

q̂x−δq̂(x)

n+ 1
ζq̂(n+ 1, δq̂(x)) +

2x− 3

2
(−1)nH(q − 1) log q (3.4)
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holds true for

γq(x) = x+
log(n+ 1 + q)− log(n+ 2)

log q
(3.5)

and

δq(x) =

log

(
1− qx(1− q)

[
(−1)n(n+ 1)

(
log
(
1 + qx

[x]q

)
−
∑n−1

i=0
(−1)iqx(i+1)

(i+1)[x]i+1
q

)] −1
n+1

)
log q

.

(3.6)

Proof. The proof of this theorem is similar as in the previous theorem. �

Remark 3.3. It is easy to see that all results in Theorems 3.1 and 3.2 tend to the
results from (1.1) to (1.6) when letting q → 1 by using the relation (1.16) and
l’Hospital’s rule for limits. However, we show the following limit because it may
make a confusion for some readers. In view of (3.1), we have

lim
q→1

(x log(1− q) + [x]qζq(1)) = lim
q→1

(
x log(1− q) + (1− qx)

∞∑
k=1

qk

1− qk

)
Inserting (1.10) when x = 1 gives

lim
q→1

(x log(1− q) + [x]qζq(1)) = lim
q→1

(
x log(1− q) +

1− qx

log q
{ψq(1) + log(1− q)}

)
= lim

q→1

(
1− qx

log q
ψq(1) +

x log q + 1− qx

log q
log(1− q)

)
= −xψ(1)− lim

q→1

∞∑
k=1

qk(x log q + 1− qx)

k log q

= −xψ(1) = xγ

which gives the same results in (1.1).
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7. N. Elezović, C. Giordano and J. Pečarić, Convexity and q-gamma function, Rend. Circ.
Mat. Palermo (2) 48 (1999), no. 2, 285–298.



BOUNDS FOR THE q-GAMMA AND THE q-DIGAMMA FUNCTIONS 117

8. P. Gao, Some Monotonicity Properties of Gamma and q-Gamma Functions, ISRN Math.
Anal. 2011 (2011), 1–15.

9. A.Z. Grinshpan and M.E.H. Ismail, Completely monotonic functions involving the gamma
and q-gamma functions, Proc. Amer. Math. Soc. 134 (2006), 1153–1160.

10. M.E.H. Ismail and M.E. Muldoon, Inequalities and monotonicity properties for gamma and
q-gamma functions, Approximation and computation (West Lafayette, IN, 1993), 309–323,
Internat. Ser. Numer. Math., 119, Birkhäuser Boston, Boston, MA, 1994.
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