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Abstract. In this work we deals with almost automorphic behavior of so-
lutions of a class of semilinear evolution equations. To achieve our goal we
use interpolation theory and fixed point theory. As application, we examine
sufficient conditions for existence of almost automorphic solutions of equations
of the heat conduction theory.

1. Introduction

In recent years, the theory of almost automorphic functions has been devel-
oped extensively and consequently there has been a considerable interest in the
existence of almost automorphic solutions of various kinds of evolution equations,
see for instance [2, 3, 5, 8, 10, 11, 12] and the references therein. In this work
we deals with a class of abstract semilinear evolution equations described in the
form

u′(t) = Au(t) + f(t, u(t)), t ∈ R, (1.1)

with A : D(A) ⊂ X → X generator of a hyperbolic semigroup on X and f :
R × Xα → X a suitable continuous function, where for α ∈ (0, 1), Xα is an
intermediate space between D(A) and X.

We remark that the existence of a hyperbolic semigroup on a Banach space
X give us a nice algebraic information about this vectorial space. In fact, let
(T (t))t≥0 be a hyperbolic semigroup on X. Then there are (T (t))t≥0-invariant
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closed subspaces Xs and Xu such that X = Xs

⊕
Xu. Furthermore, the restricted

semigroups (Ts(t))t≥0 on Xs and (Tu(t))t≥0 on Xu have the following properties:

(i) The semigroup (Ts(t))t≥0 is uniformly exponentially stable on Xs.
(ii) The operators Tu(t) are invertible on Xu, and (Tu(t)

−1)t≥0 is uniformly
exponentially stable on Xu.

This algebraic decomposition will be very important in our approach. The
main difficulty in this work is the fact that the semigroup generated by the linear
operator A in Equation (1.1) is not stable.

Our existence results are contained in Section 3. They basically say that if
the nonlinearity f is almost automorphic, in some sense, and verifies Lipschitz
conditions, then we will have existence and uniqueness of almost automorphic
mild solutions for Problem (1.1), see Theorem 3.2. In the Theorem 3.6 we cover
situations where the nonlinearity f satisfies only locally Lipschitz conditions. We
close this work with concretes examples where we examine sufficient conditions
for existence of almost automorphic solutions.

2. Preliminaries

Let (X, ‖ · ‖) be a Banach space. In this work Cb(R; X) denotes the space
consisting of the continuous and bounded functions from R into X endowed with
the norm of the uniform convergence which is denoted for ‖ · ‖∞.

2.1. Almost automorphic functions. We begin by recalling the notion of al-
most automorphic function1.

Definition 2.1. A continuous function f : R 7→ X is called almost automorphic
if for every sequence of real numbers (sn)n∈N there exists a subsequence (s′n)n∈N ⊂
(sn)n∈N such that

lim
n,m→∞

‖f(t + sn − sm)− f(t)‖ = 0.

Example 2.2. Concrete examples of almost automorphic functions are given by
the functions

a(t) = cos

(
1

cos(t) + cos(
√

2t)

)
and b(t) = sin

(
1

sin(t) + sin(
√

5t)

)
,

t ∈ R.

Definition 2.3. Let X and Y be two Banach spaces. A continuous function
f : R×Y 7→ X is said to be almost automorphic if f(t, x) is almost automorphic
in t ∈ R uniformly for all x ∈ K, where K is any bounded subset of Y .

In this work we use the notation AA(X) to represent the subset of Cb(R; X)
formed by the almost automorphic functions. We observe that (AA(X), ‖ · ‖∞)
is a Banach space. Furthermore, if f ∈ AA(X) then the set {f(t) : t ∈ R} is a
relatively compact subset of X. Similarly, we set AA(Y ; X) to represent the set
of all functions almost automorphic in t uniformly for x ∈ Y .

The following result is standard in the theory of almost automorphic functions.

1This definition is due to Bochner (see [1]).
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Lemma 2.4 ([7]). If f : R × Y 7→ X is almost automorphic, and h ∈ AA(Y ),
and assume that f(t, ·) is uniformly continuous on each bounded subset K ⊂ Y
uniformly for t ∈ R, that is for any ε > 0, there exists δ > 0 such that x, y ∈ K
and ‖x− y‖ < δ imply that ‖f(t, x)− f(t, y)‖ < ε for all t ∈ R, then the function
f(·, h(·)) ∈ AA(X).

2.2. Hyperbolic semigroups, sectorial operators and intermediate spaces.
Let (X, ‖·‖) be a Banach space. This subsection deals, first of all, with the notion
of hyperbolic semigroups.

Definition 2.5. A Semigroup (T (t))t≥0 on X is said to be hyperbolic if there is
a projection P and constants M, δ > 0 such that each T (t) commutes with P ,
KerP is invariant with respect to T (t), T (t) : ImQ → ImQ is invertible and for
every x ∈ X

‖T (t)Px‖ ≤ Me−δt‖x‖, for t ≥ 0; (2.1)

‖T (t)Qx‖ ≤ Meδt‖x‖, for t ≤ 0; (2.2)

where Q := I − P and, for t < 0, T (t) = T (−t)−1.

Remark 2.6. The existence of a hyperbolic semigroup on a Banach space X give us
a nice algebraic information about this vectorial space. In fact, let (T (t))t≥0 be a
hyperbolic semigroup on X. Then there are (T (t))t≥0-invariant closed subspaces
Xs and Xu such that X = Xs

⊕
Xu. Furthermore, the restricted semigroups

(Ts(t))t≥0 on Xs and (Tu(t))t≥0 on Xu have the following properties:

(i) The semigroup (Ts(t))t≥0 is uniformly exponentially stable on Xs.
(ii) The operators Tu(t) are invertible on Xu, and (Tu(t)

−1)t≥0 is uniformly
exponentially stable on Xu.

Special examples of hyperbolic semigroups are those generated by sectorial
operators. We remember that a linear operator A : D(A) ⊂ X → X is said to be
sectorial2 if there are constants ω ∈ R, θ ∈ (π/2, π) and M > 0 such that

(i) ρ(A) ⊃ Sθ,ω := {λ ∈ C : λ 6= ω, | arg(λ− ω)| < θ};

(ii) ‖(λ− A)−1‖ ≤ M
|λ−ω| , λ ∈ Sθ,ω.

(2.3)

It is well known that a sectorial operator A is the generator of an analytic
semigroup (T (t))t≥0 on (0,∞) to L(X). Furthermore, there are constants M0

and M1 such that
‖T (t)‖ ≤ M0e

ωt, t > 0, (2.4)

‖t(A− ωI)T (t)‖ ≤ M1e
ωt, t > 0, (2.5)

where ω is the constant of assumption (2.3) (see, for example, [9]). Finally,
(T (t))t≥0 is a hyperbolic semigroup if, and only if, σ(A) ∩ iR = ∅ (see [4]).

Now, we recalling the notion of intermediate spaces. The interpolation spaces
theory is crucial in the theory of regularity for abstract equations. We follows the

2Sectorial operator are well studied in the literature. For a recent reference including several
examples and properties we refer the reader to Haase [6].
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terminology used in Lunardi’s book [9] which gives a self-contained exposition of
interpolation theory and its applications. We only present the basic results which
will be used in this work.

Let X and Z be Banach spaces, with norms ‖·‖, ‖·‖Z respectively, and suppose
that Z is continuously embedded in X, that is, Z ↪→ X.

Definition 2.7. Let 0 ≤ α ≤ 1. A Banach space Y such that Z ↪→ Y ↪→ X is
said to belong to the class Jα between X and Z if there is a constant c > 0 such
that

‖x‖Y ≤ c‖x‖1−α‖x‖α
Z (x ∈ Z). (2.6)

In this case we write Y ∈ Jα(X, Z).

Definition 2.8. Let A : D(A) ⊂ X → X be a sectorial operator. A Banach
space (Xα, ‖ · ‖α), α ∈ (0, 1), is said to be an intermediate space between X and
D(A) if Xα ∈ Jα(X, D(A)).

Examples of intermediate spaces between X and D(A) are the domains of
the fractional powers D(−Aα) and the interpolation spaces DA(α,∞), defined as
follows {

DA(α,∞) = {x ∈ X : [x]α = sup0<t≤1 ‖t1−αAT (t)x‖ < +∞},
‖x‖DA(α,∞) = ‖x‖+ [x]α.

Remark 2.9. It is important to note that DA(α,∞) do not depend explicitly on
the operator A, but only on D(A) and on the graph norm of A.

We close this subsection with a result on hyperbolic analytic semigroups and
intermediate spaces.

Lemma 2.10. Let (T (t))t≥0 be a hyperbolic analytic semigroup on X with gen-
erator A. For α ∈ (0, 1), let (Xα, ‖ · ‖α) be intermediate spaces between X and
D(A). Then there are positive constants C(α), M(α), δ and γ such that

‖T (t)Px‖α ≤ M(α)t−αe−γt‖x‖ (t > 0)

and
‖T (t)Qx‖α ≤ C(α)eδt‖x‖ (t ≤ 0).

Proof. The demonstration of this assertion follows immediately from inequalities
(2.1), (2.2), (2.4), (2.5) and (2.6). See, for example, [2]. �

2.3. Linear problem. In this subsection we consider the inhomogeneous linear
evolution equation described by

u′(t) = Au(t) + g(t), t ∈ R, (2.7)

where A : D(A) ⊂ X → X is the generator of a hyperbolic analytic semigroup
(T (t))t≥0 and g : R → X is a continuous function.

Definition 2.11. A bounded continuous function u : R → X is called a mild
solution of (2.7) if

u(t) = T (t− s)u(s) +

∫ t

s

T (t− r)g(r)dr,

for all t ≥ s and all s ∈ R.
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We recall the following existence result of almost automorphic solutions for
Equation (2.7) (see [2]). For the reader convenience we will give the proof.

Theorem 2.12. Suppose that g ∈ AA(X). Then there is a unique mild solution
of Equation (2.7) given by

u(t) =

∫ t

−∞
T (t− s)Pg(s)ds−

∫ ∞

t

T (t− s)Qg(s)ds, (2.8)

for all t ∈ R, where P and Q are the projections associated to operator A.
Furthermore, this mild solution belongs to AA(Xα).

Proof. Let u be given by (2.8). It is clear that u is a mild solution of Equation
(2.7). Furthermore, if v is another mild solution of Equation (2.7) then we have
that

Pv(t) = T (t− s)Pv(s) +

∫ t

s

T (t− r)Pg(r)dr, for t ≥ s, t, s ∈ R.

By the estimate (2.1) and by letting s → −∞ we obtain

Pv(t) =

∫ t

−∞
T (t− s)Pg(s)ds, t ∈ R. (2.9)

On the other hand, since

Qv(t) = T (t− s)Qv(s) +

∫ t

s

T (t− r)Pg(r)dr, for t ≥ s, t, s ∈ R

follows by the estimate (2.2) and by letting s →∞ that

Qv(t) = −
∫ ∞

t

T (t− r)Qg(r)dr, t ∈ R. (2.10)

Hence, by (2.9), (2.10) and the decomposition of the space X (see Remark 2.6)
we have that v = u.

Now, to prove that u ∈ AA(Xα) let us take a sequence (s′n)n∈N in R. Since
g ∈ AA(X), there is a subsequence (sn)n∈N such that

lim
n,n→∞

‖g(t + sn − sm)− g(t)‖ = 0, (2.11)
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Furthermore,

u(t + sn − sm)− u(t) =

∫ t+sn−sm

−∞
T (t + sn − sm − r)Pg(r)dr

−
∫ t

−∞
T (t− r)Pg(r)dr

+

∫ +∞

t+sn−sm

T (t + sn − sm − r)Qg(r)dr

−
∫ +∞

t

T (t− r)Qg(r)dr

=

∫ 0

−∞
T (−r)P [g(r + t + sn − sm)− g(r + t)]dr

+

∫ +∞

0

T (−r)Q[g(r + t + sn − sm)− g(r + t)]dr.

Then, we obtain

‖u(t + sn − sm)− u(t)‖α ≤
∫ 0

−∞
‖T (−r)P [g(r + t + sn − sm)− g(r + t)]‖α dr

+

∫ +∞

0

‖T (−r)Q[g(r + t + sn − sm)− g(r + t)]‖α dr.

Hence, by Lemma 2.10 we deduce

‖u(t + sn − sm)− u(t)‖α

≤ c(α)

∫ 0

−∞
eδr ‖g(r + t + sn − sm)− g(r + t)‖ dr

+M(α)

∫ +∞

0

r−αe−γr ‖g(r + t + sn − sm)− g(r + t)‖ dr.

Finally, the result follows by (2.11) and the Lebesgue’s dominated convergence
theorem. �

In Section 3, we will consider the semilinear version of Equation 2.7. We show
how this technique considerably is useful to study situations with globally and
locally Lischitz conditions.

3. Almost automorphic solutions

In this section we consider the semilinear abstract differential equation de-
scribed in the form

u′(t) = Au(t) + f(t, u(t)), t ∈ R, (3.1)

where A : D(A) ⊂ X → X is the generator of a hyperbolic analytic semigroup
(T (t))t≥0. The function f : R×Xα → X is a suitable continuous function, where,
for α ∈ (0, 1), Xα is a intermediate space between D(A) and X.
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Similarly to previous subsection we remember the concept of mild solution for
Equation (3.1).

Definition 3.1. A bounded continuous function u : R → Xα is called a mild
solution of (2.7) if

u(t) = T (t− s)u(s) +

∫ t

s

T (t− r)f(r, u(r))dr,

for all t ≥ s and all s ∈ R.

Theorem 3.2. Let f ∈ AA(Xα; X) and suppose that there is a locally integrable
function L : R → [0,∞) such that

‖f(t, x)− f(t, y)‖ ≤ L(t)‖x− y‖α, (x, y ∈ Xα, t ∈ R). (3.2)

Let θ(t) = M(α)
∫ t

−∞(t − s)−αe−γ(t−s)L(s)ds + C(α)
∫∞

t
eδ(t−s)L(s)ds. If there

is a constant k > 0 such that θ(t) ≤ k < 1, where M(α) and C(α) are the
constants given in Lemma 2.10, then Equation (3.1) has a unique mild solution
u ∈ AA(Xα).

Proof. We define the operator Λ on the space AA(Xα) by

Λu(t) =

∫ t

−∞
T (t− s)Pf(s, u(s))ds−

∫ ∞

t

T (t− s)Qf(s, u(s))ds. (3.3)

Follows from Lemma 2.4 that f(·, u(·)) ∈ AA(X) for every u ∈ AA(Xα). Fur-
thermore, by demonstration of Theorem 2.12 we have that the operator Λ :
AA(Xα) → AA(Xα) is well defined. We next proof that Λ is a k-contraction. In
fact, if u, v ∈ AA(Xα) we have that

‖Λu(t)− Λv(t)‖α ≤
∫ t

−∞
‖T (t− s)P

(
f(s, u(s))− f(s, v(s))

)
‖αds

+

∫ ∞

t

‖T (t− s)Q
(
f(s, v(s))− f(s, u(s))

)
‖αds

≤ M(α)

∫ t

−∞
(t− s)−αe−γ(t−s)L(s)‖u(s)− v(s)‖αds

+ C(α)

∫ ∞

t

eδ(t−s)L(s)‖u(s)− v(s)‖αds

≤
(

M(α)

∫ t

−∞
(t− s)−αe−γ(t−s)L(s)ds + C(α)

∫ ∞

t

eδ(t−s)L(s)ds

)
‖u− v‖α, ∞

≤ θ(t)‖u− v‖α, ∞ ≤ k‖u− v‖α, ∞.

Hence, by the Banach’s fixed point theorem we conclude the proof. �

The next results are immediate consequences of Theorem 3.2.
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Corollary 3.3. Let f ∈ AA(Xα; X) and suppose that f satisfies the Lipschitz
condition (3.2) with L a bounded continuous function. Let

θ(t) = M(α)

∫ t

−∞
(t− s)−αe−γ(t−s)L(s)ds + C(α)

∫ ∞

t

eδ(t−s)L(s)ds.

If there is a constant k > 0 such that θ(t) ≤ k < 1, where M(α) and C(α) are the
constants given in Lemma 2.10, then Equation (3.1) has a unique mild solution
u ∈ AA(Xα).

Corollary 3.4. Let f ∈ AA(Xα; X) and suppose that f satisfies the Lipschitz
condition

‖f(t, x)− f(t, y)‖ ≤ k‖x− y‖α

for all x, y ∈ Xα and t ∈ R. If k
(
M(α)γα−1Γ(1 − α) + C(α)δ−1

)
< 1, where

M(α) and C(α) are the constants given in Lemma 2.10, then Equation (3.1) has
a unique mild solution u ∈ AA(Xα).

We now move on to the problem of locally Lipschitz perturbations for Equation
(3.1). In this sense, the following theorem is the main result of this section.

Remark 3.5. In the following result we will use the notion of locally bounded
function, that is, we consider a function L : Xα×Xα → [0,∞) such that for every
r ≥ 0 there is a constant k(r) ≥ 0 such that L(x, y) ≤ k(r), for all x, y ∈ Xα with
‖x‖α ≤ r and ‖y‖α ≤ r.

Theorem 3.6. Let f ∈ AA(Xα; X) and assume that there is a locally bounded
function L : Xα ×Xα → [0,∞) such that for every x, y ∈ Xα we have

‖f(t, x)− f(t, y)‖ ≤ L(x, y)
(
1 + ‖x‖l−1

α + ‖y‖l−1
α

)
‖x− y‖α (t ∈ R),

where l ≥ 1. If there is R > 0 such that(
K(R) +

‖f(·, 0)‖∞
R

) (
M(α)γα−1Γ(1− α) + C(α)δ−1

)
< 1,

where

K(R) := k(R)(1 + 2Rl−1),

with k(R) as in Remark 3.5, and M(α) and C(α) are the constants given in
Lemma 2.10. Then Equation (3.1) has a unique almost automorphic mild solu-
tion.

Proof. Define the operator Λ by expression (3.3). Consider R > 0 such that(
RK(R) + ‖f(·, 0)‖∞

)(
M(α)γα−1Γ(1− α) + C(α)δ−1

)
< R.

Let BR be the close ball

BR = {u ∈ AA(Xα) : ‖u‖α,∞ ≤ R} ⊂ AA(Xα).
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We observe that if u ∈ BR then

‖Λu(t)‖α ≤
∫ t

−∞
‖T (t− s)Pf(s, u(s))‖αds +

∫ ∞

t

‖T (t− s)Qf(s, u(s))ds‖αds

≤ M(α)

∫ t

−∞
(t− s)αe−γ(t−s)L(u(s), 0)

(
1 + ‖u(s)‖l−1

α

)
‖u(s)‖αds

+ C(α)

∫ ∞

t

eδ(t−s)L(u(s), 0)
(
1 + ‖u(s)‖l−1

α

)
‖u(s)‖αds

+

(
M(α)

∫ t

−∞
(t− s)αe−γ(t−s)ds + C(α)

∫ ∞

t

eδ(t−s)ds

)
‖f(·, 0)‖∞

≤
(
M(α)γα−1Γ(1− α) + C(α)δ−1

)(
RK(R) + ‖f(·, 0)‖∞

)
≤ R.

Therefore, Λ(BR) ⊂ BR. It remains show that Λ is a contraction. But this follows
from estimate

‖Λu(t)− Λv(t)‖α ≤
∫ t

−∞
‖T (t− s)P

(
f(s, u(s))− f(s, v(s))

)
‖αds

+

∫ ∞

t

‖T (t− s)Q
(
f(s, v(s))− f(s, u(s))

)
‖αds

≤ M(α)

∫ t

−∞
(t−s)−αe−γ(t−s)L(u(s), v(s))

(
1+‖u(s)‖l−1

α +‖v(s)‖l−1
α

)
ds‖u−v‖α,∞

+C(α)

∫ ∞

t

eδ(t−s)L(u(s), v(s))
(
1 + ‖u(s)‖l−1

α + ‖v(s)‖l−1
α

)
ds‖u− v‖α,∞

≤
(
M(α)γα−1Γ(1− α) + C(α)δ−1

)
K(R)‖u− v‖α,∞

Since
(
M(α)γα−1Γ(1− α) + C(α)δ−1

)
K(R) < 1, the assertion is consequence of

the contraction mapping principle and the proof is completed. �

The next results are an immediate consequence of Theorem 3.6.

Corollary 3.7. Let f ∈ AA(Xα; X) and assume that there is a constant c ≥ 0
such that for every x, y ∈ Xα we have

‖f(t, x)− f(t, y)‖ ≤ c
(
1 + ‖x‖l−1

α + ‖y‖l−1
α

)
‖x− y‖α (t ∈ R),

where l ≥ 1. If c is small enough then Equation (3.1) has a unique almost
automorphic mild solution.

Corollary 3.8. Let f ∈ AA(Xα; X) and assume that for every r ≥ 0 there is a
constant L(r) ≥ 0 such that for every x, y ∈ Xα, with ‖x‖α ≤ r and ‖y‖α ≤ r,
we have

‖f(t, x)− f(t, y)‖ ≤ L(r)‖x− y‖α (t ∈ R).

If there is R > 0 such that(
L(R) +

‖f(·, 0)‖∞
R

) (
M(α)γα−1Γ(1− α) + C(α)δ−1

)
< 1,

where M(α) and C(α) are the constants given in Lemma 2.10 Then Equation
(3.1) has a unique almost automorphic mild solution.
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To finishes this work we will consider two simple examples.

Example 3.9. Given k > 0, consider the scalar system{
x′(t) = −kx(t) + f1(t),
y′(t) = ky(t) + f2(t),

(3.4)

where f1(t) = sin
(

1
sin(t)+sin(

√
5t)

)
and f2(t) = cos

(
1

cos(t)+cos(
√

2t)

)
, t ∈ R. The

system (3.4) can be rewrite as

z′(t) = Az(t) + g(t), t ∈ R, (3.5)

where g(t) =

(
f1(t)
f2(t)

)
and A =

(
−k 0
0 k

)
. Clearly σ(A) ∩ iR = ∅ and

therefore

eAt =

(
e−kt 0
0 ekt

)
, t ≥ 0,

is a hyperbolic semigroup with projection

P =

(
1 0
0 0

)
,

constants M1 = 1 and δ = k (see Definition 2.5). Furthermore, in the point of
view of Remark 2.6 we have X = R2, Xs = {(x, 0) : x ∈ R} and Xu = {(0, y) :
y ∈ R}. Finally, follows from Theorem 2.12 that Equation (3.5) has an almost
automorphic solution given by the function

z(t) =

∫ t

−∞
e−k(t−s)f1(s)ds +

∫ ∞

t

ek(t−s)f2(s)ds.

Example 3.10. Given b > 0, consider the problem{
ut = uxx + bu + f(t, ux), R× [0, 1],
u(t, 0) = u(t, 1) = 0, t ∈ R,

(3.6)

where f is a continuous function defined on R2. Let A : D(A) ⊂ C([0, 1]) →
C([0, 1]) be the operator given by Au = u′′ + bu, with domain

D(A) = C2
0([0, 1]) = {u ∈ C2([0, 1]) : u(0) = u(1) = 0}.

It is well known that A is a sectorial operator and therefore is the generator
of an analytic semigroup (T (t))t≥0 on C([0, 1]). Furthermore, we have that the
spectrum of A is a discrete set. Indeed,

σ(A) = {b− n2π2 : n ∈ N}.

Hence, by taking b such that
√

b
π
∈ (1,∞)\Q, follows that (T (t))t≥0 is a hyperbolic

analytic semigroup.
In the other hand, if α 6= 1/2, consider Xα = DA(α,∞) = C2α

0 ([0, 1]). In (3.6),
we suppose, for example, a nonlinear term f : R × C2α

0 ([0, 1]) → C([0, 1]) given
by

f(t, φ)(x) = f(t, φ′(x)) :=
ka(t)

1 + |φ′(x)|
,
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where a ∈ AA(R) and k > 0. A straightforward computation shows that f ∈
AA(Xα, X) and verifies the Lipschitz condition (3.2) with L a bounded continuous
function. Then follows from Corollary 3.3 that if k is small enough, Problem (3.6)
has a unique almost automorphic mild solution.
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