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This paper introduces in detail a new systematic method to construct approximate ®nite-dimensional

solutions for the nonlinear ®ltering problem. Once a ®nite-dimensional family is selected, the

nonlinear ®ltering equation is projected in Fisher metric on the corresponding manifold of densities,

yielding the projection ®lter for the chosen family. The general de®nition of the projection ®lter is

given, and its structure is explored in detail for exponential families. Particular exponential families

which optimize the correction step in the case of discrete-time observations are given, and an a

posteriori estimate of the local error resulting from the projection is de®ned. Simulation results

comparing the projection ®lter and the optimal ®lter for the cubic sensor problem are presented. The

classical concept of assumed density ®lter (ADF) is compared with the projection ®lter. It is shown

that the concept of ADF is inconsistent in the sense that the resulting ®lters depend on the choice of a

stochastic calculus, i.e. the ItoÃ or the Stratonovich calculus. It is shown that in the context of

exponential families, the projection ®lter coincides with the Stratonovich-based ADF. An example is

provided, which shows that this does not hold in general, for non-exponential families of densities.

Keywords: assumed density ®lter; differential geometry and statistics; exponential family; ®nite-

dimensional ®lter; Fisher metric; Hellinger metric; nonlinear ®ltering; projection ®lter; Stratonovich
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1. Introduction

The ®ltering problem consists in estimating the state of a stochastic system from noisy

observations. More speci®cally, we consider here the situation where the state evolves

according to a stochastic differential equation (SDE), and the objective is to estimate the state

from nonlinear observations in additive Gaussian white noise. In the linear Gaussian case the

solution consists of the Kalman ®lter, a ®nite-dimensional algorithm which computes the ®rst

two conditional moments of the state given the observations. Such an algorithm provides also

the whole conditional density of the state given the observations, since in the linear case this
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conditional density is Gaussian and hence characterized by the ®rst two moments. In the

general nonlinear case, the ®ltering problem consists in calculating the whole conditional

density, which results in an in®nite-dimensional ®lter. Under some regularity conditions, the

conditional density exists and is the solution of the Kushner±Stratonovich equation, a

stochastic partial differential equation (PDE). In order to avoid in®nite dimensionality, some

approximation schemes have been proposed, yielding ®nite-dimensional ®lters for the

unobserved state. A well-known approximation method is the extended Kalman ®lter (EKF).

The EKF is based upon linearization of the state equation around the current estimate, and

application of the Kalman ®lter to the resulting linearized state equation. This procedure ®nds

its justi®cation in heuristic considerations, and not much is known about its performance,

except in the case of small observation noise (Picard 1986; 1991; 1993).

Another approximation method in the nonlinear case is the assumed density ®lter (ADF),

obtained from the selection of a few moment equations, which are closed under the

assumption that the density is of a certain form, e.g. Gaussian. We present a detailed

de®nition of the assumed density ®lters in Section 7. However, the ADF can be dangerous

from a mathematical point of view. Logical inconsistency of such a procedure is clear, since

a false hypothesis can lead to any conclusion. This inconsistency manifests itself when one

compares the assumed density ®lter obtained by using the ItoÃ calculus with the assumed

density ®lter obtained by using the Stratonovich calculus instead. We present an example

which shows that the Stratonovich-based ADF and the ItoÃ-based ADF are not directly

related by ItoÃ ±Stratonovich transformations, i.e. the Stratonovich-based ADF is not just a

Stratonovich version of the ItoÃ-based ADF.

Hanzon (1987) introduced the projection ®lter, which is a ®nite-dimensional approximate

nonlinear ®lter based on the differential geometric approach to statistics. Brigo et al.

(1995a, b; 1998) particularized the projection ®lter to exponential families in the framework

of SDEs on manifolds. In the present paper we introduce the projection ®lter with full

mathematical detail and de®ne it for general families of probability densities. The projection

®lter is de®ned by orthogonally projecting the right-hand side of the Kushner±Stratonovich

equation onto the tangent space of a ®nite-dimensional manifold of probability densities,

according to the Fisher metric and its extension to the in®nite-dimensional space of square

roots of densities, known as the Hellinger distance. We then particularize the projection

®lter to exponential families, which seem to have a privileged role. Indeed, the ®ltering

algorithm can be divided in two parts: the prediction and the correction. The correction part

can be made exact by choosing a suitable exponential family de®ned in terms of the

observation function of the given problem. This also simpli®es the evaluation of the local

error involved in the projection. These advantages of choosing exponential families are

con®rmed by simulation results for the cubic sensor problem, when comparing an

approximation of the optimal ®lter, based on discretization with a few hundred grid points,

with the projection ®lter for an exponential family with four parameters. The projection

®lters for exponential families turn out to be related to the assumed density ®lters described

above. This relationship was ®rst given in 1991, when it was proven formally by Hanzon

and Hut (1991) that, if one projects orthogonally onto the tangent space of the ®nite-

dimensional manifold of Gaussian densities, the resulting projection ®lter coincides with the

Stratonovich-based Gaussian assumed density ®lter. The performance of this ®lter has been
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recently studied by Brigo (1995; 1996b) in the case of small observation noise. In the

present paper we give a full proof of the above-mentioned equivalence (see also Brigo et al.

(1996a, b)). In fact a much more general result will be shown, namely that the projection

®lter coincides with the Stratonovich-based ADF for any exponential family. As a

consequence the projection ®lter for exponential families can be obtained as a Stratonovich-

based ADF, and the ®lter formulae can be obtained easily from the moment equations. At

the same time this equivalence yields a remedy to the lack of logical consistency involved

in the de®nition of the assumed density ®lters; the Stratonovich-based ADF that updates the

moment parameters of an exponential distribution is a well-de®ned concept, because of its

interpretation as a projection ®lter.

A short description of the contents of the paper is as follows. In Section 2 we give an

introduction to the theory of statistical manifolds, and we present some well-known results

about exponential families in a geometrical context. The nonlinear ®ltering problem is

presented in Section 3. The projection ®lter is de®ned in Section 4 and explored with more

detail for exponential families in Section 5. For some convenient exponential families

de®ned in Section 6 an a posteriori estimate of the local error resulting from the projection

(the norm of the total projection residual) is given, and simplifying exponential manifolds

which yield an exact correction step in the case of discrete time observations are presented.

The assumed density ®lter is introduced in Section 7. We prove the equivalence between

ADF and projection ®lter for exponential families in Section 8, where we also present an

example to show that this equivalence does not hold for general (non-exponential) families.

We consider the cubic sensor problem in Section 9, where simulation results are presented

for the comparison between the optimal ®lter and the projection ®lter. We give conclusions

and directions of further research in Section 10.

In this paper the projection in Fisher metric is used as a tool for deriving ®nite-

dimensional approximate ®lters. The same technique can be used for investigated issues on

the ®nite dimensionality of the probability density of diffusion processes. The ®rst results in

this direction have been given by Brigo and Pistone (1996) and Brigo (1997).

2. Statistical manifolds

On the Euclidean space Rn equipped with its Borel subsets B (Rn) we consider a non-

negative and ó-®nite measure ë, and we de®ne M to be the set of all non-negative and ®nite

measures ì which are absolutely continuous with respect to ë, and whose density is positive

ë a.e. For simplicity, we restrict ourselves in this paper to the case where ë is the Lebesgue

measure on Rn. For any density p on Rn, the operator E pf:g will denote integration with

respect to the measure p(x) dx.

In the following, we denote by H :� fp � dì=dë: ì 2Mg the set of all the densities

with respect to ë of measures contained in M . Note that, as all the measures in M are

non-negative and ®nite, we have that, if p is a density in H , then p 2 L1, and p1=2 2 L2.

Since R :� fp1=2: p 2H g is a subset of L2, it is also a metric space, with metric given

by the formula d( p1=2, q1=2) :� i p1=2 ÿ q1=2 i, where i:i denotes the norm of the Hilbert

space L2. By using the bijections between R , H and M , one obtains in this way a
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metric on H and M as well, called the Hellinger metric, and whose square is given by

the formula H2( p, q) :� 1
2
i p1=2 ÿ q1=2 i2 (Jacod and Shiryayev 1987, Chapter IV, Section 1a;

Amari 1985, Section 3.5). Note that R is not locally homeomorphic to L2, hence is not a

manifold modelled on L2.

In the following we give a very quick review of the main concepts we need from

differential geometry. For the basic de®nitions and a more technical introduction on

manifolds, tangent vectors and related concepts we refer to Lang (1995), especially for the

in®nite-dimensional setting, Amari (1985), Murray and Rice (1993), and the references

given therein. Consider ®rst an open subset M of L2. Let x be a point of M, and let ã be a

curve on M around x, i.e. a differentiable map between an open neighbourhood of 0 2 R

and M such that ã(0) � x. We can de®ne the tangent vector to ã at x as the FreÂchet

derivative Dã(0), i.e. the linear map de®ned in R around 0 and taking values in L2 such

that the following limit holds:

lim
jhj!0

iã(h)ÿ ã(0)ÿ Dã(0):hi
jhj � 0:

The map Dã(0) approximates linearly the change of ã around x. Let C x(M) be the set of all

the curves on M around x. If we consider the space (called the tangent space)

Lx M :� fDã(0): ã 2 C x(M)g
of tangent vectors to all the possible curves on M around x, we obtain again the space L2.

This is because for every v 2 L2 we can always consider the straight line ãv(h) :� x� hv.

Since M is open, ãv(h) takes values in M for |h| small enough. Of course Dãv(0) � v, so that

indeed Lx M � L2. Consider next an embedded m-dimensional submanifold N of L2 (see, for

example, Lang (1995, Section II.2) for the de®nition of a submanifold). For a point x of N,

we de®ne Lx N analogously to Lx M :

Lx N :� fDã(0): ã 2 C x(N )g:
This is an m-dimensional proper linear subspace of L2, which is a representation of the

tangent space of N at x. In our work we shall consider ®nite-dimensional manifolds N

embedded in L2, which are contained in R as a set, i.e. N �R � L2. As is well known, any

manifold may be described by an atlas consisting of charts. For the manifold N � L2 this

means that for any p1=2 2 N there exists a pair (S1=2, ö), with S1=2 an open neighbourhood of

p1=2 in N and ö: S1=2 ! È a homeomorphism of S1=2 onto an open subset È of Rm, such

that the inverse map i of ö,

i: È! S1=2

è 7! fp(:, è)g1=2

is a differentiable mapping of È into L2, with the property that the derivative Di(è),

considered as a linear mapping from Rm to L2, is injective at each point è 2 È. Of course

the range of Di(è) is precisely Lf p(:,è)g1=2 N, and the image of È under i is precisely S1=2.
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2.1. General manifolds

We shall denote by S the following family of probability densities:

S � fp(:, è), è 2 Èg,
where È � Rm and we shall work only with the single coordinate chart (S1=2, ö) in the same

way as Amari (1985). From the fact that (S1=2, ö) is a chart, it follows that

@ i(:, è)

@è1

, . . . ,
@ i(:, è)

@èm

� �
is a set of linearly independent vectors in L2. In such a context, let us see what the vectors of

Lf p(:,è)g1=2 S1=2 are. We can consider a curve in S1=2 around fp(:, è)g1=2 to be of the form

ã: h 7! fp(:, è(h))g1=2, where h 7! è(h) is a curve in È around è. Then, according to the

chain rule, we compute the following FreÂchet derivative:

Dã(0) � Dfp(:, è(h))g1=2jh�0 �
Xm

i�1

@fp(:, è)g1=2

@èi

_èi(0):

We obtain that the tangent vector space at fp(:, è)g1=2 to the space S1=2 of square roots of

densities of S is given by

Lf p(:,è)g1=2 S1=2 � span
@fp(:, è)g1=2

@è1

, . . . ,
@fp(:, è)g1=2

@èm

( )
: (1)

As i is the inverse of a chart, these vectors are actually linearly independent, and they indeed

form a basis of the tangent vector space. One has to be careful because, if this were not true,

the dimension of the above spanned space could drop. From now on we assume that indeed

S1=2 is a chart of an m-dimensional manifold N, so that the tangent vectors in (1) are linearly

independent vectors in L2. The inner product of any two basis elements is de®ned, according

to the L2 inner product�
@fp(:, è)g1=2

@èi

,
@fp(:, è)g1=2

@è j

�
� 1

4

�
1

p(x, è)

@ p(x, è)

@èi

@ p(x, è)

@è j

dx � 1
4
gij(è): (2)

This is, up to the numeric factor 1
4
, the Fisher information metric (Amari 1985, Section 2.3;

Murray and Rice 1993, Section 6.2). The matrix g(è) � (gij(è)) is called the Fisher

information matrix.

Amari (1985, Section 2.3) used a different representation for tangent vectors to S at p

and de®ned an isomorphism between the actual tangent space and the vector space

span
@ log p(:, è)

@è1

, . . . ,
@ log p(:, è)

@èm

� �
,

and, on this representation of the tangent space, he de®ned a Riemannian metric given by

E p(:,è)

@ log p(:, è)

@èi

@ log p(:, è)

@è j

� �
:
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This is again the Fisher information metric, and indeed this is the most frequent de®nition of

the Fisher metric.

Next, we introduce the orthogonal projection between L2 and the ®nite-dimensional

tangent vector space (1). Let us recall that our basis is not orthogonal, so that we have to

project according to the following formula:

Ð: L2 ! spanfw1, . . . , wmg

v 7!
Xm

i�1

Xm

j�1

W ijhv, w ji
 !

wi

where fw1, . . . , wmg are m linearly independent vectors, W :� (hwi, w ji) is the matrix

formed by all the possible inner products of such linear independent vectors, and (W ij) is the

inverse of the matrix W. In our context {w1, . . . , wm} are the vectors in (1), and of course W

is, up to the numeric factor 1
4
, the Fisher information matrix given by (2). Then we obtain the

following projection formula, where (gij(è)) is the inverse of the Fisher information matrix

(gij(è)):

Ðè: L2 ! Lf p(:,è)g1=2 S1=2 � span
@fp(:, è)g1=2

@è1

, . . . ,
@f p(:, è)g1=2

@èm

( )
,

v 7!
Xm

i�1

Xm

j�1

4gij(è)

�
v,
@fp(:, è)g1=2

@è j

� !
@fp(:, è)g1=2

@èi

:

(3)

For elements in L2 of the special form given below, the following useful expressions are

obtained for the projection, and for the norm of the projection error.

Lemma 2.1. If the function u satis®es

E p(:,è)fjuj2g,1,

then v :� 1
2
fp(:, è)g1=2 u belongs to L2, its projection onto the tangent space Lf p(:,è)g1=2 S1=2 is

given by

Ðèv �
Xm

i�1

Xm

j�1

gij(è) E p(:,è) u
@ log p(:, è)

@è j

� � !
@fp(:, è)g1=2

@èi

, (4)

and the norm of the projection error satis®es

ivÿÐèvi2 � 1
4

E p(:,è)fjuj2g ÿ 1
4
[E p(:,è)fu D log p(:, è)g]Tfg(è)gÿ1 E p(:,è)fu D log p(:, è)g,

(5)

where for all è 2 È

D log p(:, è) :� @ log p(:, è)

@è1

, . . . ,
@ log p(:, è)

@èm

� �T

:

Proof. Obviously
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ivi2 � h1
2
fp(:, è)g1=2u, 1

2
fp(:, è)g1=2ui � 1

4
E p(:,è)fjuj2g,

hence v belongs to L2. For j � 1, . . . , m�
v,
@f p(:, è)g1=2

@è j

�
�
�

1
2
fp(:, è)g1=2u, 1

2
fp(:, è)g1=2 @ log p(:, è)

@è j

�
� 1

4
E p(:,è) u

@ log p(:, è)

@è j

� �
,

and substitution into (3) yields (4). Finally, the vectors vÿÐèv and Ðèv are orthogonal;

hence

ivÿÐèvi2 � ivi2 ÿ hv, Ðèvi,
which yields (5). u

2.2. Manifolds associated with exponential families

We conclude this section with some well-known results about exponential families, which

will be used in the following sections. More results on exponential families have been given

by Amari (1985, Chapter 4) and by Barndorff-Nielsen (1978). Although the de®nition of an

exponential family can be given for an arbitrary dominating measure ë, we restrict ourselves

to the case where ë is the Lebesgue measure on Rn. The reason for doing so is that, in most

of the ®ltering literature (see, for example, Davis and Marcus (1981), Pardoux (1991) and

Rozovskii (1990)), the conditional probability distributions are absolutely continuous with

respect to the Lebesgue measure, and the ®ltering equations, such as (10) below, are stated

for the conditional density with respect to the Lebesgue measure. We shall use the following

equivalent notation for partial differentiation:

@ k

@èi1 . . . @èi k

� @ k
i1,:::,i k

:

De®nition 2.2. Let fc1, . . . , cmg be scalar measurable functions de®ned on Rn, such that

f1, c1, . . . , cmg are linearly independent, and assume that the convex set

È0 :� è 2 Rm: ø(è) � log

�
expfèTc(x)g dx

� �
,1

� �
,

has a non-empty interior. Then

EM(c) :� fp(:, è), è 2 Èg, p(x, è) :� expfèTc(x)ÿ ø(è)g,
where È � È0 is open, is called an exponential family of probability densities.

Throughout the paper, when using the notation EM(c), it is assumed that the coef®cients

fc1, . . . , cmg satisfy the assumptions in De®nition 2.2.

Lemma 2.3. Consider the exponential family EM(c). The function ø is in®nitely

differentiable in È:
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E p(:,è)fcig � @ iø(è) �: çi(è),

E p(:,è)fcic jg � @2
ijø(è)� @ iø(è) @ jø(è),

and more generally

E p(:,è)fci1 . . . ci k
g � expfÿø(è)g @ k

@èi1 . . . @èi k

expfø(è)g:

The Fisher information matrix satis®es

gij(è) � @2
ijø(è) � @ iç j(è):

Remark 2.4. The quantities

(ç1, . . . , çm) 2 E � ç(È) � Rm

form a coordinate system for the given exponential family. The two coordinate systems è
(canonical parameters) and ç (expectation parameters) are related by diffeomorphism, and

according to the above results the Jacobian matrix of the transformation ç � ç(è) is the

Fisher information matrix. We shall use the notation pE(:, ç) � p(:, è) to express exponential

densities of EM(c) as functions of the expectation parameters.

An important result of Amari (1985, Section 3.4) is that the canonical parameters and the

expectation parameters are biorthogonal with respect to the Fisher information metric; at

fp(:, è)g1=2 � fpE(:, ç)g1=2�
@

@èi

fp(:, è)g1=2,
@

@ç j

fpE(:, è)g1=2

�
� 1

4
äij, i, j � 1, 2, . . . , m: (6)

All these results have been given by or can be immediately derived from the work of Amari

(1985, Chapter 4) or Barndorff-Nielsen (1978, Theorem 8.1).

3. The nonlinear ®ltering problem

On the probability space (Ù, F , P) with the ®ltration fF t, t > 0g we consider the following

state and observation equations (Jazwinski 1970; Maybeck 1979; Davis and Marcus 1981):

dX t � f t(X t) dt � ó t(X t) dW t, X 0,

dYt � ht(X t) dt � dVt, Y0 � 0:
(7)

These equations are ItoÃ SDEs. In (7), the unobserved state process fX t, t > 0g and the

observation process fYt, t > 0g are taking values in Rn and Rd respectively; the noise

processes fW t, t > 0g and fVt, t > 0g are two Brownian motions, taking values in R p and

Rd , with covariance matrices Qt and Rt respectively. We assume that Rt is invertible for all

t > 0, which implies, without loss of generality, that we can take Rt � I for all t > 0.
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Finally, the initial state X 0 and the noise processes fW t, t > 0g and fVt, t > 0g are mutually

independent.

We assume that the initial state X 0 has a density p0 with respect to the Lebesgue

measure on Rn, and has ®nite moments of any order, and we make the following

assumptions on the coef®cients f t, at :� ó tQtó T
t , and ht of the system (7).

(A) Local Lipschitz continuity: for all R . 0, there exists K R . 0 such that

j f t(x)ÿ f t(x9)j < K Rjxÿ x9j and iat(x)ÿ at(x9)i < K Rjxÿ x9j,
for all t > 0, and for all x, x9 2 BR, the ball of radius R centred at the origin.

(B) Non-explosion: there exists K . 0 such that

xT f t(x) < K(1� jxj2) and iat(x)i < K(1� jxj2),

for all t > 0, and for all x 2 Rn.

(C) Polynomial growth: there exist K . 0 and r > 0 such that

jht(x)j < K(1� jxjr),
for all t > 0, and for all x 2 Rn.

Under Assumptions (A) and (B), there exists a pathwise-unique solution fX t, t > 0g to

the state equation (Khasminskii 1980, Chapter 3, Theorem 4.1 with the Lyapunov function

V (x) � 1� jxj2), and X t has ®nite moments of any order. Under the additional Assumption

(C) the following ®nite-energy condition holds:

E

�T

0

jht(X t)j2 dt ,1, for all T > 0:

The nonlinear ®ltering problem consists in ®nding the conditional probability distribution

ð t of the state X t given the observations up to time t, i.e. ð t (dx) :� P[X t 2 dxjY t], where

Y t :� ó (Ys, 0 < s < t). For a tutorial on nonlinear ®ltering, see Davis and Marcus (1981)

or van Schuppen (1979). Since the ®nite-energy condition holds, it follows from Fujisaki et

al. (1972, Theorem 4.1) or Pardoux (1991, TheÂoreÁme 2.3.7) that fð t, t > 0g satis®es the

Kushner±Stratonovich equation, i.e. for any smooth and compactly supported test function

ö de®ned on Rn

ð t(ö) � ð0(ö)�
� t

0

ðs(L sö) ds�
Xd

k�1

� t

0

fðs(hk
sö)ÿ ðs(hk

s )ðs(ö)gfdY k
s ÿ ðs(hk

s ) dsg, (8)

where for all t > 0, the backward diffusion operator L t is de®ned by

L t �
Xn

i�1

f i
t

@

@xi

� 1
2

Xn

i, j�1

a
ij
t

@2

@xi @xj

,

and where we set

Projection ®lter on exponential manifolds 503



ð t(ö) �
�
ö(x)ð t (dx) � E[ö(X t)jY t],

for the conditional expectation of the random variable ö(X t) given the observations up

to time t. The Stratonovich form of (8) is obtained, after straightforward computations,

as

ð t(ö) � ð0(ö)�
� t

0

ðs(L sö) dsÿ 1
2

� t

0

fðs(jhsj2ö)ÿ ðs(jhsj2)ðs(ö)g ds

�
Xd

k�1

� t

0

fðs(hk
sö)ÿ ðs(hk

s )ðs(ö)g � dY k
s ,

(9)

where, here and throughout the paper, the symbol � denotes a Stratonovich integral. For all

t > 0, the probability distribution ð t has a density pt with respect to the Lebesgue measure

on Rn, which satisifes

d pt � L �t pt dt �
Xd

k�1

pt(hk
t ÿ E pt

fhk
t g)(dY k

t ÿ E pt
fhk

t g dt), (10)

where E pt
f:g denotes the expectation with respect to the probability density pt, i.e. the

conditional expectation given the observations up to time t, and where for all t > 0, the

forward diffusion operator L �t is de®ned by

L �t ö � ÿ
Xn

i�1

@

@xi

[ f i
tö]� 1

2

Xn

i, j�1

@2

@xi @xj

[a
ij
t ö],

for any test function ö de®ned on Rn; see Pardoux (1991) for precise statements. The

corresponding Stratonovich form of (10) is

d pt � L �t pt dt ÿ 1
2
pt[jhtj2 ÿ E pt

fjhtj2g] dt �
Xd

k�1

pt(hk
t ÿ E pt

fhk
t g) � dY k

t :

As explained in Section 2, we shall work with the square roots of densities, rather than

the densities themselves. Using the Stratonovich chain rule, we obtain that fp
1=2
t , t > 0g

satis®es

d p
1=2
t � 1

2 p
1=2
t

� d pt � 1
2
p

1=2
t á t( pt) dt ÿ 1

2
p

1=2
t â0

t ( pt) dt � 1
2

Xd

k�1

p
1=2
t âk

t ( pt) � dY k
t

� P t( p
1=2
t ) dt ÿ Q 0

t ( p
1=2
t ) dt �

Xd

k�1

Q k
t ( p

1=2
t ) � dY k

t ,

(11)

where the nonlinear time-dependent operators P t and Q k
t for k � 0, 1, . . . , d are de®ned

by
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P t( p1=2) :� 1
2

p1=2á t( p), Q k
t ( p1=2) :� 1

2
p1=2âk

t ( p), (12)

respectively and

á t( p) :� L �t p

p
, â0

t ( p) :� 1
2
[jhtj2 ÿ E pfjhtj2g], âk

t ( p) :� hk
t ÿ E pfhk

t g, (13)

for k � 1, . . . , d. Simple calculations show that

á t( p) � ÿ
Xn

i�1

f i
t

@

@xi

(log p)� @ f i
t

@xi

 !

� 1
2

Xn

i, j�1

a
ij
t

@2

@xi@xj

(log p)� a
ij
t

@

@xi

(log p)
@

@xj

(log p)� 2
@a

ij
t

@xj

@

@xi

(log p)� @2a
ij
t

@xi @xj

 !
:

(14)

4. General de®nition of the projection ®lter

In the present section we shall introduce the general de®nition of the projection ®lter. We

begin by noting that the stochastic calculus to be used in this derivation is the Stratonovich

calculus. This is a standard choice for stochastic calculus on manifolds, as one can see for

example in Elworthy (1982), and is due to dif®culties in interpreting second-order terms

arising in the ItoÃ calculus in terms of manifold structures. This choice can be further

motivated by the following example.

Example 4.1. Consider the two-dimensional SDEs with the initial condition (X0, Y0) � (0, 0)

given by

d
X t

Yt

� �
� 1

2X t

� �
dW t and d

X t

Yt

� �
� 1

2X t

� �
� dW t:

Note that the vector ®eld on the right-hand side of both equations is tangent to the parabola

P :� f(x, y) 2 R2: y � x2g and that (X 0, Y0) belongs to P , so that one would expect the

solution to stay in P for all times. However, it is easy to check that the solutions of the above

equations are

W t

W 2
t ÿ t

� �
and

W t

W 2
t

� �
respectively, i.e. the solution of the equation in the Stratonovich sense stays in P for all

times, whereas the solution of the equation in the ItoÃ sense does not. It is therefore intuitive

that, if one projects the vector ®elds of a SDE written in the ItoÃ form onto the tangent space

of a manifold, then the solution of the resulting equation would in general leave the manifold.
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This cannot happen if one projects the vector ®elds of the same SDE written in the

Stratonovich sense.

We shall assume that the ®nite-dimensional manifold S1=2 that we are working with has a

manifold structure and a well-de®ned Fisher information metric at all points è 2 È,

according to the presentation given in Section 2. In order to project the Kushner±

Stratonovich equation for p
1=2
t given in Section 3 onto the m-dimensional manifold S1=2 we

require the following assumption to be satis®ed:

(D) For all è 2 È

sup
t>0

E p(:,è)

����L �t p(:, è)

p(:, è)

����2
( )

,1 and sup
t>0

E p(:,è)fjhtj4g,1:

This assumption will be explored in detail for exponential families in Section 5, and

explicit suf®cient conditions under which it holds will be given. This assumption ensures

that, for all è 2 È and all t > 0, the vectors P t(fp(:, è)g1=2) and Q k
t (fp(:, è)g1=2) for

k � 0, 1, . . . , d are vectors in L2, so that indeed the projection can take place according to

the L2 structure described in Section 2.

The projection ®lter for the family S � fp(:, è), è 2 Èg is de®ned as the solution of the

following SDE on the manifold S1=2:

dfp(:, èt)g1=2 � Ðèt
� P t(fp(:, èt)g1=2) dt ÿÐèt

� Q 0
t (fp(:, èt)g1=2) dt

�
Xd

k�1

Ðèt
� Q k

t (fp(:, èt)g1=2) � dY k
t ,

(15)

where for all è 2 È, the projection map Ðè is de®ned in (3).

Remark 4.2. Although at ®rst sight (15) may look like a stochastic PDE, it is just a ®nite-

dimensional SDE which can be equivalently written using different coordinates as an

equation in È � Rm for the parameter èt. The explicit form of this SDE is given in the

following theorem.

Theorem 4.3. Assume that, in addition to satisfying (A)±(D) the coef®cients f t, at and ht of

the system (7), and the family S are such that the maps

è 7! E p(:,è)

L �t p(:, è)

p(:, è)
D log p(:, è)

( )
, è 7! E p(:,è)f1

2
jhtj2 D log p(:, è)g

and

è 7! E p(:,è)fhk
t D log p(:, è)g,

for k � 1, . . . , d, are locally Lipschitz continuous in È, uniformly in t > 0.

Then, for all è 2 È and all t > 0
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(a) the vectors P t(fp(:, è)g1=2) and Q k
t (fp(:, è)g1=2) for k � 0, 1, . . . , d are vectors in

L2 and

(b) the nonlinear operators Ðè � P t and Ðè � Q k
t for k � 0, 1, . . . , d are vector ®elds

on the manifold S1=2.

The projection ®lter density p(:, èt) is described by (15), and the projection ®lter

parameters satisfy the following SDE:

dèt � fg(èt)gÿ1 E p(:,èt)

L �t p(:, èt)

p(:, èt)
D log p(:, èt)

( )
dt

ÿ fg(èt)gÿ1 E p(:,èt)f1
2
jhtj2 D log p(:, èt)g dt

�
Xd

k�1

fg(èt)gÿ1 E p(:,èt)fhk
t D log p(:, èt)g � dY k

t :

(16)

Under the assumptions on the coef®cients, this equation has a unique solution up to the a.s.

positive exit time ô :� infft > 0: èt =2 Èg.

Proof. Let us compute the projections of the vectors on the right-hand side of the Kushner±

Stratonovich equation (11), using the de®nitions (12) and (13) and the formula (4) (under

Assumption (D) such projections always exist):

Ðèt
� P t(fp(:, èt)g1=2) � Ðèt

[1
2
fp(:, èt)g1=2á t( p(:, èt))]

�
Xm

i�1

Xm

j�1

gij(èt) E p(:,èt)

L �t p(:, èt)

p(:, èt)

@ log p(:, èt)

@è j

( )0@ 1A @fp(:, èt)g1=2

@èi

:

Similarly

Ðèt
� Q 0

t (f p(:, èt)g1=2) � Ðèt
[1
2
fp(:, èt)g1=2â0

t ( p(:, èt))]

�
Xm

i�1

Xm

j�1

gij(èt) E p(:,èt)
1
2
[jhtj2 ÿ E p(:,èt)fjhtj2g] @ log p(:, èt)

@è j

� � !

3
@f p(:, èt)g1=2

@èi

�
Xm

i�1

Xm

j�1

gij(èt) E p(:,èt)
1
2
jhtj2 @ log p(:, èt)

@è j

� � !
@fp(:, èt)g1=2

@èi

,

and
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Ðèt
� Q k

t (fp(:, èt)g1=2) � Ðèt
[1
2
fp(:, èt)g1=2âk

t ( p(:, èt))]

�
Xm

i�1

Xm

j�1

gij(èt) E p(:,èt) [hk
t ÿ E p(:,èt)fhk

t g]
@ log p(:, èt)

@è j

� � !

3
@fp(:, èt)g1=2

@èi

�
Xm

i�1

Xm

j�1

gij(èt) E p(:,èt) hk
t

@ log p(:, èt)

@è j

� � !
@fp(:, èt)g1=2

@èi

,

for k � 1, . . . , d. We have used the fact that the constant terms E p(:,èt)fjhtj2g and

E p(:,èt)fhk
t g give no contribution to the projection, since

E p(:,èt)

@ log p(:, èt)

@è j

� �
�
�
@ p(x, èt)

@è j

dx � 0,

for j � 1, . . . , m. We rewrite (15) in the more detailed form

dfp(:, èt)g1=2 �
Xm

i�1

Xm

j�1

gij(èt) E p(:,èt)

L �t p(:, èt)

p(:, èt)

@ log p(:, èt)

@è j

( )0@ 1A @fp(:, èt)g1=2

@èi

dt

ÿ
Xm

i�1

Xm

j�1

gij(èt) E p(:,èt)
1
2
jhtj2 @ log p(:, èt)

@è j

� � !
@fp(:, èt)g1=2

@èi

dt

�
Xm

i�1

Xd

k�1

Xm

j�1

gij(èt) E p(:,èt) hk
t

@ log p(:, èt)

@è j

� � !
@fp(:, èt)g1=2

@èi

� dY k
t :

(17)

By expanding fp(:, èt)g1=2 according to the Stratonovich chain rule

dfp(:, èt)g1=2 �
Xm

i�1

@fp(:, èt)g1=2

@èi

� dèi
t,

and comparing with (17) we obtain the following equation for the parameters describing our

projected density in S:
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dèi
t �

Xm

j�1

gij(èt) E p(:,èt)

L �t p(:, èt)

p(:, èt)

@ log p(:, èt)

@è j

( )0@ 1A dt

ÿ
Xm

j�1

gij(èt) E p(:,èt)
1
2
jhtj2 @ log p(:, èt)

@è j

� � !
dt

�
Xd

k�1

Xm

j�1

gij(èt) E p(:,èt) hk
t

@ log p(:, èt)

@è j

� � !
� dY k

t

for i � 1, . . . , m. Writing the above equation in vector form yields (16). Under the

assumptions on the coef®cients and on the family S, this equation has a unique solution up to

the almost-surely positive exit time ô (Khasminskii 1980, Chapter III, Section 4; Kunita 1984,

Chapter II, Theorem 5.2). u

5. The exponential projection ®lter

In this section we shall consider the projection ®lter in the special case where

S1=2 � EM1=2(c). A ®rst possible derivation of the exponential projection ®lter equations is

by specializing the results of Theorem 4.3; see the proof of Theorem 5.4 below. Alternatively,

we can also remark that in the special case where S1=2 � EM1=2(c), and under the same

Assumption (D) already introduced in the previous section, it is possible to de®ne for all

è 2 È and all t > 0 a larger but ®nite-dimensional (smoothly embedded) submanifold Ó1=2

t,è
of L2, whose elements are square roots of probability densities of a larger (curved)

exponential family. In addition, the vectors P t(fp(:, è)g1=2) and Q k
t (fp(:, è)g1=2) for

k � 0, 1, . . . , d are tangent vectors at the point fp(:, è)g1=2 to the manifold Ó1=2
t,è and the

projection can take place within a ®nite-dimensional tangent space, so that in®nite

dimensionality is bypassed. The manifolds Ó1=2
t,è may be viewed as enveloping manifolds for

EM1=2(c). This alternative approach will be used again in Section 8 below.

Let us consider the exponential family EM(c), as from De®nition 2.2, and assume that

the coef®cients c are differentiable up to order two. From the expression obtained in (14), it

follows that

á t( p(:, è)) � L �t p(:, è)

p(:, è)

� ÿ
Xn

i�1

f i
t

@

@xi

(èTc)� @ f i
t

@xi

 !

� 1
2

Xn

i, j�1

a
ij
t

@2

@xi @xj

(èTc)� a
ij
t

@

@xi

(èTc)
@

@xj

(èTc)� 2
@a

ij
t

@xj

@

@xi

(èTc)� @2a
ij
t

@xi @xj

 !
:
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We shall assume that the coef®cients f t, at and ht of the system (7), and the coef®cients c of

the exponential family EM(c) satisfy Assumption (D).

Remark 5.1. Suf®cient explicit conditions for (D) to hold for EM(c) can be easily given. For

example, (D) will hold if the coef®cients f t (and its ®rst derivatives), at (and its ®rst and

second derivatives), ht, c (and its ®rst and second derivatives) have at most polynomial

growth, and if densities in EM(c) integrate any polynomial.

Under Assumption (D) we de®ne below, for any è0 2 È and any t0 > 0, a curved

exponential family Ó t0,è0
, containing EM(c). For the de®nition of a curved exponential

family, see Amari (1985, Section 4.2).

Proposition 5.2. Let fd1, . . . , dsg, with 0 < s < d � 2, be scalar functions de®ned on Rn

and depending on t0, è0, such that f1, c1, . . . , cm, d1, . . . , dsg is a basis of the linear space

spanf1, c1, . . . , cm, á t0
( p(:, è0)), 1

2
jht0
j2, h1

t0
, . . . , hd

t0
g:

De®ne

Ó t0,è0
:� fpt0,è0

(:, è, î), è 2 È, î 2 Îg,
with

pt0,è0
(x, è, î) :� expfèTc(x)� îTd(x)ÿ 1

4
jîj4jd(x)j4 ÿ ø t0,è0

(è, î)g,
and where Î � Rs is open.

If Assumption (D) holds, and if Î � Rs is a suf®ciently small neighbourhood of the

origin, then Ó1=2
t0,è0

is a (m� s)-dimensional submanifold of L2.

Remark 5.3. For any è 2 È, p(:, èt) � pt0,è0
(:, è, 0), and hence EM(c) � Ó t0,è0

, which makes

Ó1=2

t0,è0
an enveloping manifold of EM1=2(c).

Proof. For simplicity, we use in this proof the notation p0(:, è, î) � pt0,è0
(:, è, î), and

ø0(è, î) � ø t0,è0
(è, î). It follows from the Cauchy±Schwartz inequality and the Young

inequality u < 3
4
� 1

4
u4 that

p0(x, è, î) < expfèTc(x)� 3
4
ÿ ø0(è, î)g;

hence p0(:, è, î) is integrable for any è 2 È, and any î 2 Rs. De®ne the following

expectation parameters:

çi(è, î) :� @

@èi

ø0(è, î) � E p0(:,è,î)fcig, i � 1, . . . , m,

÷ l(è, î) :� @

@î l

ø0(è, î) � E p0(:,è,î)fd l ÿ î ljîj2jdj4g, l � 1, . . . , s,

(18)

and the associated tangent vectors
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@

@èi

f p0(:, è, î)g1=2 � 1
2
fp0(:, è, î)g1=2fci ÿ çi(è, î)g, i � 1, . . . , m,

@

@î l

f p0(:, è, î)g1=2 � 1
2
fp0(:, è, î)g1=2fd l ÿ î ljîj2jdj4 ÿ ÷ l(è, î)g, l � 1, . . . , s,

at the point fp0(:, è, î)g1=2 2 Ó1=2
t0,è0

. Under Assumption (D) we have

E p0(:,è,î)fjdj2g � E p(:,è)fjdj2 exp(îTd ÿ 1
4
jîj4jdj4)g expfø(è)ÿ ø0(è, î)g

< E p(:,è)fjdj2g expf3
4
� ø(è)ÿ ø0(è, î)g

,1,

and similarly

jîj6 E p0(:,è,î)fjdj8g � E p(:,è)fjîj6jdj8 exp(îTd ÿ 1
4
jîj4jdj4)g expfø(è)ÿ ø0(è, î)g

< E p(:,è)fjdj2gmax
u>0
fu6 exp(uÿ 1

4
u4)g expfø(è)ÿ ø0(è, î)g

,1,

which proves that all the tangent vectors introduced above are in L2, and hence the associated

Fisher information matrix g(è, î) is well de®ned.

Finally, it is easy to prove that these tangent vectors are linearly independent, and hence

the Fisher information matrix is invertible. Indeed, the following decomposition holds:

jd(x)j4 � á� âTc(x)� ãTd(x)� e(x),

where the scalar function e either is zero or is linearly independent of f1, c1, . . . , cm,

d1, . . . , dsg, and

0 � r� ëT[cÿ ç(è, î)]� ìT[d ÿ îjîj2jdj4 ÿ ÷(è, î)]

� frÿ ëTç(è, î)ÿ ìT÷(è, î)ÿ ìTîjîj2ág � (ëÿ ìTîjîj2â)Tc

� (ìÿ ìTîjîj2ã)Td ÿ ìTîjîj2e,

implies that

rÿ ëTç(è, î)ÿ ìT÷(è, î)ÿ ìTîjîj2á � 0,

ëÿ ìTîjîj2â � 0,

(I ÿ ãîTjîj2)ì � ìÿ ìTîjîj2ã � 0:

If î is suf®ciently small, the matrix I ÿ ãîTjîj2 is invertible, and hence ì � 0, from which

we deduce that ë � 0 and r � 0. This establishes the linear independence. u

It is easly checked that, for all è 2 È,
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spanf1
2
fp(:, è)g1=2á t0

( p(:, è0)), 1
2
fp(:, è)g1=2âk

t0
( p(:, è0)), k � 0, 1, . . . , dg � Lf p(:,è)g1=2Ó

1=2

t0,è0
:

Let us consider (11) in the Stratonovich form for fp
1=2
t , t > t0g, starting at time t0 from the

initial condition p
1=2
t0
� fp(:, è0)g1=2 2 EM1=2(c) for some è0 2 È, i.e.

d p
1=2
t � 1

2
p

1=2
t á t( pt) dt ÿ 1

2
p

1=2
t â0

t ( pt) dt � 1
2

Xd

k�1

p
1=2
t âk

t ( pt) � dY k
t

� P t( p
1=2
t ) dt ÿ Q 0

t ( p
1=2
t ) dt �

Xd

k�1

Q k
t ( p

1=2
t ) � dY k

t , t > t0:

It is immediate to check that

P t0
( p

1=2
t0

) � 1
2

p
1=2
t0

á t0
( pt0

) � 1
2
fp(:, è0)g1=2á t0

( p(:, è0)) 2 Lf p(:,è0)g1=2Ó
1=2

t0,è0

and

Q k
t0

( p
1=2
t0

) � 1
2
p

1=2
t0

âk
t0

( pt0
) � 1

2
fp(:, è0)g1=2âk

t0
( p(:, è0)) 2 Lf p(:,è0)g1=2Ó

1=2

t0,è0
,

for k � 0, 1, . . . , d. Then we can project at any time instant t0 from the ®nite-dimensional

tangent vector space Lf p(:,è0)g1=2Ó1=2
t0,è0

onto the ®nite-dimensional tangent vector space

Lf p(:,è0)g1=2 EM1=2(c) since the Fisher metric in the enveloping manifold is well de®ned under

Assumption (D).

Let h:, :i be the Fisher information metric on the enveloping manifold at the current point

p(:, è0) � pt0,è0
(:, è0, 0). Consider the orthogonal projection

Ð t0,è0
: Lf p(:,è0)g1=2Ó

1=2
t0,è0
! Lf p(:,è0)g1=2 EM1=2(c),

v 7!
Xm

i�1

Xm

j�1

4gij(è0)

�
v,
@fp(:, è0)g1=2

@è j

� !
@fp(:, è0)g1=2

@èi

:

The exponential projection ®lter for the exponential family EM(c) is de®ned as the solution

of the following SDE on the manifold EM1=2(c):

dfp(:, èt)g1=2 � Ð t,èt
� P t(fp(:, èt)g1=2) dt ÿÐ t,èt

� Q 0
t (fp(:, èt)g1=2) dt

�
Xd

k�1

Ð t,èt
� Q k

t (fp(:, èt)g1=2) � dY k
t :

(19)

We can now state the main result of this section, which is a consequence of the more

general Theorem 4.3 given in Section 4 above.

Theorem 5.4. Assume that the coef®cients f t, at and ht of the system (7), and the coef®cients

c of the exponential family EM(c) satisfy (A)±(D).

Then, for all è 2 È and all t > 0,
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(a) the vectors P t(fp(:, è)g1=2) and Q k
t (fp(:, è)g1=2) for k � 0, 1, . . . , d are vectors in

the tangent space Lf p(:,è)g1=2Ó
1=2
t,è of the ®nite-dimensional time-varying submanifold

Ó1=2

t,è of L2 and

(b) the nonlinear operators Ð t,è � P t and Ð t,è � Q k
t for k � 0, 1, . . . , d are vector ®elds

on the original exponential manifold EM1=2(c).

The projection ®lter density p(:, èt) is described by (19), and the projection ®lter

parameters satisfy the following SDE:

dèt � fg(èt)gÿ1 E p(:,èt)fL t cg dt ÿ fg(èt)gÿ1 E p(:,èt)f1
2
jhtj2[cÿ ç(èt)]g dt

� fg(èt)gÿ1
Xd

k�1

E p(:,èt)fhk
t [cÿ ç(èt)]g � dY k

t :
(20)

Under the assumptions on the coef®cients, this equation has a unique solution up to the a.s.

positive exit time ô :� infft > 0: èt =2 Èg.

Proof. By specializing to the exponential family EM(c) the general equation (16) for the

projection ®lter parameters, and by using the duality relation

E p(:,èt)

L �t p(:, èt)

p(:, èt)
D log p(:, èt)

( )
�
�

L �t p(x, èt)[c(x)ÿ ç(èt)] dx

�
�

L t c(x) p(x, èt) dx

� E p(:,èt)fL t cg,
we obtain

dèt � fg(èt)gÿ1 E p(:,èt)fL t cg dt ÿ fg(èt)gÿ1 E p(:,èt)f1
2
jhtj2[cÿ ç(èt)]g dt

� fg(èt)gÿ1
Xd

k�1

E p(:,èt)fhk
t [cÿ ç(èt)]g � dY k

t :

Under Assumption (D), the maps

è 7! E p(:,è)fL t cg, è 7! E p(:,è)f1
2
jht(x)j2[cÿ ç(è)]g, è 7! E p(:,è)fhk

t [cÿ ç(è)]g,
for k � 1, . . . , d, are locally Lipschitz continuous in È, uniformly in t > 0, and we can

apply Theorem 4.3. u

Remark 5.5. The initial condition è0 for (20) is de®ned as follows: if p0 2 EM(c), then

p0 � p(:, è0) for some unique è0 2 È, which is used as the initial condition. Otherwise, we

project p0 on EM(c), by minimizing the Kullback±Leibler information

K( p0, p(:, è)) :�
�

log
p0(x)

p(x, è)

� �
p0(x) dx,
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with respect to è 2 È. After straightforward calculations, and making use of Lemma 2.3, this

reduces to maximizing

èT

�
c(x) p0(x) dxÿ ø(è)

� �
:

Assuming that the maximum is achieved in è0 2 È, necessary conditions yield

çi(è0) �
�

ci(x) p0(x) dx, i � 1, . . . , m:

6. The projection residual and the choice of a convenient
exponential family

In this section, we are interested in de®ning quantities which will provide estimates of the

local error resulting from the projection ®lter approximation. Compare (11) for the (square

root of the) true density pt, i.e.

d p
1=2
t � P t( p

1=2
t ) dt ÿ Q 0

t ( p
1=2
t ) dt �

Xd

k�1

Q k
t ( p

1=2
t ) � dY k

t , (21)

and (15) for the (square root of the) projection ®lter density pð
t � p(:, èt), i.e.

d( pð
t )1=2 � Ðèt

� P t(( pð
t )1=2) dt ÿÐèt

� Q 0
t (( pð

t )1=2) dt �
Xd

k�1

Ðèt
� Q k

t (( pð
t )1=2) � dY k

t : (22)

Two steps are involved in using the projection ®lter density p(:, èt) as an approximation of

the true density pt. We make a ®rst approximation by evaluating the right-hand side of (21) at

the current projection ®lter density p(:, èt) and not at the true density pt. Even with this

approximation, the resulting coef®cients P t(fp(:, èt)g1=2) and Q k
t (fp(:, èt)g1=2) for

k � 0, 1, . . . , d would make the solution leave the manifold EM1=2(c), and we make a

second approximation by projecting these coef®cients on the linear space Lf p(:,èt)g1=2 EM1=2(c)

via the projection mapping Ðèt
. In order to express the error occurring in the second

approximation step at time t, we de®ne the prediction residual operator R�
t and the

correction residual operators Rk
t for k � 0, 1, . . . , d as follows:

R�
t :� P t ÿÐèt

� P t and Rk
t :� Q k

t ÿÐèt
� Q k

t :

These operators, when applied to the square root of density fp(:, èt)g1=2 2 EM1=2(c) yield

vectors of L2. We call such vectors projection residuals; they give a posteriori estimates of

the local error resulting from the projection ®lter approximation. We can compute the norm

of such vectors according to the norm i:i in L2, and we de®ne the prediction residual norm

r�t and correction residual norms rk
t for k � 0, 1, . . . , d as follows:

r�t :� iR�
t (fp(:, èt)g1=2)i and rk

t :� iRk
t (fp(:, èt)g1=2)i:

However, we are still missing a single estimate of the local error resulting from the
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projection. We de®ne below a single residual operator, only in the case where Rk
t � 0 for all

t > 0, and all k � 1, . . . , d. In this case, we de®ne the total residual operator R t as

R t :�R�
t ÿR0

t ,

and the corresponding total residual norm rt as

rt :� iR t(fp(:, èt)g1=2)i:

Note that, if in addition R0
t � 0, then rt reduces to r�t . We shall introduce below manifolds

EM1=2(c�) and EM1=2(c�) for which such a de®nition is applicable. Now we try to give some

intuition for the above de®nition. Suppose that we replace in (21) and (22) the observation

fYt, t > 0g with some smooth process fut, t > 0g, e.g. a regularized approximation, i.e. we

consider the equations

d

dt
p

1=2
t � P t( p

1=2
t )ÿ Q 0

t ( p
1=2
t )�

Xd

k�1

Q k
t ( p

1=2
t ) _uk

t (23)

and

d

dt
( pð

t )1=2 � Ðèt
� P t(( pð

t )1=2)ÿÐèt
� Q 0

t (( pð
t )1=2)�

Xd

k�1

Ðèt
� Q k

t (( pð
t )1=2) _uk

t : (24)

In this case, we can de®ne a single residual operator expressing the difference between the

rate of change in the smooth Kushner±Stratonovich equation (23) and the rate of change in

the smooth projection ®lter equation (24), i.e.

Ru
t :�R�

t ÿR0
t �
Xd

k�1

Rk
t _uk

t :

Of course, if we return to the original situation, e.g. letting the regularized approximation

fut, t > 0g converge to the observation fYt, t > 0g, there is no limit to the smooth residual

operator Ru
t , unless Rk

t � 0 for all t > 0, and all k � 1, . . . , d. In this case only, we de®ne

the total residual operator R t as above.

From now on, and throughout the paper, we assume for simplicity that ht � h does not

depend explicitly on time. This is necessary in order to de®ne the simplifying time-

invariant exponential families EM(c�) and EM(c�) below.

6.1. The exponential families EM(c�) and EM(c�)
The exponential family EM(c�) is such that the functions fh1, . . . , hd , 1

2
jhj2g belong to

spanf1, c�1, . . . , c�mg, i.e. such that for all x 2 Rn

1
2
jh(x)j2 � ë0 �

Xm

i�1

ë0
i c�i (x), hk(x) � ëk �

Xm

i�1

ëk
i c�i (x), (25)

for k � 1, . . . , d.
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Theorem 6.1. Assume that the coef®cients f t and at of the system (7), and the coef®cients c�

of the exponential family EM(c�) satisfy (A)±(C) and the ®rst assumption in (D).

Then, for the projection ®lter associated with the exponential family EM(c�), the

correction residual norms rk
t are identically zero for all t > 0, and all k � 0, 1, . . . , d, and

the SDE for the parameters reduces to

dèt � fg(èt)gÿ1 E p(:,èt)fL t c
�g dt ÿ ë0

� dt �
Xd

k�1

ëk
� dY k

t , (26)

where for all k � 0, 1, . . . , d the m-dimensional vector ëk
� is de®ned by

ëk
� � [ëk

1 . . . ëk
m]T:

Under the assumptions on the coef®cients, this equation has a unique solution, up to the a.s.

positive exit time ô :� infft . 0: èt =2 Èg.

Proof. All the assumptions of Theorem 5.4 are satis®ed, and therefore the solution of the

stochastic differential equation for the projection ®lter with manifold EM1=2(c�) exists and is

unique up to the a.s. positive exit time ô.

Next, we prove that the correction residual norms vanish. Indeed, it follows from (25)

that

Q 0
t (fp(:, èt)g1=2) � 1

4
[jhj2 ÿ E p(:,èt)fjhj2g]fp(:, èt)g1=2

� 1
2

Xm

i�1

ë0
i [c�i ÿ E p(:,èt)fc�i g]fp(:, èt)g1=2,

and similarly

Q k
t (fp(:, èt)g1=2) � 1

2
[hk ÿ E p(:,èt)fhkg]fp(:, èt)g1=2

� 1
2

Xm

i�1

ëk
i [c�i ÿ E p(:,èt)fc�i g]fp(:, èt)g1=2,

for k � 1, . . . , d. We remark that

1
2
[c�i ÿ E p(:,èt)fc�i g]fp(:, èt)g1=2 � 1

2
[c�i ÿ çi(èt)]fp(:, èt)g1=2 � @fp(:, èt)g1=2

@èi

;

hence Q k
t (fp(:, èt)g1=2) 2 Lf p(:,èt)g1=2 EM1=2(c�) for k � 0, 1, . . . , d. Therefore, the projection

does not modify these vectors since they already lie in the tangent space of EM1=2(c�).
Finally, the equation for the parameters is obtained via straightforward calculations.

Indeed, it follows from (25) that

E p(:,èt)f1
2
jhj2[c�j ÿ ç j(èt)]g �

Xm

i9�1

ë0
i9 E p(:,èt)fc�i9[c�j ÿ ç j(èt)]g �

Xm

i9�1

g ji9(èt) ë
0
i9;

hence
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Xm

j�1

gij(èt) E p(:,èt)f1
2
jhj2[c�j ÿ ç j(èt)]g �

Xm

j�1

gij(èt)
Xm

i9�1

g ji9(èt) ë
0
i9 � ë0

i ,

and similarly Xm

j�1

gij(èt) E p(:,èt)fhk[c�j ÿ ç j(èt)]g � ëk
i ,

for all k � 1, . . . , d. Substituting these expressions into the right-hand side of (20) yields

(26). u

Using Lemma 2.1, we obtain the following expression for the norm of the projection

error.

Proposition 6.2. Under the assumptions of Theorem 6.1, the total residual norm rt � r�t
satis®es

r2
t � 1

4
E p(:,èt)

����L �t p(:, èt)

p(:, èt)

����2
( )

ÿ 1
4
[E p(:,èt)fL t c

�g]Tfg(èt)gÿ1 E p(:,èt)fL t c
�g:

The diffusion coef®cient in the SDE (26) for the parameters is constant, which implies

that (26) can be seen as either an ItoÃ or a Stratonovich SDE, so that it satis®es the formal

rules of calculus. Moreover, for the numerical solution of such an equation, the simpler

Euler scheme coincides with the Milshtein scheme, which is a strongly convergent scheme

of order 1 (Kloeden and Platen 1992, Section 10.3).

Note also that we have still some freedom left, and we may wonder whether one can use

this to select m and the functions fc�1, . . . , c�mg in order to reduce the total residual norm

rt. However, great prudence is needed, because the ®lter may become complicated and

numerical problems may arise. See examples on the cubic sensor in Section 8 of Brigo et

al. (1995a). In general, a trade-off is necessary in order to obtain an accurate but still not

too involved exponential family and the associated projection ®lter.

The exponential family EM(c�) is such that the functions fh1, . . . , hdg belong to

spanf1, c�1 , . . . , c�mg, i.e. such that for all x 2 Rn

hk(x) � ëk �
Xm

i�1

ëk
i c�i (x), (27)

for k � 1, . . . , d.

Similarly to Theorem 6.1 above, we have the following.

Theorem 6.3. Assume that the coef®cients f t and at of the system (7), and the coef®cients c�
of the exponential family EM(c�) satisfy (A)±(C) and the ®rst assumption in (D).

Then, for the projection ®lter associated with the exponential family EM(c�), the

correction residual norms rk
t are identically zero for all t > 0, and all k � 1, . . . , d, and

the SDE for the parameters reduces to
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dèt � fg(èt)gÿ1 E p(:,èt)fL t c
�g dt ÿ fg(èt)gÿ1 E p(:,èt)f1

2
jhj2[c� ÿ ç(èt)]g dt �

Xd

k�1

ëk

� dY k
t ,

(28)

where for all k � 1, . . . , d the m-dimensional vector ëk

� is de®ned by

ëk

� � [ëk
1 . . . ëk

m]T:

Under the assumptions on the coef®cients, this equation has a unique solution, up to the a.s.

positive exit time ô :� infft . 0: èt =2 Èg.

The proof is analogous to the proof of Theorem 6.1 and is therefore omitted. Using

Lemma 2.1, we obtain the following expression for the norm of the projection error.

Proposition 6.4. Under the assumptions of Theorem 6.3, and if the coef®cient jhj2 is

differentiable up to order two, then the total residual norm rt satis®es

r2
t � 1

4
E p(:,èt)

����L �t p(:, èt)

p(:, èt)

����2
( )

ÿ 1
4

E p(:,èt)fL tjhj2g � 1
16

[E p(:,èt)fjhj4g ÿ (E p(:,èt)fjhj2g)2]

ÿ 1
4
[E p(:,èt)fL t c

� ÿ 1
2
jhj2[c� ÿ ç(èt)]g]Tfg(èt)gÿ1 E p(:,èt)fL t c

� ÿ 1
2
jhj2[c� ÿ ç(èt)]g:

(29)

Proof. Using the de®nitions (12) and (13), (5) yields

r2
t � 1

4
E p(:,èt)fjá t( p(:, èt))ÿ â0

t ( p(:, èt))j2g

ÿ 1
4
[E p(:,èt)fL t c

� ÿ 1
2
jhj2[c� ÿ ç(èt)]g]Tfg(èt)gÿ1 E p(:,èt)fL t c

� ÿ 1
2
jhj2[c� ÿ ç(èt)]g:

Obviously

E p(:,èt)fjâ0
t ( p(:, èt))j2g � 1

4
[E p(:,èt)fjhj4g ÿ (E p(:,èt)fjhj2g)2]

and, if the coef®cient jhj2 is differentiable up to order two, the following duality relation

holds:

E p(:,èt)fá t( p(:, èt)) â
0
t ( p(:, èt))g �

�
L �t p(x, èt)

1
2
[jh(x)j2 ÿ E p(:,èt)fjhj2g] dx

� 1
2

�
L tjhj2(x) p(x, èt) dx

� 1
2
E p(:,èt)fL tjhj2g: u
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6.2. The case of discrete-time observations

Additional evidence for the choice of the exponential family EM(c�) is obtained by

considering the case of a nonlinear ®ltering problem with discrete-time observations. In this

model, the state process is as in (7), i.e.

dX t � f t(X t) dt � ó t(X t) dW t, X0,

but only discrete-time observations are available,

zn � h(X t n
)� vn,

at times 0 � t0 , t1 , � � � , tn , � � �, where fvn, n > 0g is a Gaussian white-noise sequence

with unit variance and independent of fX t, t > 0g.
The nonlinear ®ltering problem consists in ®nding the conditional density pn(x) of the

state X t n
given the observations up to time tn, i.e. such that P[X t n

2 dxjZn] � pn(x) dx,

where Zn :� ó (z0, . . . , zn). We de®ne also the prediction conditional density

pÿn (x) dx � P[X t n
2 dxjZnÿ1]. The sequence fpn, n > 0g satis®es a recurrence equation,

and the transition from pnÿ1 to pn is decomposed in two steps, as explained by Jazwinski

(1970, Theorem 6.1).

Prediction step. Between time t nÿ1 and tn, we solve the Fokker±Planck equation

@ pn
t

@ t
� L �t pn

t , pn
t nÿ1
� pnÿ1:

The solution at ®nal time t n de®nes the prediction conditional density pÿn � pn
t n
:

Correction step. At time t n, the observation zn is combined with the prediction conditional

density pÿn via the Bayes rule

pn(x) � cn Øn(x) pÿn (x), (30)

where cn is a normalizing constant, and Øn(x) denotes the likelihood function for the

estimation of X t n
based on the observation zn only, i.e.

Øn(x) :� expfÿ1
2
jzn ÿ h(x)j2g: (31)

If we use the exponential family EM(c�) de®ned above, then we obtain the projec-

tion ®lter density p(:, èn), and the transition from ènÿ1 to èn is also decomposed in two

steps.

Prediction step. Between time t nÿ1 and tn, we solve the ordinary differential equation

_èn
t � fg(èn

t )gÿ1 E p(:,è n
t )fL t c

�g, èn
t nÿ1
� ènÿ1:

The solution at ®nal time t n de®nes the prediction parameters èÿn � èn
t n

.

Correction step. Substituting the approximation p(:, èÿn ) into (30), we observe that the
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resulting density does not leave the exponential family EM(c�). Indeed, it follows from (25)

and (31) that

Øn(x) � exp ÿ1
2
jh(x)j2 �

Xd

k�1

hk(x)zk
n ÿ 1

2
jznj2

 !

� exp ÿë0 ÿ
Xm

i�1

ë0
i c�i (x)�

Xd

k�1

ëk zk
n �

Xm

i�1

Xd

k�1

ëk
i zk

n

 !
c�i (x)ÿ 1

2
jznj2

( )
,

and the parameters are updated according to the formula

èn � èÿn ÿ ë0
� �

Xd

k�1

ëk
� zk

n,

which is exact.

7. Assumed density ®lters

Because the equations of nonlinear ®ltering are generally intractable, many approximation

methods have been proposed. A well-known approximation method is the EKF, in which the

conditional ®rst- and second-order moments are approximated by using a linearization

procedure. A potential disadvantage of such a method is that no use is made of the general

nonlinear ®ltering equations; after linearization the formulae for linear Gaussian ®ltering are

applied. If one tries to develop approximation schemes starting from the nonlinear ®ltering

equations, one is confronted with the problem that the conditional densities (if they exist) do

not belong in general to any ®nite-dimensional class of densities. One heuristic way to deal

with this problem is to consider the moment equations and to assume arbitrarily that the

conditional densities belong to some ®nite-dimensional class of densities, even if this is

known to be wrong. The resulting moment equations will in general be inconsistent but, by

selecting carefully a limited number of moment equations, one can obtain a consistent

de®nition of an approximate ®lter, which is called an assumed density ®lter in the literature

(Kushner 1967; Maybeck 1979, Section 12.7).

As will be shown, it also matters whether the selected moment equations are taken in the

ItoÃ or in the Stratonovich form. In order to discuss such assumed density ®lters properly,

and to study their relation with the projection ®lters in Section 8 below, we give now a

more formal de®nition of assumed density ®lters.

Throughout the remaining part of the paper we assume that, in addition to Assumptions

(A)±(C) of Section 3, the coef®cient f t of the system (7) has at most polynomial growth

when |x| goes to in®nity. (Note that, under Assumption (B), the coef®cient at has at most

quadratic growth.) Consider any twice differentiable function c which, together with its

derivatives up to order two, has at most polynomial growth when |x| goes to in®nity. Then

the conditions given by Fujisaki et al. (1972, Theorem 4.1) are ful®lled for the c moments

to satisfy (8), i.e.
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dð t(c) � ð t(L t c) dt �
Xd

k�1

fð t(hk
t c)ÿ ð t(hk

t )ð t(c)g dY k
t :

The Stratonovich version of this equation is obtained directly from (9), i.e.

dð t(c) � ð t(L t c) dt ÿ 1
2
fð t(jhtj2c)ÿ ð t(jhtj2)ð t(c)g dt

�
Xd

k�1

fð t(hk
t c)ÿ ð t(hk

t )ð t(c)g � dY k
t ,

and holds under the conditions just described.

The following is a generalization of the concept of assumed conditional probability

density ®lters as introduced in Kushner (1967).

De®nition 7.1. Consider a ®nite set fc1, . . . , cmg of twice differentiable scalar functions

de®ned on Rn, such that each ci, i � 1, . . . , m and its derivatives up to order two have at

most polynomial growth. Consider a corresponding m-dimensional family fð(:, ç),

ç � (ç1, . . . , çm) 2 E g of probability measures, where E � Rm is open, such that each

element of the family satis®es the equations

çi � Eçfcig, i � 1, . . . , m,

and is uniquely speci®ed by these equations. Here Eçf:g denotes the expectation with respect

to the probability measure ð(:, ç).

In accordance with the ADF principle, the ItoÃ-based ADF is de®ned by the ItoÃ SDEs

dçi
t � Eç t

fL t cig dt �
Xd

k�1

(Eç t
fhk

t cig ÿ Eç t
fhk

t gçi
t)(dY k

t ÿ Eç t
fhk

t g dt), i � 1, . . . , m:

(32)

Similarly the Stratonovich-based ADF is de®ned by the Stratonovich SDEs

dçi
t � Eç t

fL t cig dt ÿ 1
2
(Eç t
fjhtj2cig ÿ Eç t

fjhtj2gçi
t) dt

�
Xd

k�1

(Eç t
fhk

t cig ÿ Eç t
fhk

t gçi
t) � dY k

t , i � 1, . . . , m:
(33)

Note that in the following we shall work with exponential families such as EM(c). However,

the class of probability measures that satis®es the moment conditions for c uniquely, in the

above de®nition, is larger than the class of measures whose densities are in EM(c).

Although this may be surprising at ®rst, the ItoÃ-based ADF and the Stratonovich-based

ADF are different ®lters in general. This will be shown by working out the ItoÃ-based and

Stratonovich-based Gaussian assumed density ®lters for the cubic sensor problem. The fact

that they are different is due to the inconsistency that is inherent to the ADF principle;

applying this principle to equivalent representations of the same equation leads to different

results.
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Example 7.2 (Stratonovich-based Gaussian ADF for the cubic sensor). Consider the scalar

system

dX t � ó dW t, X0,

dYt � X 3
t dt � dVt, Y0 � 0,

(34)

where the initial state X0 and the standard Brownian motions fW t, t > 0g and fVt, t > 0g are

mutually independent, and where ó is a real constant. Let us compute the Stratonovich-based

ADF for this system using a Gaussian family, i.e. choosing c1(x) � x, and c2(x) � x2. Then

one obtains ì � ç1 � Eçfxg, and ç2 � Eçfx2g, which indeed parametrize the Gaussian family

over R. De®ne P :� Eçf(xÿ ì)2g � ç2 ÿ ç2
1. In the Gaussian case, one has the following

relations between the centred higher-order moments up to order eight, and the variance P:

Eçfxÿ ìg � Eçf(xÿ ì)3g � Eçf(xÿ ì)5g � Eçf(xÿ ì)7g � 0,

Eçf(xÿ ì)4g � 3P2, Eçf(xÿ ì)6g � 15P3, Eçf(xÿ ì)8g � 105P4: (35)

Making use of (35), (33) results in the following Stratonovich-based Gaussian ADF:

dì t � (ÿ3ì5
t Pt ÿ 30ì3

t P2
t ÿ 45ì t P

3
t ) dt � (3ì2

t Pt � 3P2
t ) � dYt,

dPt � (ó 2 ÿ 15ì4
t P2

t ÿ 90ì2
t P3

t ÿ 45P4
t ) dt � 6ì t P

2
t � dYt:

(36)

This should be compared with the ItoÃ-based ADF for the same problem, with the same

family of probability densities and the same choice of functions c1 and c2.

Example 7.3 (ItoÃ-based Gaussian ADF for the cubic sensor). Making use of (35), (32)

results in the following ItoÃ-based Gaussian ADF:

dì t � (ÿ3ì5
t Pt ÿ 12ì3

t P2
t ÿ 9ì t P

3
t ) dt � (3ì2

t Pt � 3P2
t ) dYt,

dPt � (ó 2 ÿ 15ì4
t P2

t ÿ 36ì2
t P3

t ÿ 9P4
t ) dt � 6ì t P

2
t dYt:

Putting these ItoÃ equations in the Stratonovich form one obtains the Stratonovich version of

the ItoÃ-based ADF:

dì t � (ÿ3ì5
t Pt ÿ 30ì3

t P2
t ÿ 36ì t P

3
t ) dt � (3ì2

t Pt � 3P2
t ) � dYt,

dPt � (ó 2 ÿ 15ì4
t P2

t ÿ 81ì2
t P3

t ÿ 18P4
t ) dt � 6ì t P

2
t � dYt:

(37)

By comparing the Stratonovich-based Gaussian ADF given in (36) with the Stratonovich

version of the ItoÃ-based Gaussian ADF given in (37), we see that these two ®lters are

different.

As is clear from the de®nition, the construction of an ADF depends on the choice of a

stochastic calculus, either the ItoÃ or the Stratonovich calculus, and involves both the choice

of functions fc1, . . . , cmg and the choice of an m-dimensional family of probability
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distributions which are characterized uniquely by the vector ç � (ç1, . . . , çm), where

çi � Eçfcig for i � 1, . . . , m. Suppose that one wants to work with a speci®c set of

functions fc1, . . . , cmg. Then one way to obtain a family of densities which has the desired

property is by using the concept of maximum entropy; given the functions fc1, . . . , cmg
and the vector ç � (ç1, . . . , çm), the probability density p with maximal entropy under the

conditions E pfcig � çi for all i � 1, . . . , m, belongs to the exponential family EM(c),

provided that the vector ç is such that there exists at least one probability density satisfying

the conditions (Kagan et al. 1973, Theorem 13.2.1). In the next section it will be shown

that, if such an exponential family is chosen, then the Stratonovich-based ADF can be

interpreted as a projection ®lter. The projection ®lter can be safely de®ned only via the

Stratonovich calculus, as remarked at the beginning of Section 4, and therefore does not

lead to the inconsistency aspects which partly af¯ict the ADFs.

8. Equivalence between assumed density ®lters and the
projection ®lter

The main theorem of this second part of the paper can now be stated. We shall present a

proof of this theorem based on stochastic calculus, and we shall also outline a second

possible proof which has been carried out in detail by Brigo et al. (1996b, Section 6), or by

Brigo (1996a, Section 5.3). The ®rst proof is more elegant and concise, but it does not give

much insight into the geometric nature of the result. The second proof relies more on

geometric concepts. It uses explicitly projections on the tangent spaces and is based on a

crucial result from the theory of information geometry, i.e. the biorthogonality relations

between the tangent vectors associated with the canonical parameters, and the tangent vectors

associated with the expectation parameters (Amari 1985, Section 2.3). This relationship

extends partly from the selected exponential manifold EM1=2(c) to its enveloping manifold;

see (38) below. This fact is fundamental in the second proof and further motivates the

introduction of the enveloping manifold.

Theorem 8.1. For any exponential family EM(c), the projection ®lter p(:, èt) de®ned by (20)

coincides with the Stratonovich-based assumed density ®lter pE(:, ç t) de®ned by (33).

Proof. We start from (20) for the projection ®lter canonical parameters, i.e.

dèt � fg(èt)gÿ1 E p(:,èt)fL t cg dt ÿ fg(èt)gÿ1 E p(:,èt)f1
2
jhtj2[cÿ ç(èt)]g dt

� fg(èt)gÿ1
Xd

k�1

E p(:,èt)fhk
t [cÿ ç(èt)]g � dY k

t :

According to Remark 2.4, the expectation parameters can be expressed in terms of the

canonical parameters as

çi � çi(è) � E p(:,è)fcig � E pE(:,ç)fcig,

Projection ®lter on exponential manifolds 523



with derivatives

@çi

@è j

(è) � gij(è):

The chain rule for the Stratonovich integrals immediately gives

dç t � g(èt) � dèt

� E pE(:,ç t)fL t cg dt ÿ E pE(:,ç t)f1
2
jhtj2[cÿ ç t]g dt

�
Xd

k�1

E pE(:,ç t)fhk
t [cÿ ç t]g � dY k

t ,

which is exactly (33) obtained using the assumed density ®lter idea. u

Now we outline the key steps of the second proof of Theorem 8.1. First, we ®x t0 > 0

and è0 2 È, and for simplicity we use the notation p0(:, è, î) � pt0,è0
(:, è, î), and

ø0(è, î) � ø t0,è0
(è, î). We recall that the expectation parameters for the enveloping

manifold Ó1=2
t0,è0

are de®ned by (18) and it can be shown (Brigo 1996a, Theorem 5.3.2; Brigo

et al. 1996b, Theorem 6.2) that the expectation parameters (ç1, . . . , çm, ÷1, . . . , ÷s) provide

indeed another (local) parametrization of the enveloping manifold. It is then possible to

de®ne tangent vectors associated with the expectation parameters, together with the tangent

vectors associated with the canonical parameters:

@ i(è, î) :� @

@èi

fp0(:, è, î)g1=2, @ i(è, î) :� @

@çi

fp0(:, è, î)g1=2, i � 1, . . . , m,

@m� l(è, î) :� @

@î l

fp0(:, è, î)g1=2, @m� l(è, î) :� @

@÷ l

fp0(:, è, î)g1=2, l � 1, . . . , s,

at point fp0(:, è, î)g1=2 2 Ó1=2
t0,è0

. Accordingly, we shall adopt the following notation for

vectors tangent to EM1=2(c):

@ i(è) :� @

@èi

fp(:, è)g1=2, @ i(è) :� @

@çi

fp(:, è)g1=2, i � 1, . . . , m:

Let us consider (11) in the Stratonovich form for fp
1=2
t , t > t0g, starting at time t0 from

the initial condition p
1=2
t0
� fpE(:, ç0)g1=2 2 EM1=2(c) with ç0 � ç(è0) 2 E . If we decom-

pose the tangent vectors of Ó1=2
t0,è0

appearing on the right-hand side of this equation at time

t0 on the basis associated with the expectation parameters, we obtain

P t0
(fpE(:, ç0)g1=2) �

Xm

i�1

pi(ç0)@ i(è0, 0)�
Xs

l�1

pm� l(ç0)@m� l(è0, 0),

Q k
t0

(fpE(:, ç0)g1=2) �
Xm

i�1

qk
i (ç0)@ i(è0, 0)�

Xs

l�1

qk
m� l(ç0)@m� l(è0, 0),
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for k � 0, 1, . . . , d. A ®rst fundamental result (Brigo 1996a, Theorem 5.3; Brigo et al.

1996b, Theorem 6.2) is that the biorthogonality relationship (6) for EM1=2(c) partly extends

to the enveloping manifold, in the sense that

h@ j(è, î), @ i(è, î)i � 1
4
äi, j, i � 1, . . . , m,

h@ j(è, î), @m� l(è, î)i � 0, l � 1, . . . , s,

(38)

for all j � 1, . . . , m. Secondly, it is easily checked that for all è 2 È

@ j(è) � @ j(è, 0),

for all j � 1, . . . , m. It follows from (38) that

pi(ç0) � 4hP t0
(fpE(:, ç0)g1=2), @ i(è0)i

� 4h1
2
fpE(:, ç0)g1=2á t0

( pE(:, ç0)), 1
2
fpE(:, ç0)g1=2[ci ÿ çi

0]i

� E pE(:,ç0)fá t0
( pE(:, ç0))[ci ÿ çi

0]g,
and similarly

qk
i (ç0) � E pE(:,ç0)fâk

t0
( pE(:, ç0))[ci ÿ çi

0]g,
for k � 0, 1, . . . , d. It was also proved by Brigo (1996a, Theorem 5.3) and Brigo et al.

(1996b, Theorem 6.2) that projecting on EM1=2(c) tangent vectors of Ó1=2
t0,è0

which are

decomposed on the basis associated with the expectation parameters (ç1, . . . , çm, ÷1, . . . , ÷s)

simply results in eliminating the components associated with the expectation parameters

(÷1, . . . , ÷s). This property is also based on the extension result (38) and yields

Ð t0,è0
� P t0

(fpE(:, ç0)g1=2) �
Xm

i�1

pi(ç0)@ i(è0),

Ð t0,è0
� Q k

t0
(fpE(:, ç0)g1=2) �

Xm

i�1

qk
i (ç0)@ i(è0),

for k � 0, 1, . . . , k. Since t0 > 0 and è0 2 È are arbitrary, the projection ®lter for the

exponential family EM(c) is given by the equation

dfpE(:, ç t)g1=2 �
Xm

i�1

pi(ç t) dt ÿ q0
i (ç t) dt �

Xd

k�1

qk
i (ç t) � dY k

t

 !
@ i(èt): (39)

By expanding fpE(:, ç t)g1=2 according to the Stratonovich chain rule

dfpE(:, ç t)g1=2 �
Xm

i�1

@ i(èt) � dçi
t
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and comparing with (39) we obtain the following SDE for the expectation parameters:

dçi
t � pi(ç t) dt ÿ q0

i (ç t) dt �
Xd

k�1

qk
i (ç t) � dY k

t , i � 1, . . . , m,

which is (33) for the Stratonovich-based ADF associated with EM(c). This ends the outline of

the geometric proof. u

The equivalence between the Stratonovich-based ADF and the projection ®lter is shown

to hold for exponential families. In general, for other families of distributions such

equivalence does not hold. This can be seen from the following simple example in which

we consider a particular curved (Gaussian) exponential family.

Example 8.2 (Projection ®lter with a curved Gaussian family). Consider the scalar system

dX t � f (X t) dt � ó (X t) dW t, X 0,

dYt � X t dt � dVt, Y0 � 0,

where the coef®cients f and a :� óó T satisfy Assumptions (A) and (B), and where the initial

state X0 and the standard Brownian motions fW t, t > 0g and fVt, t > 0g are mutually

independent. Choose the following curved family of Gaussian densities:

S :� fp(:, è), è 2 Rnf0gg, p(x, è) :� expfèxÿ è2x2 ÿ ø(è)g,
where p(:, è) is the Gaussian density with mean 1=2è and variance 1=2è2. We shall denote

by Eèf:g the expectation with respect to the density p(:, è). Note that ç � Eèfxg � 1=2è.

The densities in the above curved Gaussian family may be characterized by ç as well. We

denote by Eçf:g the corresponding expectation. Note that, since ç � 1=2è, the Stratonovich

chain rule yields dç t � ÿ1=2è2
t � dèt. Then, the general equation (16) for the projection ®lter

results in

dç t � ÿ1
5

Eç t
f f g ÿ 2

ç t

Eç t
fxf g ÿ 2

ç t

Eç t
fóg � 6ç3

t

� �
dt � 2

5
ç2

t � dYt:

On the other hand, (33) yields instead

dç t � (Eç t
f f g ÿ 5

2
ç3

t ) dt � 2ç2
t � dYt,

making use of (35).

One of the striking features of Theorem 8.1 is that it yields a characterization of the

projection ®lters for exponential families in terms of assumed density ®lters, which are not

intrinsically based on differential geometry and can be understood without using geometric

concepts.

Finally we observe that as the ItoÃ-based ADF and the Stratonovich-based ADF are

different, the theorems proved above state that for a general exponential family EM(c) the
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equivalence with the projection ®lter holds only for the Stratonovich-based ADF. However,

it can be shown that the Stratonovich-based ADF and the ItoÃ-based ADF coincide for

special choices of the exponential family, such as the family EM(c�) introduced in Section

6, which is constructed in such a way that the functions fh1, . . . , hkg belong to

spanf1, c�1 , . . . , c�mg. This provides more evidence for the choice of the exponential family

EM(c�) (which contains the exponential family EM(c�) as a particular case).

Theorem 8.3. For the exponential family EM(c�), the ItoÃ-based assumed density ®lter

coincides with the Stratonovich-based assumed density ®lter, i.e. the solutions of (32) and

(33) coincide.

Proof. It follows from (27) that

1
2
jhj2 � 1

2

Xd

k�1

jhk j2 � 1
2

Xd

k�1

jëk j2 �
Xd

k�1

Xm

j�1

ëkëk
j c�j � 1

2

Xd

k�1

Xm

j, j9�1

ëk
j ë

k
j9c
�
j c�j9:

By specializing to the exponential family EM(c�) the general equation (33) for the

Stratonovich-based ADF, and using Lemma 2.3, we obtain

dçi
t � E pE(:,ç t)fL t c

�
i g dt ÿ

Xd

k�1

Xm

j�1

ëkëk
j [E pE(:,ç t)fc�j c�i g ÿ E pE(:,ç t)fc�j gçi

t] dt

ÿ 1
2

Xd

k�1

Xm

j, j9�1

ëk
j ë

k
j9[E pE(:,ç t)fc�j c�j9c�i g ÿ E pE(:,ç t)fc�j c�j9gçi

t] dt

�
Xd

k�1

Xm

j�1

ëk
j [E pE(:,ç t)fc�j c�i g ÿ E pE(:,ç t)fc�j gçi

t] � dY k
t

� E pE(:,ç t)fL t c
�
i g dt ÿ

Xd

k�1

Xm

j�1

gij(ç t)ë
k
j ë

k dt ÿ
Xd

k�1

Xm

j, j9�1

gij(ç t)ë
k
j ë

k
j9ç

j9
t dt

ÿ 1
2

Xd

k�1

Xm

j, j9�1

@ gij

@è j9
(ç t)ë

k
j ë

k
j9 dt �

Xd

k�1

Xm

j�1

gij(ç t)ë
k
j � dY k

t ,

for i � 1, . . . , m. It is easily checked that the ItoÃ-Stratonovich transformation yields

gij(ç t) dY k
t � gij(ç t) � dY k

t ÿ 1
2

Xm

j9�1

@ gij

@è j9
(ç t)ë

k
j9 dt,

for all k � 1, . . . , d and all i � 1, . . . , m. On the other hand, by specializing to the

exponential family EM(c�) the general equation (32) for the ItoÃ-based ADF, and using

Lemma 2.3, we obtain directly
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dçi
t � E pE(:,ç t)fL t c

�
i g dt �

Xd

k�1

Xm

j�1

ëk
j [E pE(:,ç t)fc�j c�i g ÿ E pE(:,ç t)fc�j gçi

t]

3 dY k
t ÿ ëk dt ÿ

Xm

j9�1

ëk
j9 E pE(:,ç t)fc�j9g dt

 !

� E pE(:,ç t)fL t c
�
i g dt ÿ

Xd

k�1

Xm

j�1

gij(ç t)ë
k
j ë

k dt ÿ
Xd

k�1

Xm

j, j9�1

gij(ç t)ë
k
j ë

k
j9ç

j9
t dt

�
Xd

k�1

Xm

j�1

gij(ç t)ë
k
j dY k

t ,

for i � 1, . . . , m. u

9. Numerical simulations for the cubic sensor

In this section, we apply the exponential projection ®lter to the cubic sensor model (34), and

we present some simulation results. This system is interesting for several reasons. The state

equation is very simple, and yet the optimal ®lter for the cubic sensor is in®nite dimensional,

as proved by Hazewinkel et al. (1983), which ensures that we are really facing a problem of

approximating an in®nite-dimensional ®lter by a ®nite-dimensional ®lter.

The chosen exponential manifold is EM1=2(x, x2, x3, x4) which is associated with an

exponential family with fourth-degree polynomials in the exponent. Since h(x) � x3, we can

apply Theorem 6.3. The equation of this projection ®lter and the numerical scheme which

was used to implement it have been presented in detail by Brigo et al. (1995a, Sections 8.2

and 9) and Brigo (1996a, Sections 4.6.2 and 4.7).

Equation (28) reduces to

dèt � fg(èt)gÿ1fã(èt)ÿ ã0(èt)g dt � ë dYt,

where ë � [0 0 1 0]T, and where for all è 2 È

ã(è) :� E p(:,è)fL cg � ó 2

0

1

3ç1(è)

6ç2(è)

2664
3775,

ã0(è) :� E p(:,è)f1
2
jhj2[cÿ ç(è)]g � 1

2

ç7(è)ÿ ç6(è)ç1(è)

ç8(è)ÿ ç6(è)ç2(è)

ç9(è)ÿ ç6(è)ç3(è)

ç10(è)ÿ ç6(è)ç4(è)

2664
3775,

and by de®nition
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çi(è) :� E p(:,è)fxig,
for any integer i.

Using (29), the square of the total residual norm rt is given by

r2
t � 1

4
r11(èt)ÿ 1

4
r12(èt)� 1

16
r22(èt)ÿ 1

4
fã(èt)ÿ ã0(èt)gTfg(èt)gÿ1fã(èt)ÿ ã0(èt)g,

where for all è 2 È

r12(è) :� E p(:,è)fL jhj2g � 15ó 2ç4(è),

r22(è) :� E p(:,è)fjhj4 ÿ (E p(:,è)fjhj2g)2g � ç12(è)ÿ ç2
6(è),

and (after long but straightforward calculations)

r11(è) :� E p(:,è)

����L � p(:, è)

p(:, è)

����2
( )

� ó 4f6è4 � 2è2
2 � 3è1è3 � (18è2è3 � 12è1è4)ç1(è)

� (48è2è4 � 27è2
3)ç2(è)� 120è3è4ç3(è)� 120è2

4ç4(è)g:
To compute ef®ciently the quantities ç1(è), . . . , ç12(è), the following key property has

been used in our implementation.

Lemma 9.1. In the special case EM(x, x2, . . . , x m) where n � 1 and the coef®cients are

monomials in the variable x, the entries of the Fisher information matrix satisfy

gij(è) � çi� j(è)ÿ çi(è)ç j(è),

and the following identity holds:

è1çi�1(è)� 2è2çi�2(è)� � � � �mèmçi�m(è) � 0, if i � ÿ1,

(i� 1)çi(è), if i � 0, 1, . . .

�
(40)

Equation (40) has been proved by Brigo (1996a, Lemma 3.3.3) and allows one to

compute recursively all the moments from the mÿ 2 ®rst moments ç1(è), . . . , çmÿ2(è). As

a result, the main steps of our algorithm are as follows.

(i) For i � 0, 1, 2, compute

I i(è) �
�1
ÿ1

xi expfè1x� è2x2 � è3x3 � è4x4g dx and çi(è) � I i(è)

I0(è)
:

(ii) Compute recursively the higher-order moments ç3(è), . . . , ç12(è) using (40), i.e.

ç3(è) � ÿ 1

4è4

fè1 � 2è2ç1(è)� 3è3ç2(è)g

and

çi�4(è) � ÿ 1

4è4

f(i� 1)çi(è)� è1çi�1(è)� 2è2çi�2(è)� 3è3çi�3(è)g
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for i � 0, . . . , 8.

(iii) Compute the square of the total residual norm

r2 � 1
4
r11(è)ÿ 1

4
r12(è)� 1

16
r22(è)ÿ 1

4
fã(è)ÿ ã0(è)gTfg(è)gÿ1fã(è)ÿ ã0(è)g:

(iv) Update the parameter è using the Euler scheme

è è� fg(è)gÿ1fã(è)ÿ ã0(è)gÄt � ëÄY ,

and go to step (i).

Once a numerical approximation of the projection ®lter parameters èt has been computed,

we can compare the corresponding density pð
t � p(:, èt) to the solution pt of the Kushner±

Stratonovich equation, i.e. to the optimal ®lter density. Actually, a numerical approximation of

pt was used, based on a discretization of the state space with approximately 400 grid points,

and on numerical techniques for the solution of stochastic partial differential equations (see,

for example, Cai et al. (1995)). The comparison between numerical approximations of the

densities pð
t and pt can be done qualitatively, based on graphical outputs, or we can compute

(a numerical approximation of) some distance, such as the Kullback±Leibler information

K( pt, pð
t ) or the Hellinger distance H( pt, pð

t ). We can also compute an approximation of the

total residual norm rt which depends only on the projection ®lter density.

The simulation results show that the projection ®lter density is usually very close to the

optimal ®lter density, when the latter is not too sharp (i.e. not too close to a Dirac mass).

What would be missing in a Gaussian assumed density ®lter or in an EKF is the possibility to

Figure 1. Optimal ®lter density (ÐÐ) and projection ®lter density (± ± ± ±) at time 4.12.
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allow bimodality in the ®lter density. As the fourth-degree exponential family allows such

bimodality, in principle the optimal ®lter density could be approximated at least qualitatively

by a density in this family. This was actually observed in our simulations (Figure 1).

Moreover, we can have an a posteriori indication of the accuracy of the projection ®lter

approximation from the graphical representation of the total residual norm as a function of

time. Indeed, there are time instants where the optimal ®lter and the projection ®lter ®rst

moments are different, but these are exactly the time instants where the total residual norm

exhibits large values (Figures 2 and 3). An additional observation that we could make on our

simulations is that after a reasonably small time the total residual norm returns towards zero,

and correspondingly the projection ®lter density is again very close to the optimal ®lter density.

Further details on the simulation results have been given by Brigo et al. (1995a).

10. Conclusion, and directions of further research

In this paper we have introduced a new and systematic way of designing approximate ®nite-

dimensional ®lters.

One major issue left is the choice of the exponential family EM(c). A ®rst answer has

been given in Section 6, but this does not completely solve the problem; with the choice of

0 0.5 1.5 2.51 2
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Figure 2. Optimal ®lter mean value (ÐÐ) and projection ®lter mean value (± ± ± ±) between time 0

and 2.5.
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the family EM(c�) there is still some freedom left in the choice of the dimension m and in

the choice of the functions fc�1, . . . , c�mg, which could be used to reduce the total residual

norm rt.

This freedom could also be used to design an adaptive scheme for the choice of the

exponential family EM(c). In this respect, it would also be useful to obtain for all t > 0 an

estimate of the distance between the optimal ®lter density pt and the projection ®lter

density p(:, èt), in terms of the total residual norm history frs, 0 < s < tg.
Finally, we would like to de®ne projection ®lters for discrete-time systems and relate this

problem to the work of KulhavyÂ (1990; 1992; 1996). Another motivation for this further

study will be to obtain ef®cient numerical schemes for the solution of the SDE satis®ed by

the projection ®lter parameters, i.e. (20) for a general family EM(c), or (26) for the family

EM(c�).
Each of these problems requires further investigation and will be addressed in subsequent

work.
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