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In a right-angled triangle, the hypotenuse is the longest side. So, if all (hypotenuse) vectors from a given set of vectors have the same orthogonal projection onto a certain subspace, we have a lower bound for their lengths. Interpreting the square of such a length as the variance of an unbiased estimator produces an information bound. The Cramér-Rao bound and the van Trees inequality can be seen as consequences of this bound. Another consequence is an inequality for the minimax variance, that is, the maximal variance in shrinking neighbourhoods, minimized over all unbiased estimators. This bound is non-asymptotic and requires almost no regularity conditions.
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## 1. Summary and introduction

There are viewpoints from which the existence of bounds for the precision of unbiased estimation is obvious. In Section 2 we present such a viewpoint and the corresponding bound; in Section 3 we examine the relation between that bound and the number of independent draws, and see the use of taking the mean. The question for which unbiased estimators our bound holds is answered in Section 4; the answer is such that a new information bound appears, which holds for all unbiased estimators. In Section 5 the empirical distribution function is found to be optimal for the new criterion. Next we connect our viewpoint with the customary viewpoint via properties of the parametrization map that are often present but seldom used, if ever. The Cramér-Rao bound then follows, in Section 6, from the bound in Section 2 and the chain rule; that is why the Fisher information is inverted. Once the right setting has been established, the same devices give, in Section 7, the van Trees inequality. A condition that makes our van Trees proof work is contained in Section 8; the Appendix explains the differentiability concept we use.

The difference between the present approach and the usual set-up is that, roughly speaking, in the latter one differentiates $\vartheta \mapsto P_{\vartheta}$, while in the former it is $P_{\vartheta} \mapsto \vartheta$ which is differentiated. We are not the first to do this inversion; it is implicit in, for example, Klaassen et al. (1988). For more references see Janssen (2003), which itself is a demonstration of recent interest. New are, we think, the extent to which this approach has been simplified and exploited in an almost self-contained exposition, and - as hinted at above - the supplement we provide to the inversion of the parametrization map: the inverse function theorem for Banach spaces.

## 2. One draw

Let $\mathcal{P}$ be a set of probability measures on the measurable space $(\mathcal{X}, \mathcal{A})$ and $\kappa: \mathcal{P} \rightarrow \mathbb{R}$ be a parameter of interest. If, for a measurable map $t:(\mathcal{X}, \mathcal{A}) \rightarrow(\mathbb{R}$, Borel sets of $\mathbb{R})$, we have

$$
\int_{\mathcal{X}} t(x) \mathrm{d} P(x)=\kappa(P) \quad \forall P \in \mathcal{P}
$$

then $t$ is called an unbiased estimator for $\kappa$. Let $X$, given $P \in \mathcal{P}$, be any random element of $\mathcal{X}$ with probability distribution $P$ and abbreviate

$$
\begin{equation*}
T:=t \circ X . \tag{1}
\end{equation*}
$$

Then $\int_{\mathcal{X}} t(x) \mathrm{d} P(x)$ can be written as $\mathrm{E}_{P} T$, the $P$-expectation of $T$. In this section we show the existence of a lower bound $B_{P} \in \mathbb{R}$ for the numbers $\operatorname{var}_{P} T:=\mathrm{E}_{P}\left(\left(T-\mathrm{E}_{P} T\right)^{2}\right), t \in \mathcal{T}_{r}$, where $\mathcal{T}_{r}$ is the set of unbiased estimators for $\kappa$ that have the special property of being 'regular at $P$ '. In Section 4 this 'highly undesirable' (cf. Fabian and Hannan 1977) restriction will be removed and a bound will emerge for all unbiased estimators.

The notion involved in the regularity is tangential differentiation. It is explained in the Appendix; the only things that matter in this section are that tangent spaces are closed linear subspaces of the whole normed linear space at hand, that tangential derivatives are maps on tangent spaces, and that no map has more than one tangential derivative at any point. Here is the definition of regularity.

Let $\mu$ be a measure on $(\mathcal{X}, \mathcal{A})$ and let $u \in \mathcal{U} \subset L_{\mathcal{X}, u}^{2}$. A measurable $t: \mathcal{X} \rightarrow \mathbb{R}$ is [ $\mathcal{U}$-]regular at $u$ if there is a neighbourhood $U$ of $u$ in $\mathcal{U}$ such that

- for every $s \in U$ the map $t s: x \in \mathcal{X} \mapsto t(x) s(x)$ lies in $L_{\mathcal{X}, u}^{2}$, and
- the map

$$
s \in U \subset \mathcal{U} \subset L_{\mathcal{X}, \mu}^{2} \mapsto\langle t s, s\rangle \in \mathbb{R}
$$

(with $\langle a, b\rangle=\int_{\mathcal{X}} a(x) b(x) \mathrm{d} \mu(x)$, the inner product in the real Hilbert space $\left.L_{\mathcal{X}, u}^{2}\right)$ is tangentially differentiable at $u$, while

- the tangential derivative of this map at $u$ is represented by $2 t u$, that is, it is equal to the map

$$
h \in \dot{\mathcal{U}}(u) \mapsto\langle h, 2 t u\rangle,
$$

where $\dot{\mathcal{U}}(u)$ denotes the tangent space of $\mathcal{U}$ at $u$ (just as the derivative at $u$ of the map $s \in \mathbb{R} \mapsto c s^{2}$ is equal to the map $\left.h \in \mathbb{R} \mapsto h \cdot 2 c u\right)$.

Theorem 1. If $(\mathcal{X}, \mathcal{A})$ is a measurable space, $\mu$ a measure on $(\mathcal{X}, \mathcal{A}), \mathcal{P}$ a set of probability measures on $(\mathcal{X}, \mathcal{A})$ that have a density with respect to $\mu, P$ is a member of $\mathcal{P}$, we identify each $Q \in \mathcal{P}$ with the corresponding (density of $Q)^{1 / 2} \in L_{\mathcal{X}, \mu}^{2}, \kappa: \mathcal{P} \rightarrow \mathbb{R}$ is a parameter of interest, and $\mathcal{T}_{r}$ is the set of the unbiased estimators for $\kappa$ that are $\mathcal{P}$-regular at $P$, then all members of $\left\{2(t+c) P \in L_{\mathcal{X}, \mu}^{2}: t \in \mathcal{T}_{r}, c \in \mathbb{R}\right\}$ have the same projection onto the tangent
space $\dot{\mathcal{P}}(P)$ of $\mathcal{P}$ at $P$, so that, with $\mathrm{d} \kappa(P) / \mathrm{d} P$ defined as equal to this unique projection for $\mathcal{T}_{r} \neq \varnothing$, we have

$$
\begin{equation*}
\|2(t+c) P\|_{L_{X, \mu}^{2}}^{2} \geqslant\left\|\frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right\|_{L_{X, \mu}^{2}}^{2} \quad \forall t \in \mathcal{T}_{r}, c \in \mathbb{R}, \tag{2}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
\operatorname{var}_{P} T \geqslant \frac{1}{4}\left\|\frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right\|_{L_{\chi, \mu}^{2}}^{2} \quad \forall t \in \mathcal{T}_{r} . \tag{3}
\end{equation*}
$$

Proof. If $t, t^{\prime} \in \mathcal{T}_{r}$, then $2 t P$ and $2 t^{\prime} P$ represent the same map on $\dot{\mathcal{P}}(P)$, namely, the tangential derivative at $P$ of $Q \in \mathcal{P} \mapsto\langle t Q, Q\rangle=\kappa(Q)=\left\langle t^{\prime} Q, Q\right\rangle$, and their projections onto $\dot{\mathcal{P}}(P)$ do the same; therefore, these projections coincide. Further, the definition of tangential differentiability implies that $Q \in \mathcal{P} \mapsto\langle c Q, Q\rangle=c$ has derivative $h \in \dot{\mathcal{P}}(P) \mapsto 0$ and that, as we shall show in Section 4, the map $x \in \mathcal{X} \mapsto c$ is regular at $P$. So $h \in \dot{\mathcal{P}}(P) \mapsto 0 \in \mathbb{R}$ is represented by $2 c P$. It follows that $P$ is perpendicular to $\dot{\mathcal{P}}(P)$. Now (2) results from Pythagoras and (3) from taking $c=-\mathrm{E}_{P} T$ in (2).

We see that if $\mathcal{T}_{r} \neq \varnothing$, the map $\kappa$ is tangentially differentiable at $P$ and the vector $\mathrm{d} \kappa(P) / \mathrm{d} P$ is the unique member of $\dot{\mathcal{P}}(P)$ representing the derivative at hand.

This section concludes with an observation in the case where the tangent spaces are large and a picture for the case where they are not.

In the situation of Theorem 1 we call the set $\mathcal{P}$ of probability measures nonparametric (for a different definition, see Groeneboom and Wellner 1992) if, for every measurable $g: \mathcal{X} \rightarrow \mathbb{R}$ with $g Q \in L_{\mathcal{X}, \mu}^{2}$ for all $Q \in \mathcal{P}$, it is true that

$$
g Q \perp Q \Rightarrow g Q \in \dot{\mathcal{P}}(Q) \quad \forall Q \in \mathcal{P}
$$

Let $\mathcal{T}_{R}$ be the set of unbiased estimators for $\kappa$ that are regular, that is, regular everywhere. For any $Q \in \mathcal{P}, t, t^{\prime} \in \mathcal{T}_{R}$ we have $2(t-\kappa(Q)) Q \perp Q$ and

$$
\left(t-t^{\prime}\right) Q \perp \begin{cases}Q & \text { because both } t \text { and } t^{\prime} \text { are unbiased, } \\ \dot{\mathcal{P}}(Q) & \text { because the projection on } \dot{\mathcal{P}}(Q) \text { is zero. }\end{cases}
$$

Indeed, if $\mathcal{P}$ is nonparametric, the implications are

$$
t Q \stackrel{L_{\mathcal{R}, \mu}^{2}}{=} t^{\prime} Q \quad \text { and } \quad 2(t-\kappa(Q)) Q \stackrel{L_{\mathcal{X}, \mu}^{2}}{=} \frac{\mathrm{d} \kappa(Q)}{\mathrm{d} Q} \quad \forall t, t^{\prime} \in \mathcal{T}_{R}, \forall Q \in \mathcal{P}
$$

These findings we express as follows:
Proposition 2. In nonparametric models, regular unbiased estimators are essentially unique and attain the bound (3) everywhere.

In Section 5 we give an example. Observe that for a nonparametric $\mathcal{P}$ and $n>1$, the set
$\mathcal{P}^{(n)}:=\left\{Q^{n}: Q \in \mathcal{P}\right\}$ of probability measures on $\mathcal{X}^{n}$ need not be nonparametric, if only because estimating on the basis of a subsample will, in general, increase the variance, while not necessarily being less regular; see Section 5. From the next sections we shall also learn that in estimating on the basis of a draw from $P^{n}$ 'the mean of optimal is optimal'.

Figure 1 illustrates the non-nonparametric case. The tangent space and all vectors shown have been translated over $P$, except $P$ itself. The space $L_{\mathcal{X}, \mu}^{2}$ is depicted as $\mathbb{R}^{3}$, that is, for the case $\mathcal{X}=\{1,2,3\}$. Of the unit sphere only its intersection with the horizontal plane in $\mathbb{R}^{3}$ is shown; the set $\mathcal{P}$ happens to lie in this intersection and has a one-dimensional tangent space $\dot{\mathcal{P}}(P)$ at $P$. The difference of $2 t P$ and $2 t^{\prime} P$ is seen to be orthogonal to the horizontal plane, which here is equal to the space spanned by $P$ and $\dot{\mathcal{P}}(P)$.

## 3. Independent draws

Here we examine what happens to the lower bound in Theorem 1 if the estimating is based on $n$ independent draws from $P$, that is, one draw from $P^{n}$.

In the formulation of the theorem below we use the facts that a tangential derivative of an $\mathbb{R}$-valued function is a bounded linear $\mathbb{R}$-valued map and that by the Riesz-Fréchet representation theorem for such maps on real Hilbert spaces there are always vectors that represent them. From what we saw in the previous section it is clear that the resulting new


Figure 1. A view of Theorem 1 for a non-nonparametric model $\mathcal{P}$.
definitions extend the old ones. We require that $\mu$ be $\sigma$-finite, so that $\mu^{n}$ is defined and dominates $P^{n}$ if $\mu$ dominates $P$.

Theorem 3. If $(\mathcal{X}, \mathcal{A})$ is a measurable space, $\mu$ a $\sigma$-finite measure on $(\mathcal{X}, \mathcal{A}), \mathcal{P}$ a set of probability measures on $(\mathcal{X}, \mathcal{A})$ that have a density with respect to $\mu, P$ is a member of $\mathcal{P}, n$ of $\mathbb{N} \backslash\{0\}$, we identify each $Q \in \mathcal{P}$ with the corresponding (density of $Q)^{1 / 2} \in L_{\mathcal{X}, \mu}^{2}$ and each $Q^{n} \in \mathcal{P}^{(n)}$ with the corresponding (density of $\left.Q^{n}\right)^{1 / 2} \in L_{\mathcal{X}^{n}, \mu^{n}}^{2}$, and $\kappa: \mathcal{P} \rightarrow \mathbb{R}$ and $\kappa_{n}: \mathcal{P}^{(n)} \rightarrow \mathbb{R}$ are related by $\kappa_{n}: Q^{n} \mapsto \kappa(Q)$ for all $Q \in \mathcal{P}$, then the tangential differentiability of $\kappa$ at $P$ and the tangential differentiability of $\kappa_{n}$ at $P^{n}$ are equivalent, and if both hold, we have

$$
\left\|\frac{\mathrm{d} \kappa(P)}{\mathrm{d} P^{n}}\right\|_{L_{\chi^{n}, \mu^{n}}^{2}}^{2}=\frac{1}{n}\left\|\frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right\|_{L_{x, \mu}^{2}}^{2}
$$

where $\mathrm{d} \kappa(P) / \mathrm{d} P^{n}$ is defined as equal to the unique member of the tangent space $\dot{\mathcal{P}}^{(n)}\left(P^{n}\right)$ of $\mathcal{P}^{(n)}$ at $P^{n}$ representing the tangential derivative of $\kappa_{n}$ at $P^{n}$, and $\mathrm{d} \kappa(P) / \mathrm{d} P:=$ the unique member of the tangent space $\dot{\mathcal{P}}(P)$ of $\mathcal{P}$ at $P$ representing the tangential derivative of $\kappa$ at $P$.

Proof. Denote for members $a_{1}, \ldots, a_{n} \in L_{\mathcal{X}, \mu}^{2}$ the function $\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n} \mapsto$ $a_{1}\left(x_{1}\right) \ldots a_{n}\left(x_{n}\right) \in \mathbb{R}$ by $a_{1} \otimes \cdots \otimes a_{n} \quad$ (which, with our identification, leads to $Q^{n} \equiv Q^{\otimes n}$ ). Then Fubini is seen to give $a_{1} \otimes \cdots \otimes a_{n} \in L_{\mathcal{X}^{n}, \mu^{n}}^{2}$ and even

$$
\begin{equation*}
\left\langle a_{1} \otimes \cdots \otimes a_{n}, b_{1} \otimes \cdots \otimes b_{n}\right\rangle_{L_{\mathcal{X}^{n}, \mu^{n}}^{2}}=\prod_{i=1}^{n}\left\langle a_{i}, b_{i}\right\rangle_{L_{\mathcal{X}, \mu}^{2}} \quad \forall a_{i}, b_{i} \in L_{\mathcal{X}, \mu}^{2}, i=1, \ldots, n . \tag{4}
\end{equation*}
$$

With $f: a \in L_{\mathcal{X}, \mu}^{2} \mapsto a^{\otimes n} \in L_{\mathcal{X}^{n}, \mu^{n}}^{2}$ we have

$$
\begin{aligned}
f(a+h)-f(a)= & h \otimes a^{\otimes n-1}+a \otimes h \otimes a^{\otimes n-2}+\ldots+a^{\otimes n-1} \otimes h \\
& + \text { terms with more than one factor } h ;
\end{aligned}
$$

(4) implies the latter terms are $o(\|h\|)$, and $T_{a}: h \in L_{\mathcal{X}, u}^{2} \mapsto h \otimes a^{\otimes n-1}+a \otimes h \otimes a^{n-2}+$ $\ldots+a^{\otimes n-1} \otimes h$ is bounded, while $T_{a}$ is also linear. According to the Appendix, $f$ is everywhere differentiable with derivative $f^{\prime}(a)$ at $a$ equal to $T_{a}$, and by Theorem A. 1 the restriction $\left.f\right|_{\mathcal{P}}$ is tangentially differentiable at $P$ with tangential derivative at $P$ equal to $\left.T_{P}\right|_{\mathcal{P}(P)}$. As $f(P)=P^{n}$, it follows from the chain rule (Theorem A.3) that if $\kappa_{n}$ is tangentially differentiable at $P^{n}$, then so is $\kappa=\left.\kappa_{n} \circ f\right|_{\mathcal{P}}$ at $P$.

For the second half of the first statement of the theorem we construct a map $g: \mathcal{V} \subset L_{\mathcal{X}^{n}, \mu^{n}}^{2} \rightarrow L_{\mathcal{X}, \mu^{\cdot}}^{2}$ (We owe this construction to Arnoud van Rooij.) Let $b \in L_{\mathcal{X}^{n}, \mu^{n}}^{2}$, $b \geqslant 0$. Then for all $x_{1} \in \chi$ the function $\left(x_{2}, \ldots, x_{n}\right) \mapsto b\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}$ is measurable and

$$
(z(b))\left(x_{1}\right):=\int_{\mathcal{X}^{n-1}} b\left(x_{1}, \ldots, x_{n}\right) P\left(x_{2}\right) \ldots P\left(x_{n}\right) \mathrm{d} \mu\left(x_{2}\right) \ldots \mathrm{d} \mu\left(x_{n}\right)
$$

defines a number in $[0, \infty]$, while $x_{1} \in \mathcal{X} \mapsto(z(b))\left(x_{1}\right)$ is measurable. By Cauchy-Schwarz and (4) we have

$$
\begin{align*}
\int_{\mathcal{X}}|z(b) h| \mathrm{d} \mu & \leqslant \int_{\mathcal{X}^{n}}|b| \cdot|h| \otimes P^{\otimes n-1} \mathrm{~d} \mu^{n} \\
& \leqslant\|b\|_{L_{\mathcal{X}^{n}, \mu^{n}}^{2}}\|h\|_{L_{\mathcal{X}, \mu}^{2}}\|P\|_{L_{\mathcal{X}, \mu}^{2}}^{n-1} \\
& =\|b\|_{L_{\mathcal{X}^{n}, \mu^{n}}^{2}}\|h\|_{L_{\mathcal{X}, \mu}^{2}}, \quad \forall h \in L_{\mathcal{X}, \mu}^{2} \tag{5}
\end{align*}
$$

and in particular we see that, if $\mathcal{X}=\cup_{i=1}^{\infty} A_{i}$ for $A_{i} \in \mathcal{A}$ with $\mu\left(A_{i}\right)<\infty$, every $\int z(b) 1_{A_{i}} \mathrm{~d} \mu$ is finite. It follows that $z(b) 1_{A_{i}}$ is $\mu$-almost everywhere finite, and so is $z(b)$. If, therefore, in the integrand of the integral that defined $(z(b))\left(x_{1}\right)$ we take an arbitrary $b \in L_{\mathcal{X}^{n}, \mu^{n}}^{2}$, the integral exists and is finite for $\mu$-almost every $x_{1} \in L_{\mathcal{X}, \mu}^{2}$. Call the resulting $\mu$-almost everywhere defined function $z(b)$ again. We prove $z(b) \in L_{\mathcal{X}, \mu}^{2}$.

Take the $A_{i}$ from above and let $h_{i}:=1_{|z(b)| \leqslant i} 1_{\cup i=1}^{i} A_{j}|z(b)|$. Then $h_{i} \in L_{\mathcal{X}, u}^{2}$; because (5) still holds for the new $b$, we have $\|b\|\left\|h_{i}\right\| \stackrel{i=1}{\Rightarrow} \int_{\mathcal{X}}|z(b)| h_{i} \mathrm{~d} \mu=\int_{\mathcal{X}} h_{i}^{2} \mathrm{~d} \mu$. We obtain $\int h_{i}^{2} \mathrm{~d} \mu \leqslant\|b\|^{2}$ for all $i$; the $\mu$-almost everywhere convergence $h_{i} \uparrow|z(b)|$ entails $\int_{\mathcal{X}}(z(b))^{2} \mathrm{~d} \mu \leqslant\|b\|^{2}$.

From (5) with $h:=z(b)$ it now follows that the linear map $b \mapsto z(b)$ is bounded and therefore everywhere differentiable; since, away from $\{0\}$, taking the norm is differentiable as well, we have that

$$
g: b \in \mathcal{V} \subset L_{\mathcal{X}^{n}, \mu^{n}}^{2} \mapsto \frac{z(b)}{\|z(b)\|} \in L_{\mathcal{X}, \mu}^{2}
$$

is differentiable on the open set $\mathcal{V}:=\{b: z(b) \neq 0\} \subset L_{\mathcal{X}^{n}, \mu^{n}}^{2}$. Observe $z\left(Q^{n}\right)=$ $\left(\int Q P \mathrm{~d} \mu\right)^{n-1} Q$ for all $Q \in \mathcal{P}$, so $z\left(P^{n}\right)=P$ and $P^{n} \in \mathcal{V}$. Again by Theorem A.1, the restriction $\left.g\right|_{\mathcal{P}^{(n)} \cap \mathcal{V}}$ is differentiable at $P^{n}$ along the tangent space of $\mathcal{P}^{(n)} \cap \mathcal{V}$ at $P^{n}$, which is $\dot{\mathcal{P}}^{(n)}\left(P^{n}\right)$ because $\mathcal{V}$ is open.

If $Q \in \mathcal{P}$ is such that $z\left(Q^{n}\right) \neq 0$, then $\left(\int Q P \mathrm{~d} \mu\right)^{n-1}>0$ because $Q P \geqslant 0$, so that $\left\|z\left(Q^{n}\right)\right\|=\left(\int Q P \mathrm{~d} \mu\right)^{n-1}$ and $g\left(Q^{n}\right)=Q$. We conclude that $\left.\left.f\right|_{\mathcal{P}} \circ g\right|_{\mathcal{P}^{(n) \cap \mathcal{V}}}=\mathrm{id}_{\mathcal{P}^{(n) \cap \mathcal{V}}}$ and $\left.\kappa_{n}\right|_{\mathcal{P}^{(n)} \cap \mathcal{V}}=\left.\kappa \circ g\right|_{\mathcal{P}^{(n)} \cap \mathcal{V}}$. As $g\left(P^{n}\right)=P$, it follows from the latter conclusion and Theorem A. 3 that if $\kappa$ is tangentially differentiable at $P$, then so is $\left.\kappa_{n}\right|_{\mathcal{P}(n) \cap \mathcal{V}}$ at $P^{n}$, and from the openness of $\mathcal{V}$ again that if $\left.\kappa_{n}\right|_{\mathcal{P}^{(n)} \cap \mathcal{V}}$ is tangentially differentiable at $P^{n}$, then so is $\kappa_{n}$ at $P^{n}$. This proves the first statement of the theorem.

From $\left.\left.f\right|_{\mathcal{P}} \circ g\right|_{\mathcal{P}^{(n)} \cap \mathcal{V}}=\operatorname{id}_{\mathcal{P}^{(n)} \cap \mathcal{V}}$ and the chain rule we infer that

$$
\begin{equation*}
T_{P}(\dot{\mathcal{P}}(P))=\dot{\mathcal{P}}^{(n)}\left(P^{n}\right) \tag{6}
\end{equation*}
$$

We can now determine the relation between the norms of $\mathrm{d} \kappa(P) / \mathrm{d} P$ and $\mathrm{d} \kappa(P) / \mathrm{d} P^{n}$. Suppose the corresponding derivatives exist. For them, application of the chain rule to $\kappa=\left.\kappa_{n} \circ f\right|_{\mathcal{P}}$ yields

$$
\begin{equation*}
\left\langle T_{P}(h), \frac{\mathrm{d} \kappa(P)}{\mathrm{d} P^{n}}\right\rangle_{L_{x^{n}, \mu^{n}}^{2}}=\left\langle h, \frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right\rangle_{L_{x, \mu}^{2}} \quad \forall h \in \dot{\mathcal{P}}(P) . \tag{7}
\end{equation*}
$$

We have $\langle P, P\rangle_{L_{X, \mu}^{2}}=1$ and, from Theorem 1, $\langle h, P\rangle_{L_{X, \mu}^{2}}=0=\langle P, h\rangle_{L_{X, \mu}^{2}}$ for all $h \in \dot{\mathcal{P}}(P)$, so that from (4) we obtain

$$
\begin{equation*}
\left\langle T_{P}(h), T_{P}(k)\right\rangle_{L_{x^{n}, \mu^{n}}^{2}}=n\langle h, k\rangle_{L_{x, \mu}^{2}} \quad \forall h, k \in \dot{\mathcal{P}}(P), \tag{8}
\end{equation*}
$$

from which, with $k=\mathrm{d} \kappa(P) / \mathrm{d} P$, we see that

$$
\left\langle T_{P}(h), T_{P}\left(\frac{1}{n} \frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right)\right\rangle_{L_{\chi^{n}, \mu^{n}}^{2}}=\left\langle h, \frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right\rangle_{L_{\chi, \mu}^{2}} \quad \forall h \in \dot{\mathcal{P}}(P) .
$$

This gives, with (7) and (6),

$$
T_{P}\left(\frac{1}{n} \frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right)=\frac{\mathrm{d} \kappa(P)}{\mathrm{d} P^{n}}
$$

so that

$$
\frac{1}{n^{2}}\left\|T_{P}\left(\frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right)\right\|^{2}=\left\|\frac{\mathrm{d} \kappa(P)}{\mathrm{d} P^{n}}\right\|^{2}
$$

and the last statement of the theorem follows from (8).
Continuation 4. If, under the circumstances of Theorem 3, $t: \mathcal{X} \rightarrow \mathbb{R}$ is $\mathcal{P}$-regular at $P$, then $\sum_{i=1}^{n} \alpha_{i} t_{i}: \mathcal{X}^{n} \rightarrow \mathbb{R}$, where $t_{i}:\left(x_{1}, \ldots, x_{n}\right) \mapsto t\left(x_{i}\right)$, is $\mathcal{P}^{(n)}$-regular at $P^{n}$ for all $\alpha_{1}$, $\ldots, \alpha_{n} \in \mathbb{R}$.

Proof. Suppose $\sum_{i=1}^{n} \alpha_{i}=1$. Let $\kappa(Q):=\langle t Q, Q\rangle, Q \in \mathcal{P}$. What needs proof is the requirement that $2\left(\sum_{i=1}^{n} \alpha_{i} t_{i}\right) P^{n}$ should represent the tangential derivative of $\kappa_{n}$ at $P^{n}$. For all $i$, we have $t_{i} P^{n}=P^{i-1} \otimes t P \otimes P^{n-i}$ and therefore

$$
\begin{aligned}
\left\langle T_{P}(h), 2 t_{i} P^{n}\right\rangle_{L_{\chi^{n}, \mu^{n}}^{2}} & =\left\langle h \otimes P^{n-1}+\ldots+P^{n-1} \otimes h, 2 P^{i-1} \otimes t P \otimes P^{n-i}\right\rangle_{L_{\chi^{n}, \mu^{n}}^{2}} \\
& \stackrel{\text { proof Th. } 3}{=}\langle h, 2 t P\rangle_{L_{X, \mu}^{2}} \\
& \stackrel{t \text { regular }}{=}\left\langle h, \frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right\rangle_{L_{X, \mu}^{2}} \\
& \stackrel{(7)}{=}\left\langle T_{P}(h), \frac{\mathrm{d} \kappa(P)}{\mathrm{d} P^{n}}\right\rangle_{L_{\chi^{n}, \mu^{n}}^{2}} \quad \forall h \in \dot{\mathcal{P}}(P),
\end{aligned}
$$

so that $\left\langle\cdot, 2 t_{i} P^{n}\right\rangle_{L_{\chi^{n} \mu^{n}}^{2}}$ and $\left\langle\cdot, \mathrm{d} \kappa(P) / \mathrm{d} P^{n}\right\rangle_{L_{\chi^{n}, \mu^{n}}^{2}}$ are seen to agree on the image $T_{P}(\dot{\mathcal{P}}(P))$ $\stackrel{(6)}{\stackrel{(6)}{\dot{\mathcal{P}}}{ }^{(n)}\left(P^{n}\right)} \dot{P}^{(n)}\left(P^{n}\right)$. But then $\left\langle\cdot, \mathrm{d} \kappa(P) / \mathrm{d} P^{n}\right\rangle_{L_{\chi^{n}, \mu^{n}}^{2}}^{L_{\alpha^{n}, \mu^{n}}}$ agrees with $\left\langle\cdot, 2\left(\sum_{i=1}^{n} \alpha_{i} t_{i}\right) P^{n}\right\rangle_{L_{\mathcal{X}^{n}, \mu^{n}}^{2}} \quad$ on $\dot{\mathcal{P}}^{(n)}\left(P^{n}\right)$.

Corollary 5. If $\mathcal{P}$ is nonparametric, $\mu \sigma$-finite, and tregular and unbiased, then the mean $n^{-1} \sum_{i=1}^{n} t_{i}$ is a regular unbiased estimator $\mathcal{X}^{n} \rightarrow \mathbb{R}$ that achieves the bound (3) everywhere; thus, it has the smallest variance everywhere among the regular unbiased estimators with the same domain.

In the next section it will turn out that such a mean is also optimal, for a quantity related to the variance, among all unbiased estimators.

## 4. Sufficient conditions for regularity; a new bound

We identify each $Q \in \mathcal{P}$ with the corresponding (density of $Q)^{1 / 2} \in L_{\mathcal{X}, \mu}^{2}$. Let $t Q \in L_{\mathcal{X}, \mu}^{2}$ for all $Q$ in a neighbourhood of $P$. According to the Appendix, the map $Q \mapsto\langle t Q, Q\rangle$ is tangentially differentiable at $P$ with derivative $h \in \dot{\mathcal{P}}(P) \mapsto\langle h, 2 t P\rangle$ at $P$ if and only if, for every $\left(\epsilon_{n}\right)_{n=1}^{\infty}$ in $\mathbb{R} \backslash\{0\}$ and $\left(h_{n}\right)_{n=1}^{\infty}$ in $L_{\mathcal{X}, \mu}^{2}$, with $\epsilon_{n} \rightarrow 0, h_{n} \rightarrow h$, and $P+\epsilon_{n} h_{n} \in \mathcal{P}$, one would have, as $n \rightarrow 0$,

$$
\frac{\left\langle t\left(P+\epsilon_{n} h_{n}\right), P+\epsilon_{n} h_{n}\right\rangle-\langle t P, P\rangle}{\epsilon_{n}} \rightarrow\langle h, 2 t P\rangle .
$$

This is the same as

$$
\left\langle h_{n}, 2 t P\right\rangle+\left\langle h_{n}, \epsilon_{n} t h_{n}\right\rangle \rightarrow\langle h, 2 t P\rangle
$$

and, because of $\left\langle h_{n}, 2 t P\right\rangle \rightarrow\langle h, 2 t P\rangle$, equivalent to

$$
\left\langle h_{n}, \epsilon_{n} t h_{n}\right\rangle \rightarrow 0 .
$$

This convergence certainly holds if $t(x)=c$ for all $x \in \mathcal{X}$, as $\left(\left\|h_{n}\right\|^{2}\right)_{n=1}^{\infty}$ is bounded. Thus, constant real functions on $\mathcal{X}$ are indeed regular.

The convergence $\left\langle h_{n}, \epsilon_{n} t h_{n}\right\rangle \rightarrow 0$ is also implied by boundedness of $\left(t P_{n}\right)_{n=1}^{\infty}$, where $P_{n}:=P+\epsilon_{n} h_{n}$. In order to see this, let $B>0$ be a bound for $\left(\left\|t\left(P_{n}-P\right)\right\|_{n=1}^{\infty}\right)$ and observe that, for every $c>0$ and $n=1,2, \ldots$, we have

$$
\begin{aligned}
\left\langle h_{n}, \epsilon_{n} t h_{n}\right\rangle & =\left\langle h_{n}, t\left(P_{n}-P\right)\right\rangle \\
& =\left\langle h_{n}, t 1_{|t| \leqslant c}\left(P_{n}-P\right)\right\rangle+\left\langle h_{n} 1_{|t|>c}, t\left(P_{n}-P\right)\right\rangle,
\end{aligned}
$$

so that, by Cauchy-Schwarz,

$$
\left|\left\langle h_{n}, \epsilon_{n} t h_{n}\right\rangle\right| \leqslant\left\|h_{n}\right\| \cdot c\left\|P_{n}-P\right\|+\left\|h_{n} 1_{|t|>c}\right\| \cdot\left\|t\left(P_{n}-P\right)\right\|
$$

and therefore, for all $c>0$,

$$
\limsup _{n \rightarrow \infty}\left|\left\langle h_{n}, \epsilon_{n} t h_{n}\right\rangle\right| \leqslant\|h\| \cdot c \cdot 0+\left\|h 1_{|t|>c}\right\| \cdot B
$$

while $\lim _{c \rightarrow \infty}\left\|h 1_{|t|>c}\right\|=0$ by Lebesgue. That $t P_{n}$ is bounded if $P_{n}$ approaches $P$ in $\mathcal{P} \subset L_{\mathcal{X}, \mu}^{2}$ for all $\left(P_{n}\right)_{n=1}^{\infty}$ in $\mathcal{P}$ for which there are $\epsilon_{n} \neq 0, \epsilon_{n} \rightarrow 0$, and an $h \in L_{\mathcal{X}, \mu}^{2}$ such that $\left(P_{n}-P\right) / \epsilon_{n} \rightarrow h$, is the same as local boundedness at $P$ (i.e., boundedness on an $L_{\mathcal{X}, u}^{2}$ neighbourhood of $P$ in $\mathcal{P}$ ) of $Q \in \mathcal{P} \mapsto \mathrm{E}_{Q} T^{2}$ (for $T$, cf. (1)), because if $P_{n} \rightarrow P$, then $\left(P_{n}-P\right) / \sqrt{\left\|P_{n}-P\right\|} \rightarrow 0$. We have proved:

Lemma 6. $A$ measurable $\mathcal{X} \xrightarrow{t} \mathbb{R}$ is regular at $Q$ for every $Q$ in a neighbourhood of $P$ if the second moments $\mathrm{E}_{Q} T^{2}, Q \in \mathcal{P}$, are locally bounded at $P$.

Lemma 6 enables us to provide an information bound for all unbiased estimators, and to see what happens when an unbiased estimator beats the bound (3).

Theorem 7. If $(\mathcal{X}, \mathcal{A})$ is a measurable space, $\mu$ a measure on $(\mathcal{X}, \mathcal{A}), \mathcal{P}$ a set of probability measures on $(\mathcal{X}, \mathcal{A})$ that have a density with respect to $\mu, P$ is a member of $\mathcal{P}$, we identify each $Q \in \mathcal{P}$ with the corresponding (density of $Q)^{1 / 2} \in L_{\mathcal{X}, \mu}^{2}$, and $\kappa: \mathcal{P} \rightarrow \mathbb{R}$ is a parameter of interest which is locally bounded at $P$ (e.g., by being tangentially differentiable at $P$ ), then, with

$$
\max _{\operatorname{Var}_{P} T:=\lim _{n \rightarrow \infty} \sup _{\substack{Q \in \mathcal{P} \\ \text { distance( } Q, P)<1 / n}} \operatorname{var}_{Q} T}
$$

and

$$
B_{P}:=\lim _{n \rightarrow \infty} \sup _{\substack{Q \in \mathcal{P} \\ \text { distance }(Q, P)<1 / n}} \frac{1}{4}\left\|\frac{\mathrm{~d} \kappa(Q)}{\mathrm{d} Q}\right\|_{L_{X, \mu}^{2}}^{2} \text { or } B_{P}:=\infty
$$

where the former definition of $B_{P}$ applies if and only if $Q \in \mathcal{P} \mapsto \kappa(Q)$ is tangentially differentiable on a neighbourhood of $P$, in which case $\mathrm{d} \kappa(Q) / \mathrm{d} Q$ denotes the unique vector in the tangent space of $\mathcal{P}$ at $Q$ that represents the derivative at $Q$, we have, with $\mathcal{T}:=$ the set of all unbiased estimators $\mathcal{X} \rightarrow \mathbb{R}$ for $\kappa$,

$$
\begin{equation*}
\max _{\operatorname{Var}_{P} T \geqslant B_{P} \quad \forall t \in \mathcal{T} ;, ~}^{\text {; }} \tag{9}
\end{equation*}
$$

if, moreover, $\kappa$ is indeed tangentially differentiable at $P$, then

$$
\operatorname{var}_{P} T<\frac{1}{4}\left\|\frac{\mathrm{~d} \kappa(P)}{\mathrm{d} P}\right\|_{L_{\chi, \mu}^{2}}^{2} \Rightarrow \max _{\operatorname{Var}}^{P} \text { } T=\infty \quad \forall t \in \mathcal{T}
$$

Proof. If $Q \mapsto \mathrm{E}_{Q} T^{2}$ is locally bounded at $P$, then by Lemma 6 there is a neighbourhood $U$ of $P$ such that $t$ is regular at $Q$ for all $Q \in U$, so that by Theorem 1 we have $\operatorname{var}_{Q} T \geqslant \frac{1}{4}\|\mathrm{~d} \kappa(Q) / \mathrm{d} Q\|_{L^{2}}^{2}$ for all $Q \in U$; if $Q \mapsto \mathrm{E}_{Q} T^{2}$ is not locally bounded at $P$, then neither is $Q \mapsto \operatorname{var}_{Q} T$ because $\mathrm{E}_{Q} T=\kappa(Q)$ and $\kappa$ is locally bounded at $P$, so that $\max \operatorname{Var}_{P} T=\infty$.

In defining $\max \operatorname{Var}_{P} T$, the $L_{\mathcal{X}, \mu}^{2}$ distance could be replaced by the total variation distance, as these two metrics are equivalent. So we do not need $\mu$ for $\max ^{\operatorname{Var}_{P} T}$.

If $\kappa$ is not locally bounded, then it is not total variation continuous and there are no uniformly consistent estimators for $\kappa$ based on independent draws from $P$; cf. Bickel et al. (1993, p. 20).

Proposition 8. If under these circumstances $\kappa$ is tangentially differentiable everywhere, then every unbiased estimator $\mathcal{X} \rightarrow \mathbb{R}$ that achieves the bound (3) everywhere (cf. Corollary 5)
achieves the bound (9) everywhere; thus, everywhere it has the smallest maxVariance among all unbiased estimators for $\kappa$ with the same domain.

Corollary 9. If $(\mathcal{X}, \mathcal{A})$ is a measurable space, $\mathcal{P}$ is a set of probability measures on $(\mathcal{X}, \mathcal{A})$, $\kappa: \mathcal{P} \rightarrow \mathbb{R}$ is a parameter of interest, and $t: \mathcal{X} \rightarrow \mathbb{R}$ is an unbiased estimator for $\kappa$ such that for all total variation convergent $P_{k} \rightarrow P_{0}$ in $\mathcal{P}$ there are a measure $\mu$ on $(\mathcal{X}, \mathcal{A})$ and a subset $\mathcal{P}_{\mu} \subset\{P \in \mathcal{P}: P$ has a density w.r.t. $\mu\}$ containing $\left(P_{k}\right)_{k=0}^{\infty}$ for which $\left.\mathrm{d} \kappa\right|_{\mathcal{P}_{\mu}}(P) / \mathrm{d} P$ exists everywhere and $t$, as an unbiased estimator for $\left.\kappa\right|_{\mathcal{P}_{\mu}}$ achieves the bound (3) everywhere, then $t$ has the smallest maxVariance everywhere among all unbiased estimators for $\kappa$ with the same domain.

Proof. Let $P_{0} \in \mathcal{P}$; let $s: \mathcal{X} \rightarrow \mathbb{R}$ be an unbiased estimator for $\kappa$. Choose $P_{1}, P_{2}, \ldots$ with $P_{k} \rightarrow P_{0}$ and $\operatorname{var}_{P_{k}} T \rightarrow \max ^{V^{P_{0}}}{ }^{T}$ and choose $\mu, \mathcal{P}_{\mu}$ as above. Then Proposition 8 gives $\max \operatorname{Var}_{P_{0}}^{\mathcal{P}_{\mu}} S \geqslant \max \operatorname{Var}_{P_{0}}^{\mathcal{P}_{\mu}} T$, where ' $\mathcal{P}_{\mu}$ ' has been added in order to indicate that for the suprema at hand only members of $\mathcal{P}_{\mu} \subset \mathcal{P}$ are considered, and max $\operatorname{Var}_{P_{0}} S \geqslant \max \operatorname{Var}_{P_{0}} T$ follows from $\max \operatorname{Var}_{P_{0}} S \equiv \max \operatorname{Var}_{P_{0}}^{\mathcal{P}} S \geqslant \max \operatorname{Var}_{P_{0}}^{\mathcal{P}_{\mu}} S$ and $\max ^{\operatorname{Var}}{ }_{P_{0}}^{\mathcal{P} \mu} T=\max \operatorname{Var}_{P_{0}}^{\mathcal{P}} T \equiv$ $\max \operatorname{Var}_{P_{0}} T$.

In the next section there will be an application of Corollary 9.
For regularity there is a separate condition saying that one of the vectors representing the derivative should be $2 t P$. One might wonder if this condition followed from the mere tangential differentiability of $P \mapsto\langle t P, P\rangle$, for, if it did, then the regularity conditions could be restricted to the first condition: having a finite second moment. This is because the differentiability condition is just a condition on the statistical problem at hand: the parameter of interest $\kappa$. However, there is no such implication, as we now show.

Let $\mathcal{X}:=\mathbb{R}$ and $\mu$ be equal to Borel-Lebesgue measure on the Borel sets of $[0,1]$, $\mu:\{2\} \mapsto 1$, and $\mu: \mathbb{R} \backslash([0,1] \cup\{2\}): \mapsto 0$. Let $P$ correspond to the density $1_{\{2\}}$ and $P_{n}$ to the density $\left(1 / n^{2}\right) 1_{[0,1-1 / n]}+\left(1-\left(1 / n^{2}\right)(1-1 / n)\right) 1_{\{2\}}$ and identify $P, P_{n}$ with $1_{\{2\}}$ $\in L_{\mathbb{R}, u}^{2}$ and $(1 / n) 1_{[0,1-1 / n]}+\left(1-\left(1 / n^{2}\right)(1-1 / n)\right)^{1 / 2} 1_{\{2\}} \in L_{\mathbb{R}, u}^{2}$ respectively; let $\mathcal{P}:=$ $\left\{P, P_{2}, P_{3}, \ldots\right\}$. Then $\left\|P_{n}-P\right\|_{L_{\mathbb{R}, \mu}^{2}}^{2}=2-2\left(1-\left(1 / n^{2}\right)(1-1 / n)\right)^{1 / 2}$, for all $x \in \mathbb{R}$ we have $\quad\left(P_{n}(x)-P(x)\right) /\left\|P_{n}-P\right\| \xrightarrow{\mathbb{R}, \mu}_{[0,1)}(x), \quad$ and $\quad$ by Lebesque we also have $\left(P_{n}-P\right) /\left\|P_{n}-P\right\| \rightarrow 1_{[0,1)}$ in $L_{\mathbb{R}, u}^{2}$. So $\mathbb{R}_{[0,1)} \subset \dot{\mathcal{P}}(P)$; we prove equality.

Suppose there are $Q_{n} \in \mathcal{P}, \epsilon_{n} \neq 0, \epsilon_{n} \rightarrow 0$ with $\left(Q_{n}-P\right) / \epsilon_{n} \rightarrow h \in \dot{\mathcal{P}}(P), h \neq 0$. Then $Q_{n} \rightarrow P$ and $Q_{n} \neq P$ eventually. So there are subsequences of $\left(Q_{n}\right)_{n=1}^{\infty}$ and $\left(P_{n}\right)_{n=1}^{\infty}$, again denoted by $\left(Q_{n}\right)_{n=1}^{\infty}$ and $\left(P_{n}\right)_{n=1}^{\infty}$, with $Q_{n}=P_{n}$ for all $n$, and we have $\left(P_{n}-P\right) / \epsilon_{n} \rightarrow h$, $\left(P_{n}-P\right) /\left\|P_{n}-P\right\| \rightarrow 1_{[0,1)}$. We see that $\left(\left\|P_{n}-P\right\|\right) /\left|\epsilon_{n}\right| \rightarrow\|h\|$ and, for a subsequence, $\left(\left\|P_{n}-P\right\|\right) / \epsilon_{n} \rightarrow\|h\|$, say, so that $h=\|h\| 1_{[0,1)} \in \operatorname{closed} \mathbb{R}_{[0,1)}$.

Take an arbitrary $\lambda>0$; there are many $t: \mathbb{R} \rightarrow(0, \infty)$ for which $\left\langle 1_{[0,1)}, t P_{n}\right\rangle=\int_{0}^{1} t P_{n} \mathrm{~d} \mu \rightarrow \lambda, t P_{n} \in L_{\mathbb{R}, u}^{2}$, and $t(x)=0$ for all $x \notin[0,1]$; take such a $t$. Then $Q \in \mathcal{P} \mapsto\langle t Q, Q\rangle$ is tangentially differentiable at $P$, but the derivative at $P$ is not equal to $h \in \dot{\mathcal{P}}(P) \mapsto\langle h, 2 t P\rangle=0$, because it is equal to $\mu 1_{[0,1)} \in \dot{\mathcal{P}}(P) \mapsto \mu \lambda \in \mathbb{R}$. This follows from what happens to $\left\langle h_{n}, \epsilon_{n} t h_{n}\right\rangle$ as $n \rightarrow \infty$. Namely, if we choose $h_{n}:=$ $\left(P_{n}-P\right) /\left\|P_{n}-P\right\|$ and $h:=1_{[0,1)}$, then

$$
\begin{aligned}
\left\langle h_{n}, \epsilon_{n} t h_{n}\right\rangle & =\left\langle\frac{P_{n}-P}{\left\|P_{n}-P\right\|}, t\left(P_{n}-P\right)\right\rangle \\
& =\left(\frac{P_{n}-P}{\left\|P_{n}-P\right\|}\right)\left(\frac{1}{4}\right)\left\langle 1_{[0,1)}, t P_{n}\right\rangle \\
& \rightarrow 1 \cdot \lambda \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

arbitrary $h_{n} \rightarrow h \in \dot{\mathcal{P}}(P)$ reduce to this special case, as we saw above: every subsequence of $\left(h_{n}\right)$ has a subsequence that behaves as a subsequence of $\|h\|\left(P_{n}-P\right) /\left(\left\|P_{n}-P\right\|\right)$ or its negative.

## 5. An example

Let $\mu$ be a measure on ( $\mathbb{R}$, Borel sets of $\mathbb{R}$ ) and $\mathcal{P}$ be the set of all (square roots of densities of) probability measures on $\mathbb{R}$ that have a density with respect to $\mu$. Let $r \in \mathbb{R}$ and $\kappa: P \in \mathcal{P} \mapsto P((-\infty, r])$. Then $t:=1_{(-\infty, r]}$ is an unbiased estimator for $\kappa$, which is regular by $\|t P\| \leqslant 1$ for all $P \in \mathcal{P}$ and Lemma 6. By Proposition 2 it is essentially unique and its variance $\kappa(P)(1-\kappa(P))$ is equal to the bound (3), because $\mathcal{P}$ is nonparametric (if $g P \perp P$ and $\chi(x)=2 /\left(1+\mathrm{e}^{-2 x}\right)$, then

$$
\eta \mapsto\left[x \mapsto\left(\frac{\chi(\eta g(x))(P(x))^{2}}{\int_{\mathbb{R}} \chi(\eta g(y))(P(y))^{2} \mathrm{~d} \mu(y)}\right)^{1 / 2}\right]
$$

is a map into $\mathcal{P}$, continuous on a neighbourhood of 0 and differentiable at 0 with value at 1 of the derivative at 0 equal to $\frac{1}{2} g P$, so $g P$ is even a tangent vector in the strict sense of representing the derivative of a curve).

For $\mu \sigma$-finite and $n \geqslant 2$, however, $\mathcal{P}^{(n)}$ need not be nonparametric. In order to see this, suppose there are $P \in \mathcal{P}$ and $r \in \mathbb{R}$ such that $\kappa(P) \in(0,1)$. Then $\operatorname{var}_{P} T \neq 0$ and $\operatorname{var}_{P^{n}} T_{1} \neq \operatorname{var}_{P^{n}} n^{-1} \sum_{i=1}^{n} T_{i}$, while both $t_{1}:\left(x_{1}, \ldots, x_{n}\right) \mapsto t\left(x_{1}\right)$ and $n^{-1} \sum_{i=1}^{n} t_{i}$ are unbiased estimators that are regular according to Continuation 4; apply Proposition 2.

If we change $\mathcal{P}$ into the set of all probability measures on ( $\mathbb{R}$, Borel sets of $\mathbb{R}$ ), then it follows that among all unbiased estimators $\mathbb{R}^{n} \rightarrow \mathbb{R}$ for $\kappa: P \in \mathcal{P} \mapsto P((-\infty, r])$ the mean $n^{-1} \sum_{i=1}^{n} t_{i}$ has the smallest maxVariance everywhere, that is, the empirical distribution function at $r$ is optimal for that quantity. Namely, for any $P_{k}^{n} \rightarrow P_{0}^{n}$, we can take $\mu:=\left(\sum 2^{-k} P_{k}\right)^{n}$ and $\mathcal{P}_{\mu}:=\left(\left\{P \in \mathcal{P}: P \text { has a density w.r.t. } \sum 2^{-k} P_{k}\right\}\right)^{(n)}$ in Corollary 9; apply Corollary 5.

## 6. Fisher information and Cramér-Rao

If the parameter of interest $\kappa: \mathcal{P} \rightarrow \mathbb{R}$ is the inverse of a given parametrization
$\vartheta \in \Theta \subset \mathbb{R} \mapsto P_{\vartheta} \in \mathcal{P}$ of $\left(=\right.$ bijection on) $\mathcal{P}$, i.e., if $\kappa: P_{\vartheta} \mapsto \vartheta$, we might try, in Theorem 1, to differentiate with respect to $\vartheta$ instead of $P$.

In general, if $H$ is a Hilbert space, $\Theta \subset \mathbb{R}$ is open, $\vartheta_{0} \in \Theta$, and $\vartheta \mapsto v_{\vartheta} \in H$ is everywhere differentiable and continuously differentiable at $\vartheta_{0}$ (for the topology on the derivatives, take the topology of the vectors $\mathrm{d} v_{\vartheta} / \mathrm{d} \vartheta \in H, \vartheta \in \Theta$, that are the images of $1 \in \mathbb{R}$ under these derivatives) with $\mathrm{d} v_{\vartheta_{0}} / \mathrm{d} \vartheta_{0} \neq 0$, then
(i) there is an open set $U \subset \Theta$ with $\vartheta_{0} \in U$ such that $\vartheta \in U \mapsto v_{\vartheta}$ is a homeomorphism between $U$ and $V:=\left\{v_{\vartheta} \in H: \vartheta \in U\right\}$
(ii) whose inverse, $\left.\left(v_{\vartheta} \mapsto \vartheta\right)\right|_{V}$, has a tangential derivative everywhere, in particular at $v_{\vartheta_{0}}$, while
(iii) for the unique vector $\mathrm{d} \vartheta_{0} / \mathrm{d} v_{\vartheta_{0}}$ in the tangent space of $V$ at $v_{\vartheta_{0}}$ representing this derivative we have

$$
\frac{\mathrm{d} \vartheta_{0}}{\mathrm{~d} v_{\vartheta_{0}}}=\left\|\frac{\mathrm{d} v_{\vartheta_{0}}}{\mathrm{~d} \vartheta_{0}}\right\|^{-2} \cdot \frac{\mathrm{~d} v_{\vartheta_{0}}}{\mathrm{~d} \vartheta_{0}}
$$

according to the inverse mapping theorem for Banach spaces and the chain rule (see Lang 1995; Lenstra 1998); in this section we take $H:=L_{\mathcal{X}, \mu}^{2}$ and $v_{\vartheta}:=P_{\vartheta}$, that is, (density of $\left.P_{\vartheta}\right)^{1 / 2}$. (For conditions on the mappings $\vartheta \mapsto$ (density of $\left.P_{\vartheta}\right)(x), x \in \mathcal{X}$, that ensure the required differentiability of $\vartheta \mapsto\left(\text { density of } P_{\vartheta}\right)^{1 / 2}$, see Bickel et al. 1993.)

The result is a version of the Cramér-Rao inequality that resembles what Theorem 7.3 in Ibragimov and Has'minskii (1981) says for the unbiased one-dimensional case, and is mentioned because of its proof:

Theorem 10 (Cramér-Rao). If $(\mathcal{X}, \mathcal{A})$ is a measurable space, $\mu$ is a measure on $(\mathcal{X}, \mathcal{A})$, $\Theta \subset \mathbb{R}$ is open, $\left(P_{\vartheta}\right)_{\vartheta \in \Theta}$ is an indexed family of probability measures on $(\mathcal{X}, \mathcal{A})$ that have a density with respect to $\mu, \vartheta_{0}$ is a member of $\Theta$, we identify each $P_{\vartheta}$ with the corresponding (density of $\left.P_{\vartheta}\right)^{1 / 2} \in L_{\mathcal{X}, u}^{2}, \vartheta \mapsto P_{\vartheta}$ is injective, everywhere differentiable, and continuously (see above) differentiable at $\vartheta_{0}$ with non-zero derivative $d, \mathcal{I}_{1 \mathrm{~b}}$ is the set of the unbiased estimators for $P_{\vartheta} \mapsto \vartheta$ for which $\vartheta \in \Theta \mapsto \mathrm{E}_{P_{9}} T^{2}$ is $\mathbb{R}$-locally bounded at $\vartheta_{0}, \mathrm{~d} P_{\vartheta_{0}} / \mathrm{d} \vartheta_{0}$ denotes the image in $L_{\mathcal{X}, \mu}^{2}$ of $1 \in \mathbb{R}$ under d, and $I_{\vartheta \mapsto P_{3}}\left(\vartheta_{0}\right)$ denotes the Fisher information at $\vartheta_{0}$ for the parametrization $\vartheta \mapsto P_{\vartheta}$, that is, the number $4\left\|\mathrm{~d} P_{\vartheta_{0}} / \mathrm{d} \vartheta_{0}\right\|^{2}$, then we have, with $\operatorname{var}_{\vartheta_{0}} T:=\operatorname{var}_{P_{P_{0}}} T$,

$$
\operatorname{var}_{\vartheta_{0}} T \geqslant\left(I_{\vartheta_{\mapsto} \mapsto P_{3}}\left(\vartheta_{0}\right)\right)^{-1} \quad \forall t \in \mathcal{T}_{1 \mathrm{~b}}
$$

Proof. Choose an open $U \subset \Theta$ containing $\vartheta_{0}$ such that $U$ and its image $V:=$ $\left\{P_{\vartheta} \in L_{\mathcal{X}, u}^{2}: \vartheta \in U\right\}$ are as $U$ and $V$ in (i)-(iii) above. For $t \in \mathcal{T}_{\mathrm{lb}}$ the homeomorphism between $U$ and $V$ guarantees that $Q \in V \mapsto \mathrm{E}_{Q} T^{2}$ is $L_{\mathcal{X}, \mu}^{2}$-locally bounded at $P_{\vartheta_{0}}$, and Lemma 6 that $t$, which is also an unbiased estimator for $\left.\kappa\right|_{V}$, is $V$-regular at $P_{\vartheta_{0}}$. Now (3) gives $\operatorname{var}_{P_{9_{0}}} T \geqslant \frac{1}{4}\left\|\left.\mathrm{~d} \kappa\right|_{V}\left(P_{\vartheta_{0}}\right) / \mathrm{d} P_{\vartheta_{0}}\right\|^{2}$ and we obtain the desired result from (iii).

## 7. The van Trees inequality

The van Trees inequality is 'a Bayesian version of the Cramér-Rao bound', which is not to say that its importance is confined to Bayesians; see Gill and Levit (1995). Our van Trees inequality reads:

## Theorem 11 (van Trees). If

- $\mathcal{X}$ is a Polish space, $\mathcal{A}$ is the $\sigma$-algebra of its Borel sets, $\mu$ is a $\sigma$-finite measure on $(\mathcal{X}, \mathcal{A}),\left(P_{\vartheta}\right)_{\vartheta \in \mathbb{R}}$ is an indexed family of probability measures on $(\mathcal{X}, \mathcal{A})$ that have a density with respect to $\mu$, we identify each $P_{9}$ with the corresponding (density of $\left.P_{\vartheta}\right)^{1 / 2} \in L_{\mathcal{X}, \mu}^{2}, \quad \vartheta \in \mathbb{R} \mapsto P_{\vartheta} \quad$ is injective and everywhere continuously differentiable with non-zero derivative, $\mathrm{d} P_{\vartheta} / \mathrm{d} \vartheta$ denotes the image in $L_{\mathcal{X}, \mu}^{2}$ of $1 \in \mathbb{R}$ under the derivative at $\vartheta$, and $I_{\vartheta^{\prime} \mapsto P_{9}}(\vartheta):=4\left\|\mathrm{~d} P_{\vartheta} / \mathrm{d} \vartheta\right\|_{L_{X, \mu}^{2}}^{2}$,
- $W$ is a probability measure on $\Theta \equiv \mathbb{R}$ that has a density $w$ with respect to $v:=$ BorelLebesgue measure on $\mathbb{R}$ (so that, for every $\lambda \in \mathbb{R}$, the function $w_{\lambda}:=w(.-\lambda)$ is such $a$ density too, of law $W_{\lambda}$, say, and $\lambda \in \mathbb{R} \mapsto W_{\lambda}$ is a parametrization), we identify each $W_{\lambda}$ with the corresponding $\sqrt{w_{\lambda}} \in L_{\mathbb{R}, \nu}^{2}, \lambda \in \mathbb{R} \mapsto W_{\lambda}$ is differentiable at 0 with nonzero derivative (so that the derivative exists everywhere and is constant), $\mathrm{d} W_{\lambda} / \mathrm{d} \lambda$ denotes the image in $L_{\mathbb{R}, v}^{2}$ of $1 \in \mathbb{R}$ under the derivative at $\lambda$, and $I_{\lambda^{\prime} \mapsto W_{\lambda^{\prime}}}(\lambda)$ denotes $4\left\|\mathrm{~d} W_{\lambda} / \mathrm{d} \lambda\right\|_{L_{R, N}^{2},}^{2}$,
- $t: \mathcal{X} \rightarrow \mathbb{R}$ is ${ }^{\mathrm{R}, \text {, measurable }}$ and such that
(t1) all expectations $\mathrm{E}_{\vartheta} T^{2}, \vartheta \in \mathbb{R}$, are finite, and
(t2) the function $\lambda \in \mathbb{R} \mapsto \mathrm{E}_{w_{\lambda}} T^{2}$ is locally bounded at $\lambda=0$
(where

$$
\begin{aligned}
\mathrm{E}_{\vartheta}(f \circ X) & :=\int_{\mathcal{X}} f(x) \mathrm{d} P_{\vartheta}(x), \\
\mathrm{E}_{w_{\lambda}}(g \circ(X, \Theta)) & :=\int_{\mathbb{R}} \mathrm{E}_{\vartheta} g(X, \vartheta) \mathrm{d} W_{\lambda}(\vartheta),
\end{aligned}
$$

for all $\vartheta, \lambda \in \mathbb{R}$ and measurable $f: \mathcal{X} \rightarrow \mathbb{R}, g: \mathcal{X} \times \mathbb{R} \rightarrow \mathbb{R})$,
then we have

$$
\mathrm{E}(T-\Theta)^{2} \geqslant\left(\int_{\mathbb{R}} I_{\vartheta^{\prime} \mapsto P_{P^{\prime}}}(\vartheta) w(\vartheta) \mathrm{d} \vartheta+I_{\lambda \mapsto W_{\lambda}}(0)\right)^{-1}
$$

for any random element $(X, \Theta)$ of $\mathcal{X} \times \mathbb{R}$ such that $\Theta$ is distributed according to $W$ and $\left(P_{\vartheta}\right)_{\vartheta \in \Theta}$ is a conditional distribution of $X$ given $\Theta\left(s o \mathrm{E} \equiv \mathrm{E}_{w_{0}}\right)$ under any extra condition that justifies (d1) and (d2) below for at least one choice of $\prod_{w} L_{\mathcal{X}, \mu}^{2}$, for example, the condition provided by the next section.
(As to the existence of the integrals and of random elements as indicated: the mapping $\vartheta \mapsto I_{夕^{\prime} \mapsto P_{夕^{\prime}}}(\vartheta)$ is measurable because it is continuous; the same is true for every
$\vartheta \in \mathbb{R} \mapsto P_{\vartheta}(A), A \in \mathcal{A}$, because $\vartheta \mapsto\left(\text { density of } P_{\vartheta}\right)^{1 / 2}$ and (density of $\left.P\right)^{1 / 2} \in L_{\mathcal{X}, \mu}^{2} \mapsto$ density of $P \in L^{1}$ are continuous; see Bickel et al. 1993, p. 464.)

Proof. We shall present a geometric, or rather Pythagorean, setting in which the above integral of squares of lengths is the square of a length itself, and the same holds for the resulting sum of squares of lengths. This setting will be completed by the construction of a suitable $\bar{t}$ that plays the role $t$ played in the preceding sections; the resulting truth translates into the van Trees inequality.

If $\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}}, \quad\left(y_{y}\right)_{\vartheta \in \mathbb{R}} \in\left(L_{\mathcal{X}, \mu}^{2}\right)^{\mathbb{R}}$ are Borel-Borel measurable, the function $\vartheta \in$ $\mathbb{R} \mapsto\left\langle x_{\vartheta}, y_{y}\right\rangle_{L_{\mathcal{X}, \mu}^{2}} \in \mathbb{R}$ is measurable by the separability of $L_{\mathcal{X}, \mu}^{2}$, so that we may define

$$
\left\langle\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}},\left(y_{\vartheta}\right)_{\vartheta \in \mathbb{R}}\right\rangle_{w}:=\int_{\mathbb{R}}\left\langle x_{\vartheta}, y_{\vartheta}\right\rangle_{L_{x, \mu}^{2}} w(\vartheta) \mathrm{d} \vartheta ;
$$

this is a semi-inner product on the subspace of all measurable members $\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}}$ for which $\left\|\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}}\right\|_{w}:=\left\langle\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}},\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}}\right\rangle_{w}^{1 / 2}$ is finite. Mod out by $\left\{x:\|x\|_{w}=0\right\}$ and obtain an inner product space. Let $\prod_{w} L_{\mathcal{X}, \mu}^{2}$ denote a Hilbert space that contains this quotient space as an inner product subspace. Clearly, for all $\lambda \in \mathbb{R}$ there is a member of $\prod_{w} L_{\mathcal{X}, \mu}^{2}$ which contains $\left(P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}$. We denote it by $\left(P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}$ again and observe that

$$
\lambda \in \mathbb{R} \mapsto v_{\lambda}:=\left(\left(P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}, W_{\lambda}\right) \in \prod_{w} L_{\mathcal{X}, \mu}^{2} \times L_{\mathbb{R}, v}^{2}:=H
$$

is a mapping into the product $H$ of the two Hilbert spaces $\prod_{w} L_{\mathcal{X}, \mu}^{2}$ and $L_{\mathbb{R}, v}^{2}$; this $H$ is again a Hilbert space with the usual inner product $\langle(a, b),(c, d)\rangle=\langle a, c\rangle_{w}+\langle b, d\rangle_{L_{\mathbb{R}, v}^{2}}$. Because every $\lambda \mapsto P_{\vartheta+\lambda}, \vartheta \in \mathbb{R}$, as well as $\lambda \mapsto W_{\lambda}$ is continuously differentiable at $\lambda=0$, one could imagine that
(d1) the same holds for $\lambda \mapsto v_{\lambda}$, and
(d2) for the image $\mathrm{d} v_{\lambda} / \mathrm{d} \lambda$ of $1 \in \mathbb{R}$ under the derivative at $\lambda$ one has

$$
\frac{\mathrm{d} v_{\lambda}}{\mathrm{d} \lambda} \equiv \frac{\mathrm{~d}\left(\left(P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}, W_{\lambda}\right)}{\mathrm{d} \lambda}=\left(\left(\frac{\mathrm{d} P_{\vartheta+\lambda}}{\mathrm{d} \lambda}\right)_{\vartheta \in \mathbb{R}}, \frac{\mathrm{d} W_{\lambda}}{\mathrm{d} \lambda}\right) \in H,
$$

at least at $\lambda=0$.
Let, in that case, the square of the length of the above vector at $\lambda=0$ be denoted by $\frac{1}{4} I_{\lambda \mapsto v_{\lambda}}(0)$. Then one also has

$$
I_{\lambda \mapsto v_{\lambda}}(0)=\int I_{\vartheta^{\prime} \mapsto P_{夕^{\prime}}}(\vartheta) w(\vartheta) \mathrm{d} \vartheta+I_{\lambda \mapsto W_{\lambda}}(0) \neq 0 .
$$

Now, if $U \subset \mathbb{R}$ and $V \subset H$ are as in (i)-(iii) in Section 6 with $\vartheta_{0}:=0$ etc., $v_{\lambda} \in V \mapsto \bar{t} v_{\lambda} \in H$ is some function on $V$, and $v_{\lambda} \mapsto\left\langle\bar{t} v_{\lambda}, v_{\lambda}\right\rangle$ would have a tangential derivative at $v_{0}$ that is represented by $2 \bar{t} v_{0}$ and is equal to that of $v_{\lambda} \mapsto \lambda$ at $v_{0}$, then from the proof of Theorem 1 and (iii) in Section 6 it will be seen that

$$
\left\|\bar{t} v_{0}\right\|^{2} \geqslant\left(I_{\lambda \mapsto v_{\lambda}}(0)\right)^{-1}
$$

which has the same right-hand side as the van Trees inequality. If, moreover,

$$
\left\|\bar{t} v_{0}\right\|^{2}=\mathrm{E}(T-\Theta)^{2}
$$

for a measurable $t: \mathcal{X} \rightarrow \mathbb{R}$, then the van Trees inequality would have been established for this $t$. We shall demonstrate that in order for a measurable $t: \mathcal{X} \rightarrow \mathbb{R}$ to provide a $v_{\lambda} \in V \mapsto \bar{t} v_{\lambda} \in H$ with the above properties, conditions ( t 1 ) and ( t 2 ) suffice. Indeed, let

$$
\bar{t}:=\left(\left(t-\mathrm{E}_{\vartheta} T\right)_{\vartheta \in \mathbb{R}}, \vartheta \in \mathbb{R} \mapsto \vartheta-\mathrm{E}_{\vartheta} T\right),
$$

and let the juxtaposition $\bar{t} v_{\lambda}$ denote the coordinatewise pointwise product $\left(\left(\left(t-\mathrm{E}_{\vartheta} T\right) P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}, \vartheta \mapsto\left(\vartheta-\mathrm{E}_{\vartheta} T\right) W_{\lambda}(\vartheta)\right)$. We show that $\bar{t} v_{\lambda} \in H$. First, $\left(\left(t-\mathrm{E}_{\vartheta} T\right)\right.$ $\left.P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}$ is a member of $\left(L_{\mathcal{X}, \mu}^{2}\right)^{\mathbb{R}}$, because $\int_{\mathcal{X}}\left(t P_{\vartheta+\lambda}\right)^{2} \mathrm{~d} \mu=\mathrm{E}_{\vartheta+\lambda} T^{2}<\infty$, and a measurable member because $P_{\vartheta} \in L_{\mathcal{X}, \mu}^{2} \mapsto t P_{\vartheta} \in L_{\mathcal{X}, \mu}^{2}$ is measurable (taking $t:=1_{A}, A \in \mathcal{A}$, makes $P_{\vartheta} \mapsto t P_{\vartheta}$ continuous, and if $t_{n} \rightarrow t,\left|t_{n}\right| \uparrow|t|$ pointwise, then $t_{n} P_{\vartheta} \rightarrow t P_{\vartheta}$ in $L_{\mathcal{X}, \mu}^{2}$ ) and $\vartheta \mapsto\left(\mathrm{E}_{\vartheta} T, P_{\vartheta+\lambda}\right) \in \mathbb{R} \times L_{\mathcal{X}, \mu}^{2} \mapsto\left(\mathrm{E}_{\vartheta} T\right) P_{\vartheta+\lambda} \in L_{\mathcal{X}, \mu}^{2}$ is measurable as the composition of a measurable and a continuous map. Further, we have, with $p_{\vartheta}:=$ density of $P_{\vartheta}$,

$$
\begin{aligned}
\left\|\left(\left(t-\mathrm{E}_{\vartheta} T\right) P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}\right\|_{w}^{2} & =\int_{\mathbb{R}}\left(\int_{\mathcal{X}}\left(t-\mathrm{E}_{\vartheta} T\right)^{2} p_{\vartheta+\lambda} \mathrm{d} \mu\right) w(\vartheta) \mathrm{d} \vartheta \\
& =\int_{\mathbb{R}}\left(\mathrm{E}_{\vartheta+\lambda} T^{2}-2\left(\mathrm{E}_{\vartheta} T\right)\left(\mathrm{E}_{\vartheta+\lambda} T\right)+\left(\mathrm{E}_{\vartheta} T\right)^{2}\right) w(\vartheta) \mathrm{d} \vartheta
\end{aligned}
$$

for which we observe $\int_{\mathbb{R}} \mathrm{E}_{\vartheta+\lambda} T^{2} w(\vartheta) \mathrm{d} \vartheta=\int_{\mathbb{R}} \mathrm{E}_{\vartheta} T^{2} w(\vartheta-\lambda) \mathrm{d} \vartheta=\mathrm{E}_{w_{\lambda}} T^{2}$,

$$
\left(\int_{\mathbb{R}}\left(\mathrm{E}_{\vartheta} T\right)\left(\mathrm{E}_{\vartheta+\lambda} T\right) w(\vartheta) \mathrm{d} \vartheta\right)^{2} \leqslant \int_{\mathbb{R}}\left(\mathrm{E}_{\vartheta} T\right)^{2} w(\vartheta) \mathrm{d} \vartheta \int_{\mathbb{R}}\left(\mathrm{E}_{\vartheta+\lambda} T\right)^{2} w(\vartheta) \mathrm{d} \vartheta
$$

and $\left(\mathrm{E}_{\vartheta} T\right)^{2} \leqslant \mathrm{E}_{\vartheta} T^{2}$, so that

$$
\left\|\left(\left(t-\mathrm{E}_{\vartheta} T\right) P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}\right\|_{w}^{2} \leqslant \mathrm{E}_{w_{\lambda}} T^{2}+2\left(\mathrm{E}_{w_{0}} T^{2} \mathrm{E}_{w_{\lambda}} T^{2}\right)^{1 / 2}+\mathrm{E}_{w_{0}} T^{2}
$$

bounded on a neighbourhood of $\lambda=0$ by ( t 2 ); in particular, $\left(\left(t-\mathrm{E}_{\vartheta} T\right) P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}} \in \prod_{w} L_{\mathcal{X}, \mu}^{2}$ on this neighbourhood.

As to $\vartheta \mapsto\left(\vartheta-\mathrm{E}_{\vartheta} T\right) W_{\lambda}(\vartheta)$, the last coordinate of $\bar{\tau} v_{\lambda}$, we see that

$$
\int_{\mathbb{R}}\left(\vartheta-\mathrm{E}_{\vartheta} T\right)^{2} w_{\lambda}(\vartheta) \mathrm{d} \vartheta=\int_{\mathbb{R}}\left(\vartheta^{2}-2 \vartheta \mathrm{E}_{\vartheta} T+\left(\mathrm{E}_{\vartheta} T\right)^{2}\right) w_{\lambda}(\vartheta) \mathrm{d} \vartheta
$$

for which we observe that $\int_{\mathbb{R}} \vartheta^{2} w_{\lambda}(\vartheta) \mathrm{d} \vartheta=\int_{\mathbb{R}}(\vartheta+\lambda)^{2} w_{0}(\vartheta) \mathrm{d} \vartheta=\mathrm{E}(\Theta+\lambda)^{2} \leqslant 4 \mathrm{E}\left(\Theta^{2}+\right.$ 1) $<\infty$ for all $|\lambda| \leqslant 1$ (if $\mathrm{E} \Theta^{2}=\infty$, then there is nothing to prove in van Trees), so that with the same arguments as above we may conclude that the $L_{\mathbb{R}, v}^{2}$ norm of the last coordinate is bounded on a neighbourhood of $\lambda=0$. In particular, the last coordinate is in $L_{\mathbb{R}, v}^{2}$ on this neighbourhood. For $\bar{t} v_{\lambda}$ it follows not only that it is in $H$, but also that it is locally bounded at $\lambda=0$, and therefore (Section 4 ; see the next paragraph) that $v_{\lambda} \mapsto\left\langle\bar{\tau} v_{\lambda}, v_{\lambda}\right\rangle$ has a tangential derivative at $v_{0}$ represented by $2 \bar{t} v_{0}$. As to this derivative, inspection shows that

$$
\begin{aligned}
\left\langle\bar{t} v_{\lambda}, v_{\lambda}\right\rangle & =\int_{\mathbb{R}}\left(\int_{\mathcal{X}}\left(t-\mathrm{E}_{\vartheta} T\right) p_{\vartheta+\lambda} \mathrm{d} \mu\right) w(\vartheta) \mathrm{d} \vartheta+\int_{\mathbb{R}}\left(\vartheta-\mathrm{E}_{\vartheta} T\right) w_{\lambda}(\vartheta) \mathrm{d} \vartheta \\
& =\int_{\mathbb{R}}\left(\mathrm{E}_{\vartheta+\lambda} T-\mathrm{E}_{\vartheta} T\right) w(\vartheta) \mathrm{d} \vartheta+\mathrm{E}(\Theta+\lambda)-\int_{\mathbb{R}}\left(\mathrm{E}_{\vartheta} T\right) w_{\lambda}(\vartheta) \mathrm{d} \vartheta \\
& =\lambda-\mathrm{E}(T-\Theta),
\end{aligned}
$$

so it is equal to that of $v_{\lambda} \mapsto \lambda$ ．The equality $\left\|\bar{t} v_{0}\right\|^{2}=\mathrm{E}(T-\Theta)^{2}$ follows from the norm calculations by taking $\lambda=0$ ．

We still have to show that the reasoning of Section 4 which proved Lemma 6 extends to the new juxtaposition．For this，we may restrict ourselves to what happens in the Hilbert space $\prod_{w} L_{\mathcal{X}, \mu}^{2}$ and prove that，now with

$$
\bar{t}:=\left(t-\mathrm{E}_{\vartheta} T\right)_{\vartheta \in \mathbb{R}}, \quad v_{\lambda}:=\left(P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}}, \quad \bar{t} v_{\lambda}:=\left(\left(t-\mathrm{E}_{\vartheta} T\right) P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}},
$$

the map $v_{\lambda} \mapsto\left\langle\bar{t} v_{\lambda}, v_{\lambda}\right\rangle$ has a tangential derivative at $v_{0}$ represented by $2 \bar{t} v_{0}$ ，if $\bar{t} v_{\lambda_{n}}$ is bounded when $v_{\lambda_{n}}$ approaches $v_{0}$ in $\prod_{w} L_{\mathcal{X}, \mu}^{2}$ ．Mutatis mutandis，so with $v_{0}$ instead of $P, v_{\lambda_{n}}$ instead of $P_{n}, \bar{t}$ instead of $t$ ，and $\prod_{w} L_{\mathcal{X}, \mu}^{2}$ instead of $L_{\mathcal{X}, u}^{2}$ ，we repeat what we did for Lemma 6 and see that the first obstacle is where the old $t$ is split into $t=t 1_{|t| \leqslant c}+t 1_{|t|>c}$ ．This time the splitting requires more care because of the desired measurability．Let $c>0$ ， $A_{i}:=t^{-1}([i-c, i+c])$ for all $i \in \mathbb{Z}$ ，and $\mathrm{E}_{\vartheta} T=i_{\vartheta}+r_{\vartheta}$ with $i_{\vartheta} \in \mathbb{Z}$ and $r_{\vartheta} \in[0,1)$ for all $\vartheta \in \mathbb{R}$ ．Then $\vartheta \mapsto i_{\vartheta}$ and $\vartheta \mapsto r_{\vartheta}$ are measurable and if $\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}} \in\left(L_{\mathcal{X}, u}^{2}\right)^{\mathbb{R}}$ is measurable， then $\vartheta \mapsto x_{夕} 1_{A_{i_{9}}}$ and $\vartheta \mapsto x_{夕} 1_{A_{i_{9}}^{c}}$ are also measurable，because $\left\{\vartheta \in \mathbb{R}: x_{夕} 1_{A_{i_{9}}} \in B\right\}=$ $\cup_{i}\left\{\vartheta \in \mathbb{R}: x_{\vartheta} 1_{A_{i}} \in B, i_{夕}=i\right\}$ and $x \mapsto x 1_{A_{i}}$ is continuous for each $i$ ．Define $1_{|\bar{T}| \leqslant}$ $:=\left(1_{A_{i_{9}}}\right)_{\vartheta \in \mathbb{R}}$ and $1_{|\overline{\mid}|>}:=\left(1_{A_{i_{9}}^{c}}\right)_{y \in \mathbb{R}}$ ．Any measurable $\left(x_{y}\right)_{\vartheta \in \mathbb{R}} \in\left(L_{\mathcal{X}, \mu}^{2}\right)^{\mathbb{R}}$ ，then，can be split into a sum

$$
\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}}=\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}} 1_{|\bar{t}| \leqslant}+\left(x_{\vartheta}\right)_{\vartheta \in \mathbb{R}} 1_{|\bar{t}|\rangle}
$$

such that the terms（coordinatewise pointwise products）are measurable；in our case

$$
\left\langle h_{n}, \epsilon_{n} \bar{t} h_{n}\right\rangle_{w}=\left\langle h_{n}, \bar{t} 1_{|\bar{t}| \leqslant}\left(v_{\lambda_{n}}-v_{0}\right)\right\rangle_{w}+\left\langle h_{n} 1_{|\bar{t}|\rangle}, \bar{t}\left(v_{\lambda_{n}}-v_{0}\right)\right\rangle_{w},
$$

so that

$$
\left|\left\langle h_{n}, \epsilon_{n} \bar{t} h_{n}\right\rangle_{w}\right| \leqslant\left\|h_{n}\right\|_{w} \cdot(c+1)\left\|v_{\lambda_{n}}-v_{0}\right\|_{w}+\left\|h_{n} 1_{|\bar{t}|>}\right\|_{w} \cdot\left\|\bar{t}\left(v_{\lambda_{n}}-v_{0}\right)\right\|_{w}
$$

and

$$
\limsup _{n \rightarrow \infty}\left|\left\langle h_{n}, \epsilon_{n} \bar{t} h_{n}\right\rangle_{w}\right| \leqslant\|h\|_{\prod_{w} L_{\chi, \mu}^{2}} \cdot(c+1) \cdot 0+\left\|\lim _{n \rightarrow \infty}\left(h_{n} 1_{|\bar{t}|>}\right)\right\|_{\prod_{w} L_{\mathcal{X}, \mu}^{2}} \cdot B
$$

（the limit in the last term exists because $\left(h_{n} 1_{|\bar{t}|\rangle}\right)_{n=1}^{\infty}$ is a Cauchy sequence in the inner product space）；the juxtaposition $h 1_{|\overrightarrow{\mid T}|}$ is not necessarily already defined．Let $\epsilon>0$ and let $n_{1}$ be such that $\left\|h_{m}-h_{n}\right\|_{w}<\epsilon$ for all $m, n \geqslant n_{1}$ ；then

$$
\left\|h_{n} 1_{|\bar{t}|>}\right\|_{w} \leqslant\left\|h_{h_{1}} 1_{|\bar{t}|>}\right\|_{w}+\left\|\left(h_{n_{1}}-h_{n}\right) 1_{|\bar{t}|>}\right\|_{w}
$$

and

$$
\left\|\lim _{n \rightarrow \infty}\left(h_{n} 1_{|\bar{t}|>}\right)\right\|_{\prod_{w} L_{\mathcal{X}, u}^{2}} \leqslant\left\|h_{n_{1}} 1_{|\bar{t}|>}\right\|_{w}+\epsilon .
$$

Two applications of Lebesgue's dominated convergence have the first term of the right-hand side converge to 0 as $c \rightarrow \infty$; we conclude that $\left\langle h_{n}, \epsilon_{n} \bar{t} h_{n}\right\rangle_{w} \rightarrow 0$ as $n \rightarrow \infty$.

## 8. Sufficient conditions for van Trees

Here is a condition guaranteeing the desired behaviour (d1)-(d2).
Proposition 12. In the situation of Theorem 11 let the following hold: there are an $M: \mathbb{R} \rightarrow \mathbb{R}$ and a $\lambda_{0}>0$ with $\int_{\mathbb{R}}(M(\vartheta))^{2} w(\vartheta) \mathrm{d} \vartheta<\infty$ and

$$
\sup _{\xi \in\left[\vartheta-\lambda_{0}, \vartheta+\lambda_{0}\right]}\left\|\frac{\mathrm{d} P_{\xi} \|}{\mathrm{d} \xi}\right\| \leqslant M(\vartheta) \quad \forall \vartheta \in \mathbb{R} .
$$

Then $\lambda \in \mathbb{R} \mapsto v_{\lambda} \in H$ is differentiable on a neighbourhood $N$ of 0 with

$$
\frac{\mathrm{d} v_{\lambda}}{\mathrm{d} \lambda}=\left(\left(\frac{\mathrm{d} P_{\vartheta+\lambda}}{\mathrm{d} \lambda}\right)_{\vartheta \in \mathbb{R}}, \frac{\mathrm{d} W_{\lambda}}{\mathrm{d} \lambda}\right), \quad \forall \lambda \in N
$$

and continuously differentiable at 0 , for any choice of $\prod_{w} L_{\mathcal{X}, \mu}^{2}$.
Proof. With $\pi: \vartheta \mapsto P_{\vartheta} \in L_{\mathcal{X}, \mu}^{2}$ we have, by definition, $\mathrm{d} P_{\xi} / \mathrm{d} \xi=\left(\pi^{\prime}(\xi)\right)(1)$ and, by the chain rule, $\mathrm{d} P_{\vartheta+\lambda} / \mathrm{d} \lambda=\left(\pi^{\prime}(\vartheta+\lambda)\right)(1)$ for all $\vartheta, \lambda, \xi \in \mathbb{R}$, so that

$$
\left\|\frac{\mathrm{d} P_{\vartheta+\lambda}}{\mathrm{d} \lambda}\right\| \leqslant M(\vartheta) \quad \forall \lambda \in\left[-\lambda_{0}, \lambda_{0}\right], \vartheta \in \mathbb{R},
$$

and therefore $\left(\mathrm{d} P_{\vartheta+\lambda} / \mathrm{d} \lambda\right)_{\vartheta \in \mathbb{R}} \in \prod_{w} L_{\mathcal{X}, \mu}^{2}$ for all $\lambda \in\left[-\lambda_{0}, \lambda_{0}\right]$. Further, the mean value theorem (see Lenstra 1998) gives the inequality in

$$
\begin{aligned}
\left\|\frac{P_{\vartheta+\lambda+h}-P_{\vartheta+\lambda}}{h}\right\|_{L_{X, \mu}^{2}} & \leqslant \sup _{\xi \in[\vartheta+\lambda, \vartheta+\lambda+h]}\left\|\pi^{\prime}(\xi)\right\|_{L\left(\mathbb{R}, L_{\chi, \mu}^{2}\right)} \\
& =\sup _{\xi \in[\vartheta+\lambda, \vartheta+\lambda+h]}\left\|\frac{\mathrm{d} P_{\xi}}{\mathrm{d} \xi}\right\|_{L_{\chi, \mu}^{2}}
\end{aligned}
$$

where $L\left(\mathbb{R}, L_{\mathcal{X}, \mu}^{2}\right)$ is the Banach space of all bounded linear maps $\mathbb{R} \rightarrow L_{\mathcal{X}, \mu}^{2}$, and we conclude that

$$
\left\|\frac{P_{\vartheta+\lambda+h}-P_{\vartheta+\lambda}}{h}-\frac{\mathrm{d} P_{\vartheta+\lambda}}{\mathrm{d} \lambda}\right\|_{L_{x, \mu}^{2}} \leqslant 2 M(\vartheta) \quad \forall \vartheta \in \mathbb{R}, \forall \lambda, h \in\left[-\lambda_{0} / 2, \lambda_{0} / 2\right],
$$

so that by Lebesgue's dominated convergence the mapping $\pi_{1}: \lambda \in$ $\left(-\lambda_{0} / 2, \lambda_{0} / 2\right) \mapsto\left(P_{\vartheta+\lambda}\right)_{\vartheta \in \mathbb{R}} \in \prod_{w} L_{\mathcal{X}, \mu}^{2} \quad$ is everywhere differentiable with $\quad\left(\pi_{1}^{\prime}(\lambda)\right)(1)=$
$\left(\mathrm{d} P_{\vartheta+\lambda} / \mathrm{d} \lambda\right)_{\vartheta \in \mathbb{R}}$ for these $\lambda$. Again by Lebesgue we have $\left(\mathrm{d} P_{\vartheta+\lambda} / \mathrm{d} \lambda\right)_{\vartheta \in \mathbb{R}} \xrightarrow{\lambda \rightarrow 0}\left(\mathrm{~d} P_{\vartheta} / \mathrm{d} \vartheta\right)_{\vartheta \in \mathbb{R}}$ in $\prod_{w} L_{\mathcal{X}, u}^{2}$. This says that the differentiability of $\pi_{1}$ is continuous at 0 . The theorem now follows from $v_{\lambda}=\left(\pi_{1}(\lambda), W_{\lambda}\right)$ and the properties of $\pi_{1}$ and $\lambda \mapsto W_{\lambda}$.

## Appendix: Tangential differentiation

Let $X$ and $Y$ be normed linear spaces and $U$ an open set in $X$. The map $f: U \rightarrow Y$ is differentiable at a point $x \in U$ if there exists a bounded linear map $f^{\prime}(x): X \rightarrow Y$, the derivative of $f$ at $x$, such that

$$
f(x+h)-f(x)=\left(f^{\prime}(x)\right)(h)+o(\|h\|), \quad\|h\| \rightarrow 0
$$

or, equivalently,

$$
\left\|\frac{f\left(x_{n}\right)-f(x)}{\epsilon_{n}}-\left(f^{\prime}(x)\right)\left(\frac{x_{n}-x}{\epsilon_{n}}\right)\right\|_{Y} \rightarrow 0, \quad n \rightarrow \infty
$$

for all $\left(\epsilon_{n}\right)_{n=1}^{\infty}$ in $\mathbb{R} \backslash\{0\}$ and $\left(x_{n}\right)_{n=1}^{\infty}$ in $U$ such that $\epsilon_{n} \rightarrow 0$ and $\left(\left(x_{n}-x\right) / \epsilon_{n}\right)_{n=1}^{\infty}$ is bounded, so that, if it exists, $f^{\prime}(x)$ is unique. Now let $V$ be an arbitrary set in $X$, not necessarily open, and $x \in V$. If $\left(\epsilon_{n}\right)_{n=1}^{\infty}$ in $\mathbb{R} \backslash\{0\}$ and $\left(x_{n}\right)_{n=1}^{\infty}$ in $V$ are such that $\epsilon_{n} \rightarrow 0$ and $\lim _{n \rightarrow \infty}$ $\left(x_{n}-x\right) / \epsilon_{n}$ exists, then this limit is a tangent vector of $V$ at $x$. The closed linear span of the tangent vectors is the tangent space of $V$ at $x$.

Let $f: V \rightarrow Y$ be a map of $V$ into $Y$ and $\dot{V}$ be the tangent space of $V$ at $x$. Suppose there exists a bounded linear map $f^{\prime}(x): \dot{V} \rightarrow Y$ for which

$$
\left\|\frac{f\left(x_{n}\right)-f(x)}{\epsilon_{n}}-\left(f^{\prime}(x)\right)\left(\lim _{n \rightarrow \infty} \frac{x_{n}-x}{\epsilon_{n}}\right)\right\|_{Y} \rightarrow 0, \quad n \rightarrow \infty
$$

for all $\left(\epsilon_{n}\right)_{n=1}^{\infty}$ in $\mathbb{R} \backslash\{0\}$ and $\left(x_{n}\right)_{n=1}^{\infty}$ in $V$ such that $\epsilon_{n} \rightarrow 0$ and $\left(\left(x_{n}-x\right) / \epsilon_{n}\right)_{n=1}^{\infty}$ converges. Then $f^{\prime}(x)$ is the only bounded linear map of $\dot{V}$ into $Y$ with this property, as there is uniqueness on the vectors that generate $\dot{V}$. The map $f$ is said to be differentiable at $x$ along $\dot{V}$ or tangentially differentiable at $x$, and $f^{\prime}(x)$ is the derivative of $f$ at $x$ along $\dot{V}$ or the tangential derivative of $f$ at $x$.

Two observations connect the two kinds of differentiability that we have exposed here. The first is obvious from the equivalence of 'bounded' to 'continuous' for linear maps, and the boundedness of convergent sequences.

Theorem A.1. Let $X$ and $Y$ be normed linear spaces and $U$ open in $X, V \subset U$. Let $x \in V$. If $f: U \rightarrow Y$ is differentiable at $x$, then $\left.f\right|_{V}: V \rightarrow Y$ is differentiable at $x$ along the tangent space $\dot{V}$ of $V$ at $x$ with derivative $\left(\left.f\right|_{V}\right)^{\prime}(x)=\left.f^{\prime}(x)\right|_{\dot{V}}$.

In particular, differentiability at $x$ implies differentiability at $x$ along the tangent space $\dot{U}$ of $U$ at $x$, that is, along $X$. On the other hand, as to the convergence of bounded sequences: in $\mathbb{R}^{n}$ every bounded sequence has a convergent subsequence. These facts lead to the second observation:

Theorem A.2. If the domain of $f$ is an open set in $X=\mathbb{R}^{n}$ and $x$ lies in that domain, then differentiability of $f$ at $x$ and differentiability of $f$ at $x$ along $X$ are equivalent.

The first differentiability is often referred to as Fréchet differentiability, the second differentiability is known as Hadamard differentiability along $\dot{V}$. The latter is strong enough to support the chain rule:

Theorem A. 3 (Chain rule). Let $X, Y$ and $Z$ be normed linear spaces and $V \subset X, W \subset Y$. If $f: V \rightarrow W$ is tangentially differentiable at $x \in V$ and $g: W \rightarrow Z$ is tangentially differentiable at $f(x)$, then $g \circ f$ is tangentially differentiable at $x$ and $(g \circ f)^{\prime}(x)$ $=g^{\prime}(f(x)) \circ f^{\prime}(x)$.

Proof. Immediate from the definition, which shows that

$$
\lim _{n \rightarrow \infty} \frac{f\left(x_{n}\right)-f(x)}{\epsilon_{n}}=\left(f^{\prime}(x)\right)\left(\lim _{n \rightarrow \infty} \frac{x_{n}-x}{\epsilon_{n}}\right)
$$

so that under $f^{\prime}(x)$ the image of a tangent vector of $V$ at $x$ is a tangent vector of $f(V)$, and therefore of $W$, at $f(x)$.
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