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We propose a recursive stochastic algorithm with decreasing step to compute the invariant distribution $v$ of a Brownian diffusion process, in which we approximate $v(f)$ for a wide class of possibly unbounded continuous functions $f$. We consider a somewhat general setting which includes cases where the diffusion may have several invariant distributions. Our main convergence result contains as a corollary the almost sure central limit theorem. Further, we investigate the weak rate of convergence of the algorithm. We show, in the class of polynomial steps $\gamma_{n}=n^{-\alpha}$, that it can be at most $n^{1 / 3}$ when the white noise has third moment zero and $n^{1 / 4}$ otherwise, where $n$ denotes the number of iterations of the algorithm.
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## 1. Introduction

The aim of this paper is to propose and study a stochastic recursive algorithm for the computation of the invariant distribution $v$ of a Brownian diffusion process

$$
\begin{equation*}
\mathrm{d} Y_{t}=b\left(Y_{t}\right) \mathrm{d} t+\sigma\left(Y_{t}\right) \mathrm{d} W_{t}, \tag{1}
\end{equation*}
$$

where $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a continuous vector field, $\sigma$ is continuous on $\mathbb{R}^{d}$ with values in the set $\mathcal{M}(d \times q)$ of matrices with $d$ rows and $q$ columns, and $W$ is a $q$-dimensional Brownian motion.

Invariant distributions are crucial in the study of the long-run behaviour of diffusions. We refer the reader to Has'minskii (1980) and Ethier and Kurtz (1986) for background on the stability of stochastic differential systems. In general, the functions $b$ and $\sigma$ are given by some physical model, and a numerical procedure for the computation of the invariant distribution is needed. A typical situation of this kind is given by randomly perturbed mechanical systems (see Soize 1995). Talay (1990; 2002) was the first to design and analyse such a procedure, and we will briefly discuss below the difference between his approach and ours.

In order to motivate our algorithm, recall that if the diffusion is stationary and ergodic with invariant distribution $v$, then, for every $\nu$-integrable function $f$,

$$
\lim _{t \rightarrow+\infty} \frac{1}{t} \int_{0}^{t} f\left(Y_{s}\right) \mathrm{d} s=\int_{\mathbb{R}^{d}} f \mathrm{~d} v=v(f) \text { almost surely. }
$$

This suggests the use of the average of $f$ along the path of the diffusion as a proxy for $v(f)$. However, since the exact simulation of the diffusion $Y$ itself cannot be achieved, we first discretize the diffusion and then compute a discrete analogue of the average. Therefore, we propose an algorithm consisting of two successive phases.

Phase I: Discretization. Compute the Euler discretization of (1) with a step $\gamma_{n}$ vanishing to 0 , i.e.

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad X_{n+1}=X_{n}+\gamma_{n+1} b\left(X_{n}\right)+\sqrt{\gamma_{n+1}} \sigma\left(X_{n}\right) U_{n+1} \tag{2}
\end{equation*}
$$

where $X_{0} \in L_{\mathbb{R}^{d}}^{0}(\Omega, \mathcal{A}, \mathbb{P})$ and $\left(U_{n}\right)_{n \in \mathbb{N}^{*}}$ is an $\mathbb{R}^{q}$-valued white noise defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$, independent of $X_{0}$. The step sequence $\gamma:=\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ satisfies the condition

$$
\begin{equation*}
\forall n \in \mathbb{N}^{*}, \quad \gamma_{n} \geqslant 0, \quad \lim _{n} \gamma_{n}=0 \quad \text { and } \quad \lim _{n} \Gamma_{n}=+\infty, \quad \text { where } \Gamma_{n}:=\sum_{k=1}^{n} \gamma_{k} \tag{3}
\end{equation*}
$$

Choosing a vanishing discretization step allows for a more accurate approximation of the diffusion as time goes to infinity.
Phase II: Averaging. Form a weighted empirical measure with the $X_{n}$ using a weight sequence $\eta:=\left(\eta_{n}\right)_{n \in \mathbb{N}^{*}}$ satisfying the condition

$$
\begin{equation*}
\forall n \in \mathbb{N}^{*}, \quad \eta_{n} \geqslant 0 \quad \text { and } \quad \lim _{n} H_{n}=+\infty, \quad \text { where } H_{n}:=\eta_{1}+\ldots+\eta_{n} \tag{4}
\end{equation*}
$$

Let $\delta_{x}$ denote the Dirac mass at $x$. For every $n \geqslant 1$ and every $\omega \in \Omega$, set

$$
\begin{equation*}
v_{n}^{\eta}(\omega, \mathrm{d} x):=\frac{\eta_{1} \delta_{X_{0}(\omega)}+\ldots+\eta_{k+1} \delta_{X_{k}(\omega)}+\ldots+\eta_{n} \delta_{X_{n-1}(\omega)}}{\eta_{1}+\ldots+\eta_{n}} \tag{5}
\end{equation*}
$$

and use $v_{n}^{\eta}(\omega, f)$ to approximate $v(f)$.
For numerical purposes, it is observed that, for a fixed function $f, v_{n}^{\eta}(\omega, f)$ can be recursively computed as follows:

$$
\begin{equation*}
v_{n+1}^{\eta}(\omega, f)=v_{n}^{\eta}(\omega, f)+\tilde{\eta}_{n+1}\left(f\left(X_{n}(\omega)\right)-v_{n}^{\eta}(\omega, f)\right) \quad \text { with } \tilde{\eta}_{n+1}:=\frac{\eta_{n+1}}{H_{n+1}} \tag{6}
\end{equation*}
$$

This recursive form shows that $v_{n}^{\eta}(f)$ is given by a linear stochastic algorithm with step $\tilde{\eta}_{n+1}$ and pseudo-innovation $f\left(X_{n}\right)$ (at time $n+1$ ).

Our general almost surely weak convergence result for $v_{n}^{\eta}(\omega, \mathrm{d} x)$ is Theorem 3 , stated in Section 2. Since the full statement of Theorem 3 is somewhat technical, we state a slightly simpler version (with $\eta_{n}=\gamma_{n}$ ) usually sufficient for practical purposes.

Theorem 1. Assume that there is a $\mathcal{C}^{2}$ function $V: \mathbb{R}^{d} \rightarrow\left[v_{*},+\infty\right), v_{*}>0$, satisfying the following conditions:

$$
\begin{gather*}
\left\|D^{2} V\right\|_{\infty}:=\sup _{x \in \mathbb{R}^{d}}\left\|D^{2} V(x)\right\|<+\infty, \quad \text { and } \quad \lim _{|x| \rightarrow+\infty} V(x)=+\infty  \tag{7a}\\
|\nabla V|^{2}+|b|^{2} \leqslant c_{V} V \quad \text { for some } c_{V}>0, \quad \text { and } \quad \operatorname{Tr}\left(\sigma \sigma^{*}\right)(x)=o(V(x)) \quad \text { as }|x| \rightarrow+\infty  \tag{7b}\\
(\nabla V \mid b) \leqslant-\alpha V+\beta, \quad \text { for some } \alpha \in \mathbb{R}_{+}^{*}, \beta \in \mathbb{R} \tag{7c}
\end{gather*}
$$

If the white noise $U_{1}$ has moments at any order and if (1) has a unique invariant measure $v$, then, for every continuous function $f$ satisfying $f(x)=o\left(V^{k}(x)\right)$ for some $k \in \mathbb{N}$, $\lim _{n} v_{n}^{\nu}(f)=\nu(f)$ a.s.

Assumption (7b) is a no-explosion condition for the diffusion process, whereas (7c) is a stability condition that guarantees the existence of (at least) one invariant distribution. Theorem 3 covers more general situations of interest, in particular the cases $\eta_{n} \neq \gamma_{n}$, $\operatorname{Tr}\left(\sigma \sigma^{*}\right) \asymp V$ or $U_{1}$ with finitely many finite moments. This theorem also has some interesting theoretical consequences. One of these is that, applied to the OrnsteinUhlenbeck process with $\gamma_{n}=\eta_{n}:=1 / n$, it yields the celebrated almost sure central limit theorem for sequences of independent and identically distributed (i.i.d.) random variables (see Brosamler 1988; Lacey and Philip 1990; Berkes and Csáki 2001). This fact is established in Section 5.

In Section 6, we analyse the rate of convergence of our algorithm when the invariant distribution $v$ is unique. More precisely, we study $\nu_{n}^{\eta}(\omega, f)$ for test functions $f$ of the form $f=A \varphi$, where $A$ stands for the infinitesimal generator of (1). Although the choice $\eta=\gamma$ turns out to be optimal in many cases, it is worth mentioning that the results on the rate of convergence for $v_{n}^{\gamma}(\omega, f)$ rely on the almost sure convergence of auxiliary weighted sums with $\eta \neq \gamma$. Our study shows that the normalized error may weakly converge towards either a Dirac mass or a centred Gaussian measure. Actually, both types of limit can be observed for a given rate, depending on the choice of step sequence (see the beginning of Section 6 for details).

In order to put our results in the context of the recent literature on invariant distribution approximation, let us first recall that the rate of convergence of the semigroup $P_{t}(x, \mathrm{~d} y)$ towards $v$ has been thoroughly investigated (see Ganidis et al. 1999). Actually, it may converge quite fast to $v$ (in variation) so that $P_{t}(x, \mathrm{~d} y) \approx v$ for reasonably large $t$. Since $P_{t}$ is generally not explicitly known, it seems natural to approximate $P_{t}$ by $\mathcal{L}\left(\bar{Y}_{n}^{h}\right), n h \approx t$, where $\bar{Y}^{h}$ denotes a discretization scheme with constant step $h>0$, e.g. the Euler scheme given by

$$
\bar{Y}_{n+1}^{h}=\bar{Y}_{n}^{h}+h b\left(\bar{Y}_{n}^{h}\right)+\sqrt{h} \sigma\left(\bar{Y}_{n}^{h}\right) U_{n+1} .
$$

Finally, one estimates $\mathcal{L}\left(\bar{Y}_{n}^{h}\right)$ using $N$ trials of a Monte Carlo simulation. This method induces three different errors ( $d_{\mathrm{w}}$ denotes a distance for the weak topology): $d_{\mathrm{w}}\left(P_{t}(x, \mathrm{~d} y), v\right)$, $d_{\mathrm{w}}\left(\mathcal{L}\left(\bar{Y}_{n h}^{h}\right), P_{t}(x, \mathrm{~d} y)\right)$ and the $O\left(N^{-1 / 2}\right)$ induced by the MC simulation.

One way to improve on this first approach is to use the ergodic properties of the
diffusion (if any). Thus, inferring that, for a small enough step $h$, the discretization scheme $\left(\bar{Y}_{n}^{h}\right)_{n \in \mathbb{N}^{*}}$ is an ergodic Markov chain with invariant distribution $v_{h}$, one has

$$
\begin{equation*}
\mathbb{P} \text {-a.s. } \quad \frac{1}{n} \sum_{k=1}^{n} \delta_{\bar{Y}_{k}^{h}} \text { weakly converges to } v^{h} \text {. } \tag{8}
\end{equation*}
$$

In this method, there are only two sources of error: that in (8), which can generally be controlled by a central limit theorem; and that in $d_{\mathrm{w}}\left(v^{h}, v\right)$, which can be estimated along smooth enough functions $f$. This method was first designed and studied by Talay (1990). He obtains some explicit rates for $d_{\mathrm{w}}\left(v^{h}, v\right)$ (but not for the convergence in (8)).

Another alternative is to get rid of the asymptotic methodological error due to the step $h$ of the discretization scheme. To this end one may consider a discretization scheme with a vanishing step. This idea was investigated by Basak et al. (1997) and also appears in Pelletier (1998, Theorem 7): it is established, under suitable assumptions, that the recursive sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ defined by (2) converges weakly towards the unique invariant distribution $v$ of the diffusion. Here the two sources of error are $d_{\mathrm{w}}\left(X_{n}, v\right)$ and the Monte Carlo fluctuations.

Our algorithm combines the advantages of both approaches: the computation of $v_{n}^{\eta}(f)$ is recursive as in (8) and almost surely does converge towards its true target $v(f)$ (at least for a wide class of unbounded continuous functions $f$ ). From a technical point of view, we obtain this result under less stringent assumptions on the underlying diffusion: even the uniqueness of the invariant distribution $v$ is not crucial. Note, however, that Talay (1990) and Basak et al. (1997) require strong ergodicity assumptions on the diffusion.

There is a formal analogy between the recursive procedure defined by (2) and (5) and that designed in Fort and Pagès (1998) (see also Pagès 2001) in the framework of regular stochastic approximation. However, in Fort and Pagès (1998) the noise is essentially vanishing so that the asymptotics of the algorithm is described by an ordinary differential equation.

Like any numerical method for computing the invariant distribution of a diffusion, our algorithm is an alternative to partial differential equation methods for solving the stationary Fokker-Planck equation: any invariant distribution $v$ solves $A^{*} \mu=0, \mu \geqslant 0, \mu\left(\mathbb{R}^{d}\right)=1$, where $A^{*}$ denotes the adjoint of the infinitesimal generator of the diffusion. Probabilistic methods are especially efficient in higher-dimensional settings $(d \geqslant 3)$ or when $A$ is degenerate.

Let $\mathcal{M}(d \times q, \mathbb{R})$ denote the set of matrices having $d$ rows and $q$ columns. For every $A \in \mathcal{M}(d \times q, \mathbb{R})$, let $A^{*} \in \mathcal{M}(q \times d, \mathbb{R})$ denote its transpose matrix. For every $d \times q$ matrix, let $\|A\|$ denote the related operator norm defined by $\|A\|:=\sup _{|x|=1}|A x|$.

Let $\mathcal{S}_{+}(d, \mathbb{R})$ denote the set of symmetric non-negative $d \times d$ matrices. For $S \in \mathcal{S}_{+}(d, \mathbb{R}),\|S\|=\sup _{|x|=1}(x \mid S x)=\max _{i}\left\{\lambda_{i}\right\}$, where $\lambda_{i}$ is the $i$ th eigenvalue of $S$. If $S$, $S^{\prime} \in \mathcal{S}(d, \mathbb{R})$, then $S \leqslant S^{\prime}$ if $S^{\prime}-S \in \mathcal{S}_{+}(d, \mathbb{R})$. For every $S \in \mathcal{S}(d, \mathbb{R}), \lambda_{S}:=\max \left(\left\{\lambda_{i}\right\}, 0\right)$. The real $\lambda_{S}$ is the lowest real number satisfying

$$
\forall y \in \mathbb{R}^{d}, \quad y^{*} S y \leqslant \lambda_{S}|y|^{2}
$$

One may readily verify that $\lambda_{S} \leqslant\|S\|$ and that, if $S \leqslant S^{\prime}$, then $\lambda_{S} \leqslant \lambda_{S^{\prime}}$. By extension, if $S$ denotes a mapping from $\mathbb{R}^{d}$ into $\mathcal{S}(d, \mathbb{R})$, then

$$
\lambda_{S}:=\sup _{x \in \mathbb{R}^{d}} \lambda_{S(x)} .
$$

For every non-negative symmetric matrix $S \in \mathcal{S}_{+}(d, \mathbb{R})$, the trace operator defined by $\operatorname{Tr}(S)=\sum_{i=1}^{d} S_{i i}$ satisfies the inequality $\operatorname{Tr}(S) \leqslant d\|S\| \leqslant d \operatorname{Tr}(S)$. For every $A \in$ $\mathcal{M}(d \times q, \mathbb{R}), \operatorname{Tr}\left(A^{*} A\right)=\operatorname{Tr}\left(A A^{*}\right)$ is simply the square of the Euclidean norm of $A$ viewed as a vector in $\mathbb{R}^{d \times q}$.

We will make extensive use of the Chow theorem (see Hall and Heyde 1980) for martingale increments. This yields, under suitable assumptions, the almost sure convergence (in $\mathbb{R}^{d}$ ) of a martingale having possibly non-square integrable increments.

Theorem 2 (Chow). Let $\left(M_{n}\right)_{n \in \mathbb{N}^{*}}$ be a martingale with respect to some filtration $\underline{\mathcal{F}}=$ $\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$. Then

$$
\forall \rho \in(0,1], \quad M_{n} \stackrel{n \rightarrow+\infty}{\longrightarrow} M_{\infty} \in \mathbb{R} \text { a.s. on the event }\left\{\sum_{n \geqslant 1} \mathbb{E}\left(\left|\Delta M_{n}\right|^{1+\rho} / \mathcal{F}_{n-1}\right)<+\infty\right\}
$$

where $\Delta M_{n}:=M_{n}-M_{n-1}$.
Most of the time, this theorem will be combined with the Kronecker lemma for series (Neveu 1972):

Lemma 1 (Kronecker). Let $\left(a_{n}\right)_{n \in \mathbb{N}^{*}}$ and $\left(b_{n}\right)_{n \in \mathbb{N}^{*}}$ be two sequences of real numbers. If $\left(b_{n}\right)_{n \in \mathbb{N}^{*}}$ is non-decreasing, positive, with $\lim _{n} b_{n}=+\infty$, and $\sum_{n \geqslant 1} a_{n} / b_{n}$ converges in $\mathbb{R}$, then

$$
\lim _{n} \frac{1}{b_{n}} \sum_{k=1}^{n} a_{k}=0
$$

The rest of this paper is organized as follows. In Section 2, the main almost sure weak convergence theorem is stated in full generality. The step and weight conditions are (successfully) tested in some classical settings $\left(\gamma_{n}=n^{-\alpha}\right.$ or $\left.\gamma_{n}:=\ln ^{-\alpha} n, \eta_{n}=n^{-\beta}\right)$. Section 3 deals with the almost sure tightness of the empirical (random) measures $\nu_{n}^{\eta}(\omega, \mathrm{d} x)$, whereas Section 4 is devoted to the identification of the limit. Section 5 points out the link with the almost sure central limit theorem. Section 6 deals with the weak rate of convergence of $v_{n}^{\eta}$ towards the invariant measure $\nu$. This leads to optimization of the choice of steps according to whether the third moment $\mathbb{E}\left(U_{1}^{\otimes 3}\right)$ is 0 or not. Finally, some recommendations and numerical illustrations are given in Section 7.

## 2. The main a.s. weak convergence results

The main assumption will be the existence of a Lyapunov function for the diffusion.
Assumption $\left(\mathcal{L}_{V, p}\right)$. There exists a $\mathcal{C}^{2}$ function $V: \mathbb{R}^{d} \rightarrow\left[v_{*},+\infty\right), v_{*}>0$, satisfying, for some $p \geqslant 1$,
(i) $\left\|D^{2} V\right\|_{\infty}:=\sup _{x \in \mathbb{R}^{d}}\left\|D^{2} V(x)\right\|<+\infty$ and $\lim V_{|x| \rightarrow+\infty}(x)=+\infty$,
(ii) $|\nabla V|^{2}+|b|^{2}+\operatorname{Tr}\left(\sigma \sigma^{*}\right) \leqslant c_{V} V$,
(iii) $(\nabla V \mid b)+\lambda_{p} \operatorname{Tr}\left(\sigma \sigma^{*}\right) \leqslant-\alpha V+\beta$, for some $\alpha \in \mathbb{R}_{+}^{*}$ and $\beta \in \mathbb{R}$,
where $\lambda_{p}:=\frac{1}{2} \lambda_{D^{2} V+(p-1)}(\nabla V \otimes \nabla V) / V$.
Conditions (7) in Theorem 1 will be referred to as $\left(\mathcal{L}_{V, \infty}\right)$. We clearly have $\left(\mathcal{L}_{V, \infty}\right) \Rightarrow\left(\mathcal{L}_{V, p}\right)$ for all $p \geqslant 1$. More generally, since $\lambda_{p}$ is a non-decreasing function of $p$, for $p^{\prime} \geqslant p \geqslant 1,\left(\mathcal{L}_{V, p^{\prime}}\right) \Rightarrow\left(\mathcal{L}_{V, p}\right)$. Further comments on these assumptions will be made in Section 2.1.

Concerning the white noise, we assume that $\left(U_{n}\right)_{n \in \mathbb{N}^{*}}$ is a sequence of i.i.d. $\mathbb{R}^{q}$-valued random vectors, independent of $X_{0}$, satisfying $\mathbb{E}\left|U_{1}\right|^{2}<+\infty, \mathbb{E}\left(U_{1}\right)=0$ and $\Sigma_{U_{1}}:=$ $\left[\operatorname{cov}\left(U_{1}^{i}, U_{1}^{j}\right)\right]=I d_{q}$. Our results are likely to remain valid for suitably dependent noise, but for the applications that we have in mind dependent noise seems irrelevant.

Henceforth, the filtration $\underline{\mathcal{F}}:=\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}$ is given by $\mathcal{F}_{n}:=\sigma\left(X_{0}, U_{1}, \ldots, U_{n}\right), n \geqslant 0$. Actually, we will also assume that $X_{0}$ is deterministic. This entails no loss of generality for our main results, which can be obtained in the non-deterministic case by conditioning on $X_{0}$.

We now introduce a condition on the steps $\gamma_{n}$ and weights $\eta_{n}$ as follows:

$$
\begin{equation*}
\sum_{n \geqslant 1} \frac{1}{H_{n}}\left(\Delta \frac{\eta_{n}}{\gamma_{n}}\right)_{+}<+\infty \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{1}{H_{n}} \sum_{k=1}^{n}\left|\Delta \frac{\eta_{k}}{\gamma_{k}}\right|=0 \tag{9}
\end{equation*}
$$

Condition (9) is clearly satisfied if the sequence $\left(\eta_{n} / \gamma_{n}\right)_{n \in \mathbb{N}}$ is non-increasing.
Theorem 3. Let $p \in[1,+\infty)$. Assume $\left(\mathcal{L}_{V, p}\right)$ and $\mathbb{E}\left|U_{1}\right|^{2 p}<\infty$. Let $\rho \in(0,1]$. Assume that $\gamma$ and $\eta$ satisfy (9) and

$$
\begin{equation*}
\sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \sqrt{\gamma_{n}}}\right)^{1+\rho}<+\infty \tag{10}
\end{equation*}
$$

(a) Then

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} v_{n}^{\eta}\left(\omega, V^{p /(1+\rho)}\right)<+\infty \quad \mathbb{P}(\mathrm{d} \omega) \text {-a.s. } \tag{11}
\end{equation*}
$$

(b) When $p \leqslant 1+\rho$, assume also that $\sigma \sigma^{*}=o\left(V^{p /(1+\rho)}\right)$ and $\sum_{n \geqslant 1} \eta_{n} \gamma_{n} / H_{n}<+\infty$. Then, with probability 1, any weak limit of the sequence $\left(v_{n}^{\eta}\right)_{n \in \mathbb{N}}$ is an invariant distribution for the diffusion (1).

Remark 1. When $p=1+\rho$, the assumption that $\sum_{n \geqslant 1} \eta_{n} \gamma_{n} / H_{n}<+\infty$ turns out to be unnecessary.

Note that (11) implies that $\left(v_{n}^{\eta}\right)_{n \in \mathbb{N}}$ is almost surely tight, since $\lim _{|x| \rightarrow+\infty} V(x)=+\infty$. If we add to the assumptions of Theorem 3 the uniqueness of the invariant distribution of the
diffusion, we obtain that $\mathbb{P}$-a.s. $v_{n}^{\eta} \stackrel{\left(\mathbb{R}^{d}\right)}{\Longrightarrow} v$, where $v$ is the invariant distribution, and, for every $f \in \mathcal{C}\left(\mathbb{R}^{d}, \mathbb{R}\right)$,

$$
\begin{equation*}
\left(f(x)=o\left(V^{p /(1+\rho)}(x)\right) \text { as }|x| \rightarrow+\infty\right) \Rightarrow\left(\mathbb{P} \text {-a.s. } v_{n}^{\eta}(f) \rightarrow v(f)\right) \tag{12}
\end{equation*}
$$

Note that if, in Theorem 3, we have $\eta=\gamma$, condition (10) is satisfied with $\rho=1$. This shows in particular that Theorem 1 is a corollary of Theorem 3.

Further comments are made below on the main assumptions of Theorem 3.

### 2.1. The Lyapunov assumptions $\left(\mathcal{L}_{V, p}\right), p \geqslant 1$

The main assumption we make on the diffusion, i.e. on functions $b$ and $\sigma$, is the existence of a positive Lyapunov function $V$ satisfying $\left(\mathcal{L}_{V, p}\right)$. Actually, this kind of assumption is quite standard as soon as one wishes to investigate the long-run behaviour of a dynamical system, either in the stochastic or in the deterministic world.

Remark 2. Requiring the Lyapunov function $V$ to be bounded away from 0 is not a true restriction since one may always consider $V+1$ instead of $V$.

Remark 3. Assumptions (ii)-(iii) in $\left(\mathcal{L}_{V, p}\right)$ induce a quite stringent constraint on the drift $b$ and on the function $V$. As a matter of fact (iii) implies that, for every $\lambda>0$,

$$
\lambda|\nabla V|^{2}+\frac{|b|^{2}}{\lambda} \geqslant 2 \alpha V-2 \beta
$$

Combined with (ii), this yields that $|\nabla \sqrt{V}|$ is bounded and bounded away from 0 near infinity so that $V(x)=O\left(|x|^{2}\right)$ and $b(x)=O(|x|)$. Actually, in most examples, $V(x) \asymp|x|^{2}$ and $|b(x)| \asymp|x|$.

Remark 4. In the more specific case where $V(x)=|x|^{2}+A$ for every $x \in \mathbb{R}^{d}$, one can verify that $\lambda_{p}=2 p-1$ (so it does not depend upon the real constant $A$ ). Then $\left(\mathcal{L}_{V, p}\right)$ becomes

$$
\begin{align*}
& |b|^{2}(x)+\operatorname{Tr}\left(\sigma \sigma^{*}\right)(x) \leqslant c_{V}\left(1+|x|^{2}\right) \quad \text { for some constant } c_{V}>0 \\
& (x \mid b(x))+(2 p-1) \operatorname{Tr}\left(\sigma \sigma^{*}\right)(x) \leqslant \beta-\alpha|x|^{2} \quad \text { where } \alpha>0 \text { and } \beta \in \mathbb{R} \tag{13}
\end{align*}
$$

which we denote by $\left(\mathcal{L}_{|\cdot|^{2}, p}\right)$. In particular, $b(x):=-\mu x, \mu \in \mathbb{R}_{+}^{*}$ and $\sigma(x):=(1+|x|) \Sigma$, $\Sigma \in \mathcal{S}_{+}(d, \mathbb{R})$ satisfy $\left(\mathcal{L}_{|\cdot|^{2}, p}\right)$ if and only if

$$
\operatorname{Tr}\left(\Sigma \Sigma^{*}\right)<\frac{\mu}{2 p-1}
$$

Remark 5. Lyapunov functions are typically used to derive the existence of a stationary distribution (see Has'minskii 1980, Chapters 3-4; Ethier and Kurtz 1986). Concerning uniqueness, at least two types of uniqueness criteria are available: uniform ellipticity conditions for diffusions with smooth and bounded coefficients (Has'minskii 1980; Ethier and Kurtz 1986; see also Karatzas and Shreve 1988, Theorem 5.15 and Exercise 5.40, for onedimensional diffusions); and asymptotic flatness (Basak and Bhattacharya 1992).

### 2.2. Steps and weights

In this subsection, we will specify the step-weight assumptions of Theorem 3 when $\eta=\gamma$ and when $\eta \neq \gamma$ for two natural parametrized families of steps and weights: polynomial steps and weights on the one hand, and log-polynomial steps and polynomial weights on the other hand.

The case $\eta=\gamma$. The step-weight condition (10) is equivalent to

$$
\sum_{n \geqslant 1}\left(\frac{\gamma_{n}}{\Gamma_{n}^{2}}\right)^{(1+\rho) / 2}<+\infty
$$

The condition $\sum_{n \geqslant 1} \eta_{n} \gamma_{n} / \Gamma_{n}<+\infty$ becomes $\sum_{n \geqslant 1} \gamma_{n}^{2} / \Gamma_{n}<+\infty$.
For polynomial steps $\gamma_{n}:=n^{-\alpha}$, these conditions become:

$$
\begin{gathered}
\sum_{n \geqslant 1}\left(\frac{\gamma_{n}}{\Gamma_{n}^{2}}\right)^{(1+\rho) / 2}<+\infty \Leftrightarrow\left(0<\alpha<\frac{2 \rho}{1+\rho} \text { or } \alpha=\rho=1\right), \\
\sum_{n \geqslant 1} \frac{\gamma_{n}^{2}}{\Gamma_{n}}<+\infty \Leftrightarrow 0<\alpha \leqslant 1
\end{gathered}
$$

For log-polynomial steps $\gamma_{n}:=(\ln n)^{-\alpha}$, we obtain:

$$
\begin{gathered}
\sum_{n \geqslant 1}\left(\frac{\gamma_{n}}{\Gamma_{n}^{2}}\right)^{(1+\rho) / 2}<+\infty \Leftrightarrow \alpha>0 \\
\sum_{n \geqslant 1} \frac{\gamma_{n}^{2}}{\Gamma_{n}}<+\infty \Leftrightarrow \alpha>1
\end{gathered}
$$

The case $\eta \neq \gamma$. For polynomial steps and weights, set $\gamma_{n}:=n^{-\alpha}, 0<\alpha \leqslant 1, \eta_{n}:=n^{-\beta}$, $\beta \leqslant 1$. The assumptions of Theorem 3 are fulfilled if and only if

$$
(\alpha, \beta) \in\left(0, \frac{2 \rho}{1+\rho}\right) \times(-\infty, 1] \cup\left\{\left(\frac{2 \rho}{1+\rho}, 1\right)\right\}
$$

For log-polynomial steps and polynomial weights, set $\gamma_{n}:=(\ln n)^{-\alpha}, \eta_{n}:=n^{-\beta}$, with $\alpha, \beta>0$. Assumption (10) is then satisfied for all values of $\alpha$ and $\beta$ and $\sum_{n \geqslant 1} \eta_{n} \gamma_{n} / \Gamma_{n}<+\infty$ holds if and only if $\beta=1$ or $(\alpha, \beta) \in(1,+\infty) \times(0,1)$.

## 3. Almost sure tightness of the weighted empirical measures

This section is devoted to the tightness of the random empirical measures $\left(v_{n}^{\eta}(\omega, \mathrm{d} x)\right)_{n \in \mathbb{N}^{*}}$. More precisely, we obtain the almost sure boundedness of the empirical moments of $V$ according to the integrability properties of the noise.
The key inequality is (16), which is a variant of results recently obtained in the field of stochastic approximation (see Pelletier 1999; Basak et al. 1997). When $p=1$ it is the
discrete-time version of the decay assumption $A V \leqslant \beta-\alpha V$ which appears in the diffusion setting.

Theorem 4. Let $p \in[1,+\infty)$. Assume $\left(\mathcal{L}_{V, p}\right)$ and $\mathbb{E}\left|U_{1}\right|^{2 p}<+\infty$. If there exists $\rho \in(0,1]$ such that

$$
\begin{equation*}
\sum_{n \geqslant 1} \frac{1}{H_{n}}\left(\Delta \frac{\eta_{n}}{\gamma_{n}}\right)_{+}<+\infty \quad \text { and } \quad \sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \sqrt{\gamma_{n}}}\right)^{1+\rho}<+\infty \tag{14}
\end{equation*}
$$

then

$$
\mathbb{P}(\mathrm{d} \omega) \text {-a.s. } \quad \sup _{n \in \mathbb{N}^{*}} v_{n}^{\eta}\left(\omega, V^{p /(1+\rho)}\right)<+\infty
$$

Lemma 2. (a) If ( $\mathcal{L}_{V, 1}$ ) (i)-(ii) hold, then, for every $a \geqslant \frac{1}{2}$,

$$
\begin{equation*}
\left|V^{a}\left(X_{n+1}\right)-V^{a}\left(X_{n}\right)\right| \leqslant c_{a} \sqrt{\gamma_{n+1}} V^{a}\left(X_{n}\right)\left(1+\left|U_{n+1}\right|^{2 a}\right) \tag{15}
\end{equation*}
$$

(b) If, for some real number $p \geqslant 1$, we have $\left(\mathcal{L}_{V, p}\right)$ and $\mathbb{E}\left|U_{1}\right|^{2 p}<+\infty$, then there exist real numbers $\tilde{\alpha}>0$ and $\tilde{\beta}$ and $n_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\forall n \geqslant n_{0}, \quad \mathbb{E}\left(V^{p}\left(X_{n+1}\right) / \mathcal{F}_{n}\right) \leqslant V^{p}\left(X_{n}\right)+\gamma_{n+1} V^{p-1}\left(X_{n}\right)\left(\tilde{\beta}-\tilde{\alpha} V\left(X_{n}\right)\right) \tag{16}
\end{equation*}
$$

and, furthermore,

$$
\sup _{n \in \mathbb{N}} \mathbb{E}\left(V^{p}\left(X_{n}\right)\right)<+\infty .
$$

Note that part (b), stated with $p=1$, yields $\sup _{n \in \mathbb{N}} \mathbb{E} V\left(X_{n}\right)<+\infty$.
Proof. (a) It follows from the mean value theorem that

$$
V^{a}\left(X_{n+1}\right)-V^{a}\left(X_{n}\right)=a V^{a-1}\left(\xi_{n+1}\right)\left(\nabla V\left(\xi_{n+1}\right) \mid \Delta X_{n+1}\right)
$$

for some $\xi_{n+1} \in\left(X_{n}, X_{n+1}\right)$ (geometric segment). Hence, using $\left(\mathcal{L}_{V, 1}\right)$ (ii),

$$
\begin{equation*}
\left|V^{a}\left(X_{n+1}\right)-V^{a}\left(X_{n}\right)\right| \leqslant C V^{a-1 / 2}\left(\xi_{n+1}\right)\left|\Delta X_{n+1}\right| \tag{17}
\end{equation*}
$$

Now, $\nabla \sqrt{V}$ being bounded by $\left(\mathcal{L}_{V, 1}\right)$ (ii), $\sqrt{V}$ is Lipschitz. Hence,

$$
\begin{align*}
V^{a-1 / 2}\left(\xi_{n+1}\right) & \leqslant\left(\sqrt{V}\left(X_{n}\right)+[\sqrt{V}]_{1}\left|\Delta X_{n+1}\right|\right)^{2 a-1} \\
& \leqslant 2^{2 a-1}\left(V^{a-1 / 2}\left(X_{n}\right)+[\sqrt{V}]_{1}^{2 a-1}\left|\Delta X_{n+1}\right|^{2 a-1}\right) \tag{18}
\end{align*}
$$

We also have

$$
\begin{align*}
\left|\Delta X_{n+1}\right| & \leqslant \gamma_{n+1}\left|b\left(X_{n}\right)\right|+\sqrt{\gamma_{n+1}}\left\|\sigma\left(X_{n}\right)\right\|\left|U_{n+1}\right| \\
& \leqslant C \sqrt{\gamma_{n+1}} \sqrt{V}\left(X_{n}\right)\left(1+\left|U_{n+1}\right|\right) \tag{19}
\end{align*}
$$

Plugging (18) and (19) into (17) leads to

$$
\left|V^{a}\left(X_{n+1}\right)-V^{a}\left(X_{n}\right)\right| \leqslant c_{a}\left(\sqrt{\gamma_{n+1}} V^{a}\left(X_{n}\right)\left(1+\left|U_{n+1}\right|\right)+V^{a}\left(X_{n}\right) \gamma_{n+1}^{a}\left(1+\left|U_{n+1}\right|\right)^{2 a}\right)
$$

which, noting that $2 a \geqslant 1$, yields the required result.
(b) The Taylor formula applied to $V^{p}$ between $X_{n}$ and $X_{n+1}$ yields

$$
V^{p}\left(X_{n+1}\right)=V^{p}\left(X_{n}\right)+p V^{p-1}\left(X_{n}\right)\left(\nabla V\left(X_{n}\right) \mid \Delta X_{n+1}\right)+\frac{1}{2} D^{2}\left(V^{p}\right)\left(\xi_{n+1}\right) \cdot\left(\Delta X_{n+1}\right)^{\otimes 2}
$$

where $\quad \xi_{n+1} \in\left(X_{n}, X_{n+1}\right)$. Now, starting from $\quad D^{2}\left(V^{p}\right)=p V^{p-1} D^{2} V+p(p-1)$ $\times V^{p-2} \nabla V \nabla V^{*}$, the very definition of $\lambda_{p}$ implies that

$$
D^{2}\left(V^{p}\right)\left(\xi_{n+1}\right) \cdot\left(\Delta X_{n+1}\right)^{\otimes 2} \leqslant 2 p \lambda_{p} V^{p-1}\left(\xi_{n+1}\right)\left|\Delta X_{n+1}\right|^{2}
$$

Hence

$$
\begin{equation*}
V^{p}\left(X_{n+1}\right) \leqslant V^{p}\left(X_{n}\right)+p V^{p-1}\left(X_{n}\right)\left(\nabla V\left(X_{n}\right) \mid \Delta X_{n+1}\right)+p \lambda_{p} V^{p-1}\left(\xi_{n+1}\right)\left|\Delta X_{n+1}\right|^{2} \tag{20}
\end{equation*}
$$

At this stage, one needs to investigate successively the cases $p=1$ and $p>1$. Assume first that $p=1$. It follows from (20) and assumption $\left(\mathcal{L}_{V, 1}\right)$ (iii) that

$$
\begin{align*}
\mathbb{E}\left(V\left(X_{n+1}\right) / \mathcal{F}_{n}\right) & \leqslant V\left(X_{n}\right)+\gamma_{n+1}(\nabla V \mid b)\left(X_{n}\right)+\lambda_{1}\left(\gamma_{n+1}^{2}\left|b\left(X_{n}\right)\right|^{2}+\gamma_{n+1} \operatorname{Tr}\left(\sigma \sigma^{*}\right)\left(X_{n}\right)\right) \\
& \leqslant V\left(X_{n}\right)+\gamma_{n+1}\left[(\nabla V \mid b)\left(X_{n}\right)+\lambda_{1} \operatorname{Tr}\left(\sigma \sigma^{*}\right)\left(X_{n}\right)\right]+\lambda_{1} \gamma_{n+1}^{2}\left|b\left(X_{n}\right)\right|^{2} \\
& \leqslant V\left(X_{n}\right)+\gamma_{n+1}\left(\beta-\alpha V\left(X_{n}\right)\right)+\lambda_{1} c_{V} \gamma_{n+1}^{2} V\left(X_{n}\right) \tag{21}
\end{align*}
$$

Consequently, there exist $\tilde{\alpha}>0$ and $n_{0} \in \mathbb{N}$, such that, for every $n \geqslant n_{0}$,

$$
\mathbb{E}\left(V\left(X_{n+1}\right) / \mathcal{F}_{n}\right) \leqslant V\left(X_{n}\right)\left(1-\tilde{\alpha} \gamma_{n+1}\right)+\beta \gamma_{n+1} \quad \text { and } \quad 1-\tilde{\alpha} \gamma_{n+1}>0
$$

Then, one shows by induction from (21) that $V\left(X_{n}\right) \in L^{1}$ for every $n \in \mathbb{N}$. Taking the expectation leads, for $n \geqslant n_{0}$, to

$$
\mathbb{E}\left(V\left(X_{n+1}\right)\right) \leqslant \mathbb{E}\left(V\left(X_{n}\right)\right)\left(1-\tilde{\alpha} \gamma_{n+1}\right)+\beta \gamma_{n+1}
$$

A simple induction yields

$$
\sup _{n \geqslant n_{0}} \mathbb{E}\left(V\left(X_{n}\right)\right) \leqslant \frac{\beta}{\tilde{\alpha}} \vee \mathbb{E} V\left(X_{n_{0}}\right)
$$

and completes the proof.
Assume now that $p>1$. The function $\sqrt{V}$ is Lipschitz by $\left(\mathcal{L}_{V, p}\right)$ (ii) since $\nabla(\sqrt{V})$ is bounded. Consequently, as $\xi_{n+1} \in\left(X_{n}, X_{n+1}\right)$,

$$
V^{p-1}\left(\xi_{n+1}\right)=\sqrt{V}^{2(p-1)}\left(\xi_{n+1}\right) \leqslant\left(\sqrt{V}\left(X_{n}\right)+[\sqrt{V}]_{1}\left|\Delta X_{n+1}\right|\right)^{2(p-1)}
$$

Then, using the following straightforward inequalities, valid for every $u, v \geqslant 0$,

$$
\begin{aligned}
& \forall \alpha \in[0,1], \quad(u+v)^{\alpha} \leqslant u^{\alpha}+v^{\alpha} \\
& \forall \alpha \geqslant 1, \quad(u+v)^{\alpha} \leqslant u^{\alpha}+\alpha(u+v)^{\alpha-1} v \leqslant u^{\alpha}+\alpha 2^{\alpha-1}\left(u^{\alpha-1} v+v^{\alpha}\right)
\end{aligned}
$$

one derives

$$
\begin{align*}
& V^{p-1}\left(\xi_{n+1}\right) \leqslant \begin{cases}V^{p-1}\left(X_{n}\right)+\left([\sqrt{V}]_{1}\left|\Delta X_{n+1}\right|\right)^{2(p-1)} & \text { if } 2(p-1) \leqslant 1 \\
V^{p-1}\left(X_{n}\right)+C\left(V^{(2 p-3) / 2}\left(X_{n}\right)\left|\Delta X_{n+1}\right|+\left|\Delta X_{n+1}\right|^{2(p-1)}\right) & \text { if } 2(p-1)>1\end{cases} \\
& V^{p-1}\left(\xi_{n+1}\right)\left|\Delta X_{n+1}\right|^{2} \leqslant V^{p-1}\left(X_{n}\right)\left|\Delta X_{n+1}\right|^{2}+C\left|\Delta X_{n+1}\right|^{2 p \wedge 3} \\
& \quad \times \begin{cases}1 & \text { if } 2 p \leqslant 3 \\
\left(V^{(2 p-3) / 2}\left(X_{n}\right)+\left|\Delta X_{n+1}\right|^{2 p-3}\right) & \text { if } 2 p>3\end{cases} \tag{22}
\end{align*}
$$

Combining inequality (22) with (19) leads to the following upper bound (using $v_{*}:=\min V>0$ for the case $2 p>3$ ):

$$
\begin{equation*}
V^{p-1}\left(\xi_{n+1}\right)\left|\Delta X_{n+1}\right|^{2} \leqslant V^{p-1}\left(X_{n}\right)\left|\Delta X_{n+1}\right|^{2}+C \gamma_{n+1}^{p \wedge 3 / 2} V^{p}\left(X_{n}\right)\left(1+\left|U_{n+1}\right|^{2 p}\right) \tag{23}
\end{equation*}
$$

By plugging (23) into (20), one obtains

$$
\begin{align*}
\mathbb{E}\left(V^{p}\left(X_{n+1}\right) / \mathcal{F}_{n}\right) \leqslant & V^{p}\left(X_{n}\right)+p V^{p-1}\left(X_{n}\right) \gamma_{n+1}\left(\left(\nabla V\left(X_{n}\right) \mid b\left(X_{n}\right)\right)+\lambda_{p} \operatorname{Tr}\left(\sigma \sigma^{*}\left(X_{n}\right)\right)\right) \\
& +p \lambda_{p} V^{p-1}\left(X_{n}\right) \gamma_{n+1}^{2}\left|b\left(X_{n}\right)\right|^{2}+C \gamma_{n+1}^{p \wedge 3 / 2} V^{p}\left(X_{n}\right) \\
\leqslant & V^{p}\left(X_{n}\right)+p V^{p-1}\left(X_{n}\right) \gamma_{n+1}\left(\beta-\alpha V\left(X_{n}\right)\right)+C V^{p}\left(X_{n}\right)\left(\gamma_{n+1}^{2}+\gamma_{n+1}^{p \wedge 3 / 2}\right) . \tag{24}
\end{align*}
$$

As $\gamma_{n}^{p \wedge 3 / 2}=o\left(\gamma_{n}\right)$, there exist $\tilde{\alpha}>0, \tilde{\beta}>0$ and some $n_{0} \in \mathbb{N}$ such that, for every $n \geqslant n_{0}$,

$$
\mathbb{E}\left(V^{p}\left(X_{n+1}\right) / \mathcal{F}_{n}\right) \leqslant V^{p}\left(X_{n}\right)+\gamma_{n+1} V^{p-1}\left(X_{n}\right)\left(\tilde{\beta}-\tilde{\alpha} V\left(X_{n}\right)\right)
$$

The boundedness of the sequence $\left(\mathbb{E} V^{p}\left(X_{n}\right)\right)_{n \in \mathbb{N}}$ follows as in the case $p=1$.
Lemma 3. Let $W: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$be a non-negative Borel function.
(a) If $\sup _{n \in \mathbb{N}} \mathbb{E} W\left(X_{n}\right)<+\infty$ and $\sum_{n \geqslant 1}\left(1 / H_{n}\right)\left(\Delta\left(\eta_{n} / \gamma_{n}\right)\right)_{+}<+\infty$, then

$$
\varlimsup_{n}-\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \Delta W\left(X_{k}\right) \leqslant 0 \text { a.s. }
$$

(b) If $W$ is bounded and $\lim _{n}\left(1 / H_{n}\right) \sum_{k=1}^{n}\left|\Delta\left(\eta_{k} / \gamma_{k}\right)\right|=0$, then

$$
\lim _{n}-\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \Delta W\left(X_{k}\right)=0 \text { a.s. }
$$

Proof. (a) Setting, without loss of generality, $\eta_{0} / \gamma_{0}:=0$, one obtains

$$
\begin{align*}
-\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \Delta W\left(X_{k}\right) & =-\frac{\eta_{n}}{H_{n} \gamma_{n}} W\left(X_{n}\right)+\frac{1}{H_{n}} \sum_{k=1}^{n} \Delta\left(\frac{\eta_{k}}{\gamma_{k}}\right) W\left(X_{k-1}\right)  \tag{25}\\
& \leqslant \frac{1}{H_{n}} \sum_{k=1}^{n}\left(\Delta \frac{\eta_{k}}{\gamma_{k}}\right)_{+} W\left(X_{k-1}\right)
\end{align*}
$$

The series assumption implies that

$$
\sum_{n \geqslant 1} \frac{1}{H_{n}}\left(\Delta \frac{\eta_{n}}{\gamma_{n}}\right)_{+} \mathbb{E} W\left(X_{n-1}\right)<+\infty .
$$

Hence the series

$$
\sum_{n \geqslant 1} \frac{1}{H_{n}}\left(\Delta \frac{\eta_{n}}{\gamma_{n}}\right)_{+} W\left(X_{n-1}\right) \quad \mathbb{P} \text {-a.s. }
$$

converges in $\mathbb{R}^{d}$. The Kronecker lemma completes the proof.
(b) This follows from (25), once it is noticed that $\lim _{n} \eta_{n} /\left(H_{n} \gamma_{n}\right)=0$. This follows from the triangle inequality.

Proof of Theorem 4. From Lemma 2(b), we have, for some $n_{0} \in \mathbb{N}$,

$$
\forall n \geqslant n_{0}, \quad \mathbb{E}\left(V^{p}\left(X_{n+1}\right) / \mathcal{F}_{n}\right) \leqslant V^{p}\left(X_{n}\right)+\gamma_{n+1} V^{p-1}\left(X_{n}\right)\left(\tilde{\beta}-\tilde{\alpha} V\left(X_{n}\right)\right),
$$

or, equivalently,

$$
\mathbb{E}\left(\frac{V^{p}\left(X_{n+1}\right)}{V^{p}\left(X_{n}\right)} / \mathcal{F}_{n}\right) \leqslant 1+\gamma_{n+1} \frac{\tilde{\beta}-\tilde{\alpha} V\left(X_{n}\right)}{V\left(X_{n}\right)} .
$$

Now set $p^{\prime}:=p /(1+\rho)$. For $n \geqslant n_{0}$, we have, using Jensen's inequality and the concavity of $x \mapsto x^{1 /(1+\rho)}$,

$$
\begin{aligned}
\mathbb{E}\left(\frac{V^{p^{\prime}}\left(X_{n+1}\right)}{V^{p^{\prime}}\left(X_{n}\right)} / \mathcal{F}_{n}\right) & \leqslant\left(1+\gamma_{n+1} \frac{\tilde{\beta}-\tilde{\alpha} V\left(X_{n}\right)}{V\left(X_{n}\right)}\right)^{1 /(1+\rho)} \\
& \leqslant 1+\frac{\gamma_{n+1}}{1+\rho} \frac{\tilde{\beta}-\tilde{\alpha} V\left(X_{n}\right)}{V\left(X_{n}\right)}
\end{aligned}
$$

The last inequality can be rewritten as follows:

$$
\mathbb{E}\left(V^{p^{\prime}}\left(X_{n+1}\right) / \mathcal{F}_{n}\right) \leqslant V^{p^{\prime}}\left(X_{n}\right)+\frac{\gamma_{n+1}}{1+\rho} V^{p^{\prime}-1}\left(X_{n}\right)\left(\tilde{\beta}-\tilde{\alpha} V\left(X_{n}\right)\right) .
$$

Using the fact that, for any $\varepsilon>0, V^{p^{\prime}-1} \leqslant C_{\varepsilon}+\varepsilon V^{p^{\prime}}$ for some constant $C_{\varepsilon}$, we obtain, for some $\hat{\alpha}>0$ and some $\hat{\beta}$,

$$
\mathbb{E}\left(V^{p^{\prime}}\left(X_{n+1}\right) / \mathcal{F}_{n}\right) \leqslant V^{p^{\prime}}\left(X_{n}\right)+\gamma_{n+1}\left(\hat{\beta}-\hat{\alpha} V^{p^{\prime}}\left(X_{n}\right)\right)
$$

or, equivalently,

$$
\forall n \geqslant n_{0}, \quad V^{p^{\prime}}\left(X_{n}\right) \leqslant \frac{V^{p^{\prime}}\left(X_{n}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{n+1}\right) / \mathcal{F}_{n}\right)}{\gamma_{n+1} \hat{\alpha}}+\frac{\hat{\beta}}{\hat{\alpha}} .
$$

Consequently, the almost sure finiteness of $\sup _{n \in \mathbb{N}^{*}} \nu_{n}^{\eta}\left(\omega, V^{p^{\prime}}\right)$ amounts to showing that, P-a.s.,

$$
\sup _{n} \frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}}\left(V^{p^{\prime}}\left(X_{k-1}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right)<+\infty .
$$

Now

$$
\begin{aligned}
& \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}}\left(V^{p^{\prime}}\left(X_{k-1}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right) \\
&=-\sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \Delta V^{p^{\prime}}\left(X_{k}\right)+\sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}}\left(V^{p^{\prime}}\left(X_{k}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right)
\end{aligned}
$$

On the one hand, Lemma 3(a) applied to $W:=V^{p^{\prime}}$ implies that

$$
\overline{\varlimsup_{n}}-\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \Delta V^{p^{\prime}}\left(X_{k}\right) \leqslant 0
$$

On the other hand, the Kronecker lemma shows that the conclusion will follow from the almost sure convergence of the martingale

$$
M_{n}:=\sum_{k=1}^{n} \frac{\eta_{k}}{H_{k} \gamma_{k}}\left(V^{p^{\prime}}\left(X_{k}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right), \quad n \geqslant 1
$$

( $M_{0}:=0$ ). In turn, this almost sure convergence will follow, using the Chow theorem, from the convergence of the series

$$
\sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \gamma_{n}}\right)^{1+\rho} \mathbb{E}\left|V^{p^{\prime}}\left(X_{n}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{n}\right) / \mathcal{F}_{n-1}\right)\right|^{1+\rho} .
$$

First, observe that

$$
\begin{aligned}
\left\|V^{p^{\prime}}\left(X_{k}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right\|_{1+\rho} \leqslant & \left\|V^{p^{\prime}}\left(X_{k}\right)-V^{p^{\prime}}\left(X_{k-1}\right)\right\|_{1+\rho} \\
& +\left\|V^{p^{\prime}}\left(X_{k-1}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right\|_{1+\rho} \\
\leqslant & \left\|V^{p^{\prime}}\left(X_{k}\right)-V^{p^{\prime}}\left(X_{k-1}\right)\right\|_{1+\rho} \\
& +\left\|\mathbb{E}\left(V^{p^{\prime}}\left(X_{k-1}\right)-V^{p^{\prime}}\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right\|_{1+\rho} \\
\leq & 2\left\|V^{p^{\prime}}\left(X_{k}\right)-V^{p^{\prime}}\left(X_{k-1}\right)\right\|_{1+\rho} .
\end{aligned}
$$

Combining this inequality with Lemma 2(a) yields

$$
\mathbb{E}\left|V^{p^{\prime}}\left(X_{n}\right)-\mathbb{E}\left(V^{p^{\prime}}\left(X_{n}\right) / \mathcal{F}_{n-1}\right)\right|^{1+\rho} \leqslant 2^{1+\rho} C \gamma_{k}^{(1+\rho) / 2} \mathbb{E}\left(V\left(X_{k-1}\right)^{p}\left(1+\left|U_{k}\right|^{2 p}\right)\right) .
$$

Consequently the above convergence holds as a consequence of assumption (14) and $\sup _{n} \mathbb{E} V^{p}\left(X_{n}\right)<+\infty$.

## 4. Identification of the limit

In this section we characterize $-\mathbb{P}(\mathrm{d} \omega)$-a.s. - the weak limiting distributions of the tight sequence $\nu_{n}^{\eta}(\omega, \mathrm{d} x)$. To this end we will essentially establish that any weak limiting distribution $\nu_{\infty}^{\eta}(\omega, \mathrm{d} x)$ satisfies

$$
\begin{equation*}
\forall f \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}\right), \quad v_{\infty}^{\eta}(\omega, A f)=0 \tag{26}
\end{equation*}
$$

where

$$
A(f)(x):=(b \mid \nabla f)(x)+\frac{1}{2} \sum_{i, j=1}^{d}\left(\sigma \sigma^{*}\right)_{i j}(x) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(x)
$$

denotes the infinitesimal generator of the diffusion $\left(Y_{t}\right)_{t \in \mathbb{R}_{+}}$. It will then follow from the Echeverría-Weiss theorem (see below) that $v_{\infty}^{\eta}(\omega, \mathrm{d} x)$ is an invariant distribution of $\left(Y_{t}\right)_{t \in \mathbb{R}_{+}}$. In fact, establishing (26) will even prove the existence of at least one invariant distribution (of course, the assumptions we made are not optimal for that purpose, but we are looking for much more than that).

### 4.1. Some background on the Echeverría-Weiss theorem

The key to the identification of the limit is the Echeverria-Weiss theorem (see Ethier and Kurtz 1986, Chapter 4, Theorem 9.17) for linear operators satisfying a positive maximum principle.

Definition 1. Let $E$ be a locally compact and separable metric space. A linear operator $A$ defined on the subset $\mathcal{D}(A)$ of the set $\mathcal{C}_{0}(E)$ of continuous functions that vanish at infinity satisfies the positive maximum principle if

$$
\forall f \in \mathcal{D}(A), \quad \sup _{x \in E} f(x)=f\left(x_{0}\right) \geqslant 0 \Rightarrow A f\left(x_{0}\right) \leqslant 0
$$

(When $E$ is a compact set, $\mathcal{C}_{0}(E)$ is defined as $\mathcal{C}_{0}(E)=\mathcal{C}(E)$ ).
Theorem 5 (Echeverría-Weiss). Let E be a locally compact Polish space and A a linear operator satisfying the positive maximum principle. Assume that its domain $\mathcal{D}(A)$ is an algebra everywhere dense in $\left(\mathcal{C}_{0}(E),\|\cdot\|_{\infty}\right)$, containing a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ satisfying

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left(\left\|f_{n}\right\|_{\infty}+\left\|A f_{n}\right\|_{\infty}\right)<+\infty, \quad \forall x \in E, \quad f_{n}(x) \rightarrow 1 \quad \text { and } \quad A f_{n}(x) \rightarrow 0 . \tag{27}
\end{equation*}
$$

If a distribution $v$ on $(E, \mathcal{B}(E))$ satisfies $\int_{E} A f \mathrm{~d} v=0$ for every $f \in \mathcal{D}(A)$, then there exists a stationary solution for the martingale problem $(A, v)$ (this means that there exists a stationary continuous-time homogeneous Markov process with infinitesimal generator $A$ and invariant distribution $\nu$ ).

Remark 6. Although assumption (27) is not explicitly stated in Theorem 9.17 of Ethier and Kurtz (1986), it seems to be used implicitly in the proof.

Lemma 4. If the functions $b, \sigma$ and $V$ satisfy $|b|^{2}+\operatorname{Tr}\left(\sigma \sigma^{*}\right)+|\nabla V|^{2} \leqslant c_{V} V$, then the above operator A satisfies the assumptions of the Echeverria-Weiss theorem.

Proof. It is well known that the generator of a diffusion satisfies the positive maximum principle. In order to check (27), observe that the function $V$ satisfies $V(x)=O\left(|x|^{2}\right)$, which in turn implies that $|b(x)| \leqslant C(1+|x|)$ and $\left|\left(\sigma \sigma^{*}\right)_{i j}(x)\right| \leqslant C\left(1+|x|^{2}\right)$. Now one sets $f_{n}(x):=\varphi(x / n)$, where $\varphi$ is $\mathcal{C}^{2}$ with compact support and $\varphi(0)=1$. The fact that $f_{n}(x)$ goes to 1 while $A\left(f_{n}\right)(x)$ goes to zero is straightforward. The uniform boundedness simply follows from the above bounds for $b$ and $\sigma \sigma^{*}$.

### 4.2. The main identification result

In this subsection we need a kind of 'light' Lyapunov assumption on the functions $b$ and $\sigma$, which is that there exists some function $V: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{equation*}
\lim _{|x| \rightarrow+\infty} V(x)=+\infty, \quad|\nabla V|^{2}+|b|^{2}+\operatorname{Tr}\left(\sigma \sigma^{*}\right) \leqslant c V \quad \text { and } \quad \sup _{n \in \mathbb{N}} \mathbb{E} V\left(X_{n}\right)<+\infty . \tag{28}
\end{equation*}
$$

Theorem 6. Assume that $b$ and $\sigma$ are continuous functions. Assume that (28) is fulfilled for some function V. Assume that (3) and (4) hold and that

$$
\begin{equation*}
\lim _{n} \frac{1}{H_{n}} \sum_{k=1}^{n}\left|\Delta \frac{\eta_{k}}{\gamma_{k}}\right|=0 \quad \text { and } \quad \sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \sqrt{\gamma_{n}}}\right)^{2}<+\infty . \tag{29}
\end{equation*}
$$

Let $a \geqslant \frac{1}{2}$. Assume that $\sup _{n} \nu_{n}^{\eta}\left(V^{a}\right)<+\infty \mathbb{P}$-a.s. and $\operatorname{Tr}\left(\sigma \sigma^{*}\right)=o\left(V^{a}\right)$. If $a<1$, assume furthermore that $\sum_{n \geqslant 1} \eta_{n} \gamma_{n} / H_{n}<+\infty$.

Then, $\mathbb{P}(\mathrm{d} \omega)$-a.s., every limiting distribution $v_{\infty}(\omega, \mathrm{d} x)$ of the sequence $\left(\nu_{n}^{\eta}(\omega, \mathrm{d} x)\right)_{n \in \mathbb{N}}$ is an invariant distribution of a (weak) solution of (1).

Note that Theorem 3 follows from Theorems 4 and 6 .
The proof of Theorem 6 relies on the two technical lemmas below.
Lemma 5. If condition (28) is fulfilled and if the step-weight assumptions (3), (4) and (29) hold, then, for every bounded Lipschitz continuous function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$,

$$
\mathbb{P} \text {-a.s. } \quad \lim _{n} \frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \mathbb{E}\left(\Delta f\left(X_{k}\right) / \mathcal{F}_{k-1}\right)=0 .
$$

Proof. The proof is similar to that of Theorem 4. Setting $\eta_{0} / \gamma_{0}:=0$ gives

$$
\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \mathbb{E}\left(\Delta f\left(X_{k}\right) / \mathcal{F}_{k-1}\right)=\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \Delta f\left(X_{k}\right)-\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}}\left(f\left(X_{k}\right)-\mathbb{E}\left(f\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right) .
$$

As $f$ is bounded, Lemma 3(b) implies that, a.s.,

$$
\lim _{n} \frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \Delta f\left(X_{k}\right)=0 .
$$

Then

$$
\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}}\left(f\left(X_{k}\right)-\mathbb{E}\left(f\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right)
$$

will converge to 0 once the martingale

$$
M_{n}^{f}:=\sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k} H_{k}}\left(f\left(X_{k}\right)-\mathbb{E}\left(f\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right)
$$

a.s. converges in $\mathbb{R}$. Now, using assumption (28),

$$
\begin{aligned}
\mathbb{E}\left\langle M^{f}\right\rangle_{\infty} & =\sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \gamma_{n}}\right)^{2}\left\|f\left(X_{k}\right)-\mathbb{E}\left(f\left(X_{k}\right) / \mathcal{F}_{k-1}\right)\right\|_{2}^{2} \leqslant \sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \gamma_{n}}\right)^{2}\left\|f\left(X_{k}\right)-f\left(X_{k-1}\right)\right\|_{2}^{2} \\
& \leqslant[f]_{1}^{2} \sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \gamma_{n}}\right)^{2}\left\|\Delta X_{k}\right\|_{2}^{2} \leqslant C \sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \sqrt{\gamma_{n}}}\right)^{2}<+\infty,
\end{aligned}
$$

where

$$
[f]_{1}:=\sup _{x, y \in \mathbb{R}^{d}, x \neq y} \frac{|f(x)-f(y)|_{F}}{|x-y|} .
$$

Lemma 6. If the assumptions of Theorem 6 hold, then for every twice continuously differentiable function $f$ with compact support,

$$
\lim _{n}\left(\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\gamma_{k}} \mathbb{E}\left(\Delta f\left(X_{k}\right) / \mathcal{F}_{k-1}\right)-v_{n}^{\eta}(A f)\right)=0 \text { a.s. }
$$

Proof. Setting $R_{2}(x, y):=f(y)-f(x)-(\nabla f(x) \mid y-x)-\frac{1}{2} D^{2} f(x) \cdot(y-x)^{\otimes 2}$, one obtains

$$
f\left(X_{k}\right)-f\left(X_{k-1}\right)=\left(\nabla f\left(X_{k-1}\right) \mid \Delta X_{k}\right)+\frac{1}{2} D^{2} f\left(X_{k-1}\right) \Delta X_{k}^{\otimes 2}+R_{2}\left(X_{k-1}, X_{k}\right)
$$

for every $k \in \mathbb{N}^{*}$. Hence, using the fact that $\mathbb{E}\left(U_{k} / \mathcal{F}_{k-1}\right)=0$,

$$
\begin{aligned}
& \mathbb{E}\left(f\left(X_{k}\right)-f\left(X_{k-1}\right) / \mathcal{F}_{k-1}\right)-\gamma_{k} A f\left(X_{k-1}\right) \\
& \quad=\frac{\gamma_{k}^{2}}{2} D^{2} f\left(X_{k-1}\right) \cdot b^{\otimes 2}\left(X_{k-1}\right)+\mathbb{E}\left(R_{2}\left(X_{k-1}, X_{k}\right) / \mathcal{F}_{k-1}\right) \\
& \frac{\eta_{k}}{\gamma_{k}} \mathbb{E}\left(f\left(X_{k}\right)-f\left(X_{k-1}\right) / \mathcal{F}_{k-1}\right)-\eta_{k} A f\left(X_{k-1}\right) \\
& =
\end{aligned}
$$

First, note that

$$
\left|\frac{1}{H_{n}} \sum_{k=1}^{n} \eta_{k} \gamma_{k} D^{2} f\left(X_{k-1}\right) b^{\otimes 2}\left(X_{k-1}\right)\right| \leqslant\left\|D^{2} f . b^{\otimes 2}\right\|_{\infty} \frac{1}{H_{n}} \sum_{k=1}^{n} \eta_{k} \gamma_{k} \xrightarrow{n \rightarrow+\infty} 0
$$

Let us now deal with the conditional expectation involving $R_{2}$. Let, for every $x, y \in \mathbb{R}^{2}$,

$$
r_{2}(x, y):=\frac{1}{2} \sup _{t \in(0,1)}\left\|D^{2} f(x+t(y-x))-D^{2} f(x)\right\|
$$

This defines a bounded continuous function on $\mathbb{R}^{d} \times \mathbb{R}^{d}$, satisfying $r_{2}(x, x)=0$. One may straightforwardly verify that

$$
\left|R_{2}(x, y)\right| \leqslant r_{2}(x, y)|x-y|^{2}
$$

Then, as $\left|\Delta X_{k}\right|^{2} \leqslant 2 \gamma_{k}\left(\gamma_{k}\left|b\left(X_{k-1}\right)\right|^{2}+\left|\sigma\left(X_{k-1}\right) U_{k}\right|^{2}\right)$, one obtains

$$
\begin{aligned}
& \frac{\eta_{k}}{\gamma_{k}}\left|\mathbb{E}\left(R_{2}\left(X_{k-1}, X_{k}\right) / \mathcal{F}_{k-1}\right)\right| \\
& \leqslant 2 \eta_{k} \gamma_{k}\left\|r_{2}\right\|_{\infty}\left|b\left(X_{k-1}\right)\right|^{2}+2 d \eta_{k} \operatorname{Tr}\left(\sigma \sigma^{*}\right)\left(X_{k-1}\right) \mathbb{E}\left(r_{2}\left(X_{k-1}, X_{k}\right)\left|U_{k}\right|^{2} / \mathcal{F}_{k-1}\right) \\
& \leqslant 2 \eta_{k} \gamma_{k}\left\|r_{2}\right\|_{\infty}\left|b\left(X_{k-1}\right)\right|^{2}+2 d \eta_{k}\left(V^{a} \theta\right)\left(X_{k-1}\right) J\left(\gamma_{k}, X_{k-1}\right)
\end{aligned}
$$

where

$$
\operatorname{Tr}\left(\sigma \sigma^{*}\right)(x):=V(x)^{a} \theta(x) \quad \text { with } \lim _{|x| \rightarrow+\infty} \theta(x)=0
$$

and

$$
J(\gamma, x):=\int_{\mathbb{R}^{q}} r_{2}(x, x+\gamma b(x)+\sqrt{\gamma} \sigma(x) u)|u|^{2} \mu(\mathrm{~d} u), \quad \mu:=\mathcal{L}\left(U_{1}\right)
$$

Note that $J$ is still a bounded continuous function, on $\mathbb{R}_{+} \times \mathbb{R}^{d}$, and $J(0, x):=0$.
The term $\left\|r_{2}\right\|_{\infty} \eta_{k} \gamma_{k}\left|b\left(X_{k-1}\right)\right|^{2}$ can be handled as follows. If $a \geqslant 1$, $\mathbb{P}$-a.s.,
$\frac{1}{H_{n}} \sum_{k=1}^{n} \eta_{k} \gamma_{k}\left|b\left(X_{k-1}\right)\right|^{2} \leqslant \frac{C}{H_{n}} \sum_{k=1}^{n} \eta_{k} \gamma_{k} V\left(X_{k-1}\right) \xrightarrow{n \rightarrow+\infty} 0 \quad$ as $\sup _{n} v_{n}^{\eta}(V)<+\infty$ and $\gamma_{n} \rightarrow 0$.
If $a \in\left[\frac{1}{2}, 1\right.$ ), the result follows from the Kronecker lemma and $\sum_{n \geqslant 1} \eta_{n} \gamma_{n} / H_{n}<+\infty$.
Finally, it remains to prove that

$$
\mathbb{P} \text {-a.s. } \lim _{n} \frac{1}{H_{n}} \sum_{k=1}^{n} \eta_{k} J\left(\gamma_{k}, X_{k-1}\right)\left(V^{a} \theta\right)\left(X_{k-1}\right)=0 .
$$

Let $A>0$ be a temporarily fixed real number. The function $J$ is uniformly continuous on the compact set $\left[0,\|\gamma\|_{\infty}\right] \times \bar{B}(0 ; A)$, hence $J\left(\gamma_{k}, X_{k-1}\right) \mathbf{1}_{\left\{\left|X_{k-1}\right| \leqslant A\right\}} \xrightarrow{\text { P-a.s. }} 0$ so that, $V^{a} \theta$ being bounded on $B(0 ; A)$,

$$
\lim _{n} \frac{1}{H_{n}} \sum_{k=1}^{n} \eta_{k} J\left(\gamma_{k}, X_{k-1}\right) \mathbf{1}_{\left\{\left|X_{k-1}\right| \leqslant A\right\}}\left(V^{a} \theta\right)\left(X_{k-1}\right)=0 \quad \mathbb{P} \text {-a.s. }
$$

To complete the proof, let $A \rightarrow+\infty$ in the inequality

$$
\overline{\lim _{n}} \frac{1}{H_{n}} \sum_{k=1}^{n} \eta_{k} J\left(\gamma_{k}, X_{k-1}\right)\left(V^{a} \theta\right)\left(X_{k-1}\right) \mathbf{1}_{\left\{\left|X_{k-1}\right|>A\right\}} \leqslant \sup _{|x|>A}|\theta(x)|\|J\|_{\infty} \sup _{n} v_{n}^{\eta}\left(V^{a}\right) .
$$

Proof of Theorem 6. Combining Lemmas 5 and 6 yields that, if $f$ is $\mathcal{C}^{2}$ with compact support, $\lim _{n} v_{n}^{\eta}(A f)=0$. As $A f$ is bounded and continuous, we obtain that $v_{\infty}^{\eta}(A f)=0$ a.s., and may apply Theorem 5.

## 5. Theoretical application: the almost sure central limit theorem

As far as numerical simulations are concerned, the choice of a Gaussian or a Bernoulli white noise for $\left(U_{n}\right)_{n \in \mathbb{N}^{*}}$ seems more appropriate than a square-integrable sequence of i.i.d. random vectors having no finite higher moments. (In fact the existence of higher moments will be required later in Section 6 to derive some rates of convergence.) However, relaxing the moment conditions to square integrability is of some interest from a theoretical point of view: applied to the Ornstein-Uhlenbeck diffusion process, Theorem 3 yields a natural proof of the almost sure central limit theorem, stated with its minimal moment conditions.

Theorem 7 (Standard almost sure CLT). Let $\left(U_{n}\right)_{n \in \mathbb{N}^{*}}$ be a sequence of i.i.d. squareintegrable random vectors satisfying $\mathbb{E}\left(U_{1}\right)=0$ and $\Sigma_{U_{1}}=I_{d}$. Then

$$
\mathbb{P} \text {-a.s. } \quad \frac{1}{\ln n} \sum_{k=1}^{n} \frac{1}{k} \delta_{\left(U_{1}+\ldots+U_{k}\right) / \sqrt{k}} \stackrel{\left(\mathbb{R}^{d}\right)}{\Longrightarrow} \mathcal{N}\left(0, I_{d}\right) .
$$

The almost sure (or almost everywhere) central limit theorem was first established independently by Brosamler (1988) and Schatte (1988) under slightly more stringent assumptions: $U_{1} \in L^{2+\delta}, \delta>0$, in Brosamler (1988); and $U_{1} \in L^{3}$ in Schatte (1988); see also Fisher (1987). In Brosamler (1988) a functional version of the theorem is proved using Skorokhod embedding. These moment assumptions were relaxed in Lacey and Philip (1990); see also Touati (1995). Recently, this theorem has been generalized in several
directions. We mention the extension of the almost sure CLT to vector-valued martingale increments by Chaâbane (1996) and Chaâbane et al. (1996) or that to converging recursive stochastic algorithms established by Pelletier (1999; 2000).

In another direction, there has been some discussion of the rate of convergence in the almost sure CLT: see Csörgő and Horváth (1992) for a central limit theorem, Heck (1998) for some large-deviation results, and Chaâbane and Maâouia (2000) for a law of the iterated logarithm, among others. In Section 6, we also deal with the rate of convergence of algorithm (2) which, as a by-product, will allow us to recover the central limit theorem for the almost sure central limit theorem.

Actually, we are naturally led, in our framework, to establish an extension of the almost sure CLT that embodies a slightly wider class of weights than $\eta_{n}=1 / n$.

Theorem 8 (Weighted almost sure CLT). Let $\left(U_{n}\right)_{n \in \mathbb{N}^{*}}$ be a sequence of i.i.d. squareintegrable random vectors defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and satisfying $\mathbb{E}\left(U_{1}\right)=0$ and $\Sigma_{U_{1}}=I_{d}$. Let $\left(\eta_{n}\right)_{n \in \mathbb{N}^{*}}$ be a sequence of weights satisfying

$$
\begin{equation*}
\sum_{n \geqslant 1} \frac{\eta_{n}}{n H_{n}}<+\infty, \quad \sum_{n \geqslant 1} \frac{n \eta_{n}}{H_{n}}\left|1-\left(1-\frac{1}{n}\right) \frac{\eta_{n-1}}{\eta_{n}}\right|<+\infty \quad \text { and } \quad \sum_{n \geqslant 1} \frac{n \eta_{n}^{2}}{H_{n}^{2}}<+\infty \tag{30}
\end{equation*}
$$

Then

$$
\mathbb{P} \text {-a.s. } \quad \frac{1}{H_{n}} \sum_{k=1}^{n} \eta_{k} \delta_{\left(U_{1}+\ldots+U_{k}\right) / \sqrt{k}} \stackrel{\left(\mathbb{R}^{d}\right)}{\Longrightarrow} \mathcal{N}\left(0, I_{d}\right) \text {. }
$$

Note that assumption (30) holds for the family of weights

$$
\eta_{n}:=\frac{\ln ^{\beta} n}{n}, \quad \beta \geqslant-1
$$

Remark 7. Assumption (30) is not satisfied by polynomial weights $\eta_{n}:=n^{\beta}$ except for $\beta:=-1$, which is the setting of the standard almost sure CLT.

The starting point of the proof of Theorem 8, as in the original proof of the almost sure CLT, is to write the CLT in a recursive form: set

$$
\begin{aligned}
Z_{0}:=0, & Z_{n}:=\frac{U_{1}+\ldots+U_{n}}{\sqrt{n}} \\
\gamma_{n}:=\frac{1}{n}, & n \geqslant 1
\end{aligned}
$$

One may easily verify that

$$
\begin{equation*}
Z_{n+1}=Z_{n}-\gamma_{n+1} \frac{Z_{n}}{2}+\sqrt{\gamma_{n+1}} U_{n+1}+R_{n+1}, \quad \text { where } R_{n+1}:=O\left(\frac{1}{n^{2}}\right) Z_{n} \tag{31}
\end{equation*}
$$

This procedure appears as a perturbation of the general decreasing-step Euler scheme (2) with drift $b(x):=-x / 2$ and diffusion coefficient $\sigma(x):=I_{d}$. This suggests the investigation
of the asymptotic behaviour of the difference $\Delta_{n}$ between this perturbed procedure (31) and the standard algorithm defined by

$$
\forall n \in \mathbb{N}, \quad X_{n+1}=X_{n}-\gamma_{n+1} \frac{X_{n}}{2}+\sqrt{\gamma_{n+1}} U_{n+1}, \quad X_{0}:=0
$$

As $\Delta_{n}:=Z_{n}-X_{n}$, it is straightforward that

$$
\begin{equation*}
\Delta_{n+1}=\left(1-\frac{1}{2(n+1)}\right) \Delta_{n}+R_{n+1}, \quad \Delta_{0}:=0 \tag{32}
\end{equation*}
$$

Lemma 7. The sequence of random variables $\left(\Delta_{n}\right)_{n \in \mathbb{N}}$ defined by (32) $\mathbb{P}$-a.s. converges to 0 . That is,

$$
\begin{aligned}
\left\|\Delta_{n}\right\|_{2} & =O\left(\frac{1}{\sqrt{n}}\right) \\
\mathbb{P} \text {-a.s. } \quad \Delta_{n} & =O\left(\frac{1}{\sqrt{n}}\right)
\end{aligned}
$$

Proof. One shows by induction that, for every $n \in \mathbb{N}, \Delta_{n}=\left(1 / c_{n}\right) \sum_{k=1}^{n} R_{k} c_{k}$, where

$$
c_{n}:=\prod_{k=1}^{n}\left(1-\frac{1}{2 k}\right)^{-1}=\prod_{k=1}^{n} \frac{2 k}{2 k-1} \sim \sqrt{\pi n}
$$

by the Wallis formula. On the other hand,

$$
\left\|R_{n}\right\|_{2}=O\left(\frac{1}{n^{2}}\right)\left\|Z_{n}\right\|_{2} \leqslant O\left(\frac{1}{n^{2}}\right)\left\|Z_{n}\right\|_{2}=O\left(\frac{1}{n^{2}}\right)
$$

so that $\sum_{n \geqslant 1} c_{n}\left\|R_{n}\right\|_{2}<+\infty$. This in turn implies that $\sum_{n \geqslant 1} c_{n}\left\|R_{n}\right\|_{1}<+\infty$ and, consequently, that $\sum_{n \geqslant 1} c_{n} R_{n} \mathbb{P}$-a.s. converges in $\mathbb{R}^{d}$. Hence $\Delta_{n} \sim \lambda / \sqrt{n}$ and $\left\|\Delta_{n}\right\|_{2}=$ $O(1 / \sqrt{n})$.

Proof of Theorem 8. It follows from the above lemma that the $\eta$-empirical random measures related to the sequences $\left(Z_{n}\right)_{n \in \mathbb{N}}$ and $\left(X_{n}\right)_{n \in \mathbb{N}} \mathbb{P}$-a.s. have the same weak limiting distributions. This is obvious once it is noticed that bounded Lipschitz functions characterize weak convergence of probability measures and that

$$
\text { P-a.s. } \quad \lim _{n} \frac{1}{H_{n}} \sum_{k=1}^{n} \eta_{k}\left|Z_{k}-X_{k}\right|=0
$$

Consequently, one may focus on the sequence $\left(X_{n}\right)_{n \in \mathbb{N}^{*}}$. We now apply Theorem 3 with $p=1, b(x):=-x / 2$ and $\sigma:=I_{d}$, so that the diffusion is the Ornstein-Uhlenbeck process $\mathrm{d} Y_{t}=-\frac{1}{2} Y_{t} \mathrm{~d} t+\mathrm{d} W_{t}$ with unique invariant distribution $\mathcal{N}\left(0, I_{d}\right)$. Assumption (28) is clearly satisfied with $V(x):=|x|^{2}+1$.

## 6. Rate(s) of convergence

Throughout this section, we assume that diffusion (1) admits a unique invariant distribution $\nu$. It then follows from Theorem 3 that, under some appropriate step-weight assumptions,

$$
\mathbb{P}(\mathrm{d} \omega) \text {-a.s. } \quad v_{n}^{\eta}(\omega, \mathrm{d} x) \Rightarrow v
$$

The aim of this section is to elucidate the rate of this convergence for a given pair $(\gamma, \eta)$ of acceptable step and weight sequences. This rate will be evaluated along some smooth 'test functions'

$$
f=A \varphi+C, \text { with } \varphi \text { at least twice differentiable and } C \text { a real constant. }
$$

In fact $\int A \varphi \mathrm{~d} v$ is always 0 and one may assume without loss of generality that $C=0$. We are looking for some weak rate, i.e. a sequence $\rho_{n} \rightarrow \infty$, depending only on $\gamma$ and $\eta$, such that $\rho_{n} v_{n}^{\eta}(f)$ converges weakly towards a distribution depending on $f$ (and the parameters $b, \sigma$ of the diffusion). Then, we will be able to recommend some sequences $\gamma$ and $\eta$ that maximize the rate of convergence $\rho_{n}$ for practical use.

A large part of what follows is carried out in the special case $\eta=\gamma$. A posteriori, this apparently restricted setting embodies the best possible rates of convergence when this rate $\rho_{n}$ is associated with a regular CLT (see below). When it is not, the (slight) improvement induced by the choice of weights $\eta \neq \gamma$ will be clarified.

Our main results in this section are Theorems 9 and 10. In Theorem 9, we fully describe the global structure of the rates of convergence as a function of the step sequence $\gamma$ : a 'reachable' rate of convergence $\rho_{n}$ can usually be achieved either with 'fast-decreasing steps' $\gamma_{n}$, leading to a regular CLT in which $\rho_{n} \nu_{n}^{\gamma}(\omega, f)$ converges weakly towards a centred Gaussian measure, or with 'slowly decreasing steps', leading to a convergence in probability of $\rho_{n} v_{n}^{\gamma}(\omega, f)$ towards a deterministic real constant $m(f)$.

From a practical point of view, the choice of error type - bias or variance - is left to the user. There is only one exception: when the rate $\rho_{n}$ is maximal, both phenomena get mixed and the rate of convergence holds as a biased $C L T$. This optimal rate is achieved at the boundary between fast and slowly decreasing steps, as expected. See Section 7 for more details.

Finally, we observe that it is in the 'slowly decreasing step' setting, when the rate of convergence holds in probability, that choosing some 'heavy' weights $\eta_{n}$ different from the step $\gamma_{n}$ can slightly increase the speed (only in terms of constant).

Theorem 9 describes what happens in the general setting: as little as possible is assumed about the white noise $U_{n}$. For practical simulations, the choice of the noise is left to the user and, among all possible choices, a noise with vanishing third moment such as Gaussian or Bernoulli seems quite appropriate. Now one can easily verify that the limiting parameter $m(f)$ in the above convergence in probability is zero when $U_{1}$ has null third moment. So in that case, the rate in probability provided by Theorem 9 is not the real one. The aim of Theorem 10 is to elucidate how the rate structure is modified in that case. It turns out that a regular CLT determines the global rate of convergence for a wider family of steps so that the optimal rate can be substantially improved. More precisely, for polynomial steps, the optimal rates are the following, according to the value of $\mathbb{E}\left(U_{1}^{\otimes 3}\right)$ : if $\mathbb{E}\left(U_{1}^{\otimes 3}\right) \neq 0$, then
$\eta_{n}=\gamma_{n}=n^{-1 / 2}$, which yields a (biased) CLT with a rate $\sqrt{\Gamma_{n}}$ proportional to $n^{1 / 4}$; if $\mathbb{E}\left(U_{1}^{\otimes 3}\right)=0$, then $\eta_{n}=\gamma_{n}=n^{-1 / 3}$, which yields a (biased) CLT with a rate $\sqrt{\Gamma_{n}}$ proportional to $n^{1 / 3}$.

In the special case where $f:=b$ (drift), these rates can be substantially improved by using some log-polynomial steps $\gamma_{n}:=\ln ^{-\alpha} n, \alpha>0$ (if $U_{1} \in L^{2 p}, p>1$ ) or $\alpha>1$ (if $\left.U_{1} \in L^{2}\right)$ : for such steps a CLT holds at a $\sqrt{\left(n / \ln ^{\alpha} n\right)}$ rate. These results have been confirmed by numerical experiments; see Bignone (1999) and Section 7. On the way, we retrieve as a by-product the CLT for the almost sure CLT (Section 6.2.2).

The main tool for this study will be the CLT for arrays of martingale increments (see Hall and Heyde 1980). This is the key to the proof of the technical Proposition 2 below. Henceforth, the distribution of $U_{1}$ will be denoted by $\mu$.

### 6.1. Optimal choice of the weights in the CLT

In this subsection, we show why the optimal choice for the weight is always $\eta=\gamma$ so long as the final rate of convergence holds as a CLT. This is based on a very general CLT result obtained for the drift $b=A\left(I_{d}\right)$ of the diffusion which is, in some sense, the simplest nonconstant 'test function'.

Summing up the original definition of the algorithm successively leads to

$$
\begin{equation*}
X_{n}-X_{0}=\sum_{k=1}^{n} \gamma_{k} b\left(X_{k-1}\right)+\sum_{k=1}^{n} \sqrt{\gamma_{k}} \sigma\left(X_{k-1}\right) U_{k} . \tag{33}
\end{equation*}
$$

Hence

$$
\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k} b\left(X_{k-1}\right)=\frac{X_{n}-X_{0}}{\sqrt{\Gamma_{n}}}-\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \sqrt{\gamma_{k}} \sigma\left(X_{k-1}\right) U_{k},
$$

i.e.

$$
\begin{equation*}
\sqrt{\Gamma_{n}} v_{n}^{\gamma}(b)=\frac{X_{n}-X_{0}}{\sqrt{\Gamma_{n}}}-\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \sqrt{\gamma_{k}} \sigma\left(X_{k-1}\right) U_{k} . \tag{34}
\end{equation*}
$$

Proposition 1. Let $p \in[1,+\infty)$. Assume $\left(\mathcal{L}_{V, p}\right)$ and $\mathbb{E}\left|U_{1}\right|^{2 p}<+\infty$. Assume that $\gamma_{n}$ satisfies (3) and that $\sigma \sigma^{*}=o\left(V^{p / 2}\right)$. Then

$$
\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k} b\left(X_{k-1}\right)=\sqrt{\Gamma_{n}} v_{n}^{\gamma}(b) \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}} \sigma \sigma^{*} \mathrm{~d} v\right)
$$

Proof. We rely on (34). Since $\lim _{|x| \rightarrow+\infty} V(x)=+\infty$ and $\sup _{n \in \mathbb{N}^{*}} \mathbb{E} V\left(X_{n}\right)<+\infty,\left(X_{n}\right)_{n \in \mathbb{N}}$ is tight; then $\left(X_{n}-X_{0}\right) / \sqrt{\Gamma_{n}} \xrightarrow{\mathbb{P}} 0$. On the other hand, we derive from Theorem 3 (with $\eta=\gamma$ and $\rho=1$ ) that $\sup _{n \in \mathbb{N}} \nu_{n}^{\gamma}\left(V^{p / 2}\right)<+\infty$ a.s. It then follows from Proposition 2 below (with $\left.W=V^{p / 2}\right)$ that $\left(1 / \sqrt{\Gamma_{n}}\right) \sum_{k=1}^{n} \sqrt{\gamma_{k}} \sigma\left(X_{k-1}\right) U_{k} \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}} \sigma \sigma^{*} \mathrm{~d} v\right)$.

Remark 8. The remarkable feature of this CLT for the drift is that it holds with no extra
assumptions. This will not be the case for more general functions, but it will help us optimize the choice of the weights.

We now comment on the rate of convergence. Since there is no additional constraint on the step to obtain this CLT for the drift, one derives that the step sequence $\gamma_{n}:=1 / \ln ^{\alpha} n$, $\alpha>0$, yields a rate $\sqrt{\Gamma_{n}} \sim \sqrt{n / \ln ^{\alpha} n}$ which asymptotically gets close to $\sqrt{n}$ when $\alpha \rightarrow 0$.

On the other hand, starting from (33), one may also introduce the general weights $\eta_{n}$. A little algebra yields, still using the usual convention $\eta_{0} / \gamma_{0}:=0$,

$$
\begin{equation*}
\nu_{n}^{\eta}(b)=\frac{\eta_{n}}{\gamma_{n} H_{n}} X_{n}-\frac{1}{H_{n}} \sum_{k=1}^{n} \Delta\left(\frac{\eta_{k}}{\gamma_{k}}\right) X_{k-1}-\frac{1}{H_{n}} \sum_{k=1}^{n} \frac{\eta_{k}}{\sqrt{\gamma_{k}}} \sigma\left(X_{k-1}\right) U_{k} . \tag{35}
\end{equation*}
$$

If the auxiliary weight sequence $\tilde{\eta}_{n}:=\eta_{n}^{2} / \gamma_{n}$ and the step sequence $\gamma_{n}$ satisfy the 'stepweight' assumptions of Theorem 3, then one shows that

$$
\frac{1}{\left(\sum_{k=1}^{n} \eta_{k}^{2} / \gamma_{k}\right)^{1 / 2}} \sum_{k=1}^{n} \frac{\eta_{k}}{\sqrt{\gamma_{k}}} \sigma\left(X_{k-1}\right) U_{k}
$$

converges in distribution to $\mathcal{N}\left(0, \int \sigma \sigma^{*} \mathrm{~d} \nu\right)$. Now, with obvious notation,

$$
\begin{equation*}
\frac{H_{n}}{\sqrt{\tilde{H}_{n}}} \nu_{n}^{\eta}(b)=\frac{\eta_{n}}{\gamma_{n} \sqrt{\tilde{H}_{n}}} X_{n}-\frac{1}{\sqrt{\tilde{H}}} \sum_{k=1}^{n} \Delta\left(\frac{\eta_{k}}{\gamma_{k}}\right) X_{k-1}-\frac{1}{\sqrt{\tilde{H}_{n}}} \sum_{k=1}^{n} \frac{\eta_{k}}{\sqrt{\gamma_{k}}} \sigma\left(X_{k-1}\right) U_{k} . \tag{36}
\end{equation*}
$$

Assumptions that would enable the convergence to 0 of the first two terms of the right-hand side of the equality are easy to state using the Kronecker lemma, but a little difficult to handle from a practical point of view. Thus, they hold if $X_{n}$ is $L^{1}$-bounded (e.g. if $\left.\underline{\lim }_{x \rightarrow \infty} V(x) /|x|>0\right)$ and $\left.\gamma_{n}=n^{-\alpha}, 0<\alpha<1, \eta_{n}=n^{\beta}, \beta \geqslant-1\right)$. When they do hold, one has

$$
\frac{H_{n}}{\sqrt{\tilde{H}_{n}}} v_{n}^{\eta}(b) \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int \sigma \sigma^{*} \mathrm{~d} v\right) .
$$

The rate of convergence of the random integrals $\nu_{n}^{\eta}(b)$ is then $H_{n} / \sqrt{\tilde{H}_{n}}$.
Now the Cauchy-Schwarz inequality shows that

$$
\begin{aligned}
H_{n}=\sum_{k=1}^{n} \frac{\eta_{k}}{\sqrt{\gamma_{k}}} \sqrt{\gamma_{k}} & \leqslant\left(\sum_{k=1}^{n} \frac{\eta_{k}^{2}}{\gamma_{k}}\right)^{1 / 2}\left(\sum_{k=1}^{n} \gamma_{k}\right)^{1 / 2}, \\
\frac{H_{n}}{\sqrt{\tilde{H}_{n}}} & \leqslant \sqrt{\Gamma_{n}}
\end{aligned}
$$

This shows that the fastest convergence in the CLT for the drift $b$ holds for $\eta=\gamma$.
In fact, the same phenomenon occurs for the more general test functions $f=A \varphi$ investigated below: a similar martingale increment term, namely $\varphi^{\prime}\left(X_{k-1}\right) \sigma\left(X_{k-1}\right) U_{k}$, appears (it is called $N_{n}$; see Lemma 8 and Proposition 2). When this term does determine the global rate of convergence of $v_{n}^{\eta}(f)$, this rate holds as a CLT. It is optimal when $\eta=\gamma$ as well, because the same reasoning as in (36) can be used. So, for this reason and for the
sake of simplicity, we will focus on the case $\eta=\gamma$. When the term $\varphi^{\prime}\left(X_{k-1}\right) \sigma\left(X_{k-1}\right) U_{k}$ no longer determines the global rate of convergence (this occurs for 'slowly decreasing steps'), setting the weights $\eta_{n}$ equal to the steps $\gamma_{n}$ is no longer optimal: some limited improvement can be obtained by considering very heavy weights (see Section 6.3.1 for some results and comments).

### 6.2. Rate of convergence for functions $f=A \varphi$

### 6.2.1. General result

In this section, we will provide a $\operatorname{CLT}$ for $\nu_{n}^{\gamma}(A \varphi)$ when $\varphi$ is (at least) twice differentiable with bounded derivatives. The results below are more restrictive concerning the step assumptions than that obtained for the drift $b=A\left(I_{d}\right)$. There is no conflict between these results since Theorem 9 below determines the rate of convergence of $A(\varphi)$ for functions $\varphi$ with Hessian not identically zero.

Throughout this section, we will use a new notation for partial sums of powers of the step: for every $\alpha>0$, set $\Gamma_{n}^{(\alpha)}:=\gamma_{1}^{\alpha}+\ldots+\gamma_{n}^{\alpha}$.

We will make extensive use of the following proposition which is a consequence of the CLT for martingale increments.

Proposition 2. Assume $\nu_{n}^{\gamma} \xrightarrow{\mathcal{L}} v$ and $\sup _{n \in \mathbb{N}} \nu_{n}^{\gamma}(W)<+\infty$ a.s., where $W$ is a positive continuous function on $\mathbb{R}^{d}$. Then, for any continuous vector field, $\zeta: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, satisfying $\lim _{|x| \rightarrow+\infty}|\zeta(x)|^{2} / W(x)=0$,

$$
\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \sqrt{\gamma_{k}}\left(\zeta\left(X_{k-1}\right) \mid U_{k}\right) \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}}|\zeta|^{2} \mathrm{~d} v\right)
$$

Proof. For every $n \in \mathbb{N}^{*}$ and every positive integer $k, k \leqslant n$, let $\xi_{k}^{(n)}:=$ $\sqrt{\gamma_{k}}\left(\zeta\left(X_{k-1}\right) \mid U_{k}\right) / \sqrt{\Gamma_{n}}$. We have $\mathbb{E}\left(\xi_{k}^{(n)} \mid \mathcal{F}_{k-1}\right)=0$ and

$$
\sum_{k=1}^{n} \mathbb{E}\left(\left|\xi_{k}^{(n)}\right|^{2} / \mathcal{F}_{k-1}\right)=\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left|\zeta\left(X_{k-1}\right)\right|^{2}=v_{n}^{\gamma}\left(|\zeta|^{2}\right)
$$

Therefore, $\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \mathbb{E}\left(\left|\xi_{k}^{(n)}\right|^{2} / \mathcal{F}_{k-1}\right)=\int|\xi|^{2} \mathrm{~d} v$ a.s.
The lemma will follow from the CLT for arrays of square-integrable martingale increments (see Hall and Heyde 1980) once we have checked the Lindeberg condition. For every $\varepsilon>0$, set

$$
K_{\varepsilon}(x, \Gamma):=\int_{\mathbb{R}^{q}}|u|^{2} \mathbf{1}_{\left\{|(\zeta(x) \mid u)| \geqslant \varepsilon \sqrt{\left.\Gamma /\|\gamma\|_{\infty}\right\}}\right.} \mu(\mathrm{d} u), \quad x \in \mathbb{R}^{d}, \Gamma \geqslant 0
$$

We have $K_{\varepsilon}(x, \Gamma) \leqslant \mathbb{E}\left|U_{1}\right|^{2}$ and, for every positive number $A, \lim _{\Gamma \rightarrow+\infty}$ $\sup _{|x| \leqslant A} K_{\varepsilon}(x, \Gamma)=0$. Now let

$$
R_{n}^{\varepsilon}:=\sum_{k=1}^{n} \mathbb{E}\left(\left|\xi_{k}^{(n)}\right|^{2} \mathbf{1}_{\left\{\left|\xi_{k}^{(n)}\right| \geqslant \varepsilon\right\}} / \mathcal{F}_{k-1}\right)
$$

We have, for every $A>0$,

$$
\begin{aligned}
R_{n}^{\varepsilon} \leqslant & \sum_{k=1}^{n} \frac{\gamma_{k}}{\Gamma_{n}}\left|\zeta\left(X_{k-1}\right)\right|^{2} K_{\varepsilon}\left(X_{k-1}, \Gamma_{n}\right) \\
\leqslant & \frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left|\zeta\left(X_{k-1}\right)\right|^{2} K_{\varepsilon}\left(X_{k-1}, \Gamma_{n}\right) \mathbf{1}_{\left\{\left|X_{k-1}\right| \leqslant A\right\}} \\
& +\frac{1}{\Gamma_{n}} \sum_{k=1}^{n} \gamma_{k}\left|\zeta\left(X_{k-1}\right)\right|^{2} K_{\varepsilon}\left(X_{k-1}, \Gamma_{n}\right) \mathbf{1}_{\left\{\left|X_{k-1}\right|>A\right\}} \\
\leqslant & C \nu_{n}^{\gamma}(W) \sup _{|x| \leqslant A} K_{\varepsilon}\left(x, \Gamma_{n}\right)+\sup _{|x|>A}\left(\frac{|\zeta(x)|^{2}}{W(x)}\right) v_{n}^{\gamma}(W)
\end{aligned}
$$

Letting $A \rightarrow+\infty$ completes the proof.
Theorem 9. Assume that $\left(\mathcal{L}_{V, \infty}\right)$ holds and that the sequence $\left(\gamma_{n}\right)_{n \geqslant 1}$ is non-increasing.
(a) Fast-decreasing step. If $\lim _{n}\left(1 / \sqrt{\Gamma_{n}}\right) \sum_{k=1}^{n} \gamma_{k}^{3 / 2}=0$ and $\mathbb{E}\left|U_{1}\right|^{4}<+\infty$, then, for every $\mathcal{C}^{2}$ function $\varphi$ with $D^{2} \varphi$ bounded and Lipschitz and $\lim _{|x| \rightarrow+\infty}$ $\left|\sigma^{*}(x) \nabla \varphi(x)\right|^{2} / V(x)=0$, the following CLT holds:

$$
\begin{equation*}
\sqrt{\Gamma_{n}} v_{n}^{\gamma}(A \varphi) \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} \mathrm{~d} v\right) \tag{37}
\end{equation*}
$$

(b) Slowly decreasing step. If $\lim _{n}\left(1 / \sqrt{\Gamma_{n}}\right) \sum_{k=1}^{n} \gamma_{k}^{3 / 2}=\tilde{\gamma} \in(0,+\infty]$ and $\mathbb{E}\left|U_{1}\right|^{6}<+\infty$, for every $\mathcal{C}^{3}$ function $\varphi$ with $D^{2} \varphi$ and $D^{3} \varphi$ bounded and Lipschitz and $\sup _{x \in \mathbb{R}^{d}}$ $\left|\sigma^{*}(x) \nabla \varphi(x)\right|^{2} / V(x)<\infty$, we have

$$
\begin{array}{ll}
\sqrt{\Gamma_{n}} \nu_{n}^{\gamma}(A \varphi) \xrightarrow{\mathcal{L}} \mathcal{N}\left(\tilde{\gamma} m, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} \mathrm{~d} v\right) & \text { if } \tilde{\gamma}<\infty \\
\frac{\Gamma_{n}}{\Gamma_{n}^{(3 / 2)}} v_{n}^{\gamma}(A \varphi) \xrightarrow{\mathbb{P}} m & \text { if } \tilde{\gamma}=+\infty \tag{39}
\end{array}
$$

where

$$
m:=-\frac{1}{6} \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{q}} D^{3} \varphi(x) \cdot(\sigma(x) u)^{\otimes 3} \mu(\mathrm{~d} u)\right) v(\mathrm{~d} x)
$$

Remark 9. One may slightly relax the moment assumption in (a) by simply assuming that $U_{1} \in L^{3}$, provided the step assumption is strengthened to $\sum_{n \geqslant 1} \gamma_{n}^{3 / 2} / \sqrt{\Gamma_{n}}<+\infty$. The only noticeable change in the proof below lies in the treatment of $Z_{n}^{(3)}$. Instead of the $L^{2}$ argument given in the case $\mathbb{E}\left|U_{1}\right|^{4}<+\infty$, we use the Chow theorem and Kronecker lemma to show that $Z_{n}^{(3)} / \sqrt{\Gamma_{n}}$ goes to 0 almost surely.

Remark 10. We derive the following results from Theorem 9.

For log-polynomial steps $\gamma_{n}:=\ln ^{-\alpha} n, \alpha>1$, we have

$$
\lim _{n} \frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}=+\infty
$$

However, it is computationally easy to show that this leads to poor rates of convergence.
For polynomial steps $\gamma_{n}:=n^{-\alpha}, 0<\alpha \leqslant 1$, some easy computations lead to

$$
\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2} \rightarrow \begin{cases}0 & \text { if } \alpha \in\left(\frac{1}{2}, 1\right] \\ 2 \sqrt{2} & \text { if } \alpha=\frac{1}{2}, \\ +\infty & \text { if } \alpha \in\left(0, \frac{1}{2}\right) .\end{cases}
$$

For this family of steps, the theorem reads as follows: if $\alpha=1$, a CLT holds at rate $\sqrt{\Gamma_{n}} \sim \sqrt{\ln n}$; if $\alpha \in\left(\frac{1}{2}, 1\right)$, a CLT holds at rate $\sqrt{\Gamma_{n}} \sim n^{(1-\alpha) / 2} / \sqrt{1-\alpha}$; if $\alpha=\frac{1}{2}$, a biased CLT holds, at rate $\sqrt{\Gamma_{n}} \sim \sqrt{2} n^{1 / 4}$; if $\alpha \in\left(0, \frac{1}{2}\right)$, the rate of almost sure convergence is determined by

$$
\frac{\Gamma_{n}}{\Gamma_{n}^{(3 / 2)}} \sim \frac{2-3 \alpha}{2(1-\alpha)} n^{\alpha / 2} .
$$

This makes the best choice of step a little unclear: the optimal rate of convergence $\left(n^{1 / 4}\right)$ is obtained in a situation where there is an unknown bias on the limiting distribution, whereas the range in which a centred CLT holds does not yield the optimal rate.

For the proof of Theorem 9, we first establish the following decomposition of $v_{n}^{\gamma}(A \varphi)$.

Lemma 8. If $\varphi$ is a twice continuously differentiable function on $\mathbb{R}^{d}$, then

$$
\begin{equation*}
\Gamma_{n} v_{n}^{\nu}(A \varphi)=\sum_{k=1}^{n} \gamma_{k} A \varphi\left(X_{k-1}\right)=Z_{n}^{(0)}-\left(N_{n}+Z_{n}^{(1)}+Z_{n}^{(2)}+Z_{n}^{(3)}+Z_{n}^{(4)}\right) \tag{40}
\end{equation*}
$$

with

$$
\begin{aligned}
& Z_{n}^{(0)}:=\varphi\left(X_{n}\right)-\varphi\left(X_{0}\right) \quad \text { and } \quad N_{n}:=\sum_{k=1}^{n} \sqrt{\gamma_{k}}\left(\sigma\left(X_{k-1}\right) U_{k} \mid \nabla \varphi\left(X_{k-1}\right)\right), \\
& Z_{n}^{(1)}:=\frac{1}{2} \sum_{k=1}^{n} \gamma_{k}^{2} D^{2} \varphi\left(X_{k-1}\right) b^{\otimes 2}\left(X_{k-1}\right), \\
& Z_{n}^{(2)}:=\sum_{k=1}^{n} \gamma_{k}^{3 / 2}\left\langle D^{2} \varphi\left(X_{k-1}\right) ; b\left(X_{k-1}\right), \sigma\left(X_{k-1}\right) U_{k}\right\rangle, \\
& Z_{n}^{(3)}:=\frac{1}{2} \sum_{k=1}^{n} \gamma_{k}\left[D^{2} \varphi\left(X_{k-1}\right)\left(\sigma\left(X_{k-1}\right) U_{k}\right)^{\otimes 2}-\mathbb{E}\left(D^{2} \varphi\left(X_{k-1}\right)\left(\sigma\left(X_{k-1}\right) U_{k}\right)^{\otimes 2} / \mathcal{F}_{k-1}\right)\right], \\
& Z_{n}^{(4)}:=\sum_{k=1}^{n} R_{2}\left(X_{k-1}, X_{k}\right),
\end{aligned}
$$

where $R_{2}(x, y)=\varphi(y)-\varphi(x)-(\nabla \varphi(x) \mid y-x)-\frac{1}{2} D^{2} \varphi(x) \cdot(y-x)^{\otimes 2}$.
Proof. We deduce from the definition of the algorithm that

$$
\begin{aligned}
\Delta \varphi\left(X_{k}\right)= & \left(\nabla \varphi\left(X_{k-1}\right) \mid \Delta X_{k}\right)+\frac{1}{2} D^{2} \varphi\left(X_{k-1}\right)\left(\Delta X_{k}\right)^{\otimes 2}+R_{2}\left(X_{k-1}, X_{k}\right) \\
= & \gamma_{k} A \varphi\left(X_{k-1}\right)+\sqrt{\gamma_{k}}\left(\sigma\left(X_{k-1}\right) U_{k} \mid \nabla \varphi\left(X_{k-1}\right)\right) \\
& +\frac{\gamma_{k}^{2}}{2} D^{2} \varphi\left(X_{k-1}\right) b^{\otimes 2}\left(X_{k-1}\right)+\gamma_{k}^{3 / 2}\left\langle D^{2} \varphi\left(X_{k-1}\right) ; b\left(X_{k-1}\right), \sigma\left(X_{k-1}\right) U_{k}\right\rangle \\
& +\frac{\gamma_{k}}{2}\left[D^{2} \varphi\left(X_{k-1}\right)\left(\sigma\left(X_{k-1}\right) U_{k}\right)^{\otimes 2}-\mathbb{E}\left(D^{2} \varphi\left(X_{k-1}\right)\left(\sigma\left(X_{k-1}\right) U_{k}\right)^{\otimes 2} / \mathcal{F}_{k-1}\right)\right] \\
& +R_{2}\left(X_{k-1}, X_{k}\right) .
\end{aligned}
$$

The lemma follows from summing the equality for $k=1, \ldots, n$ and reordering the terms.

The next lemma characterizes the behaviour of $N_{n}$.
Lemma 9. Assume that ( $\mathcal{L}_{V, \infty}$ ) holds and that, for some $p \geqslant 1, \mathbb{E}\left|U_{1}\right|^{2 p}<+\infty$ and $\sum_{n \geqslant 1}\left(\gamma_{n} / \Gamma_{n}^{2}\right)^{(1+\rho) / 2}<+\infty$ for some $\rho \in(0,1]$. If $\varphi \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$ with

$$
\lim _{|x| \rightarrow+\infty} \frac{\left|\sigma^{*}(x) \nabla \varphi(x)\right|^{2}}{V^{p /(1+\rho)}(x)}=0
$$

then

$$
\begin{equation*}
\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \sqrt{\gamma_{k}}\left(\sigma\left(X_{k-1}\right) U_{k} \mid \nabla \varphi\left(X_{k-1}\right)\right) \stackrel{\mathcal{L}}{\rightarrow} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} \mathrm{~d} \nu\right) \tag{41}
\end{equation*}
$$

Proof. We deduce from Theorem 4 that $\sup _{n} \nu_{n}^{\gamma}\left(V^{p /(1+\rho)}\right)<\infty$. We also deduce from Theorem 3 that $\nu_{n}^{\gamma} \xrightarrow{\mathcal{L}} v$ a.s. It remains to apply Proposition 2 with $\zeta(x)=\sigma^{*}(x) \nabla \varphi(x)$ and $W=V^{p /(1+\rho)}$.

For Theorem 9(b) we will need the following lemma.
Lemma 10. Under the assumptions of Theorem 9(b), we have, in the notation of Lemma 8,

$$
\mathbb{P}-\lim _{n \rightarrow \infty} \frac{Z_{n}^{(4)}}{\Gamma_{n}^{(3 / 2)}}=\frac{1}{6} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} D^{3} \varphi(x)(\sigma(x) u)^{\otimes 3} \mu(\mathrm{~d} u) \nu(\mathrm{d} x)
$$

Proof. We have, using Taylor's formula,

$$
R_{2}(x, y)=\frac{1}{6} D^{3} \varphi(x)(y-x)^{\otimes 3}+R_{4}(x, y)
$$

with

$$
\left|R_{4}(x, y)\right| \leqslant \frac{\left[D^{3} \varphi\right]_{1}}{24}|y-x|^{4}
$$

Hence

$$
R_{2}\left(X_{k-1}, X_{k}\right)=\frac{1}{6} D^{3} \varphi\left(X_{k-1}\right) \Delta X_{k}^{\otimes 3}+r_{k}
$$

with

$$
\begin{aligned}
\left|r_{k}\right| & \leqslant \frac{\left[D^{3} \varphi\right]_{1}}{24}\left|\Delta X_{k}\right|^{4} \leqslant C\left(\gamma_{k}^{4}\left|b\left(X_{k-1}\right)\right|^{4}+\gamma_{k}^{2}\left|\sigma\left(X_{k-1}\right) U_{k}\right|^{4}\right) \\
& \leqslant C \gamma_{k}^{2} V^{2}\left(X_{k-1}\right)\left(1+\left|U_{k}\right|^{4}\right)
\end{aligned}
$$

Since $\mathbb{E}\left|U_{1}\right|^{4}<+\infty$, we have, using Lemma 2, $\sup _{n} \mathbb{E} V^{2}\left(X_{n}\right)<\infty$. Therefore, $\mathbb{E} \sum_{k=1}^{n}\left|r_{k}\right| \leqslant C \sum_{k=1}^{n} \gamma_{k}^{2}$. From the assumption $\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \gamma_{k}^{3 / 2} / \sqrt{\Gamma_{n}}=\tilde{\gamma} \in(0,+\infty]$, we deduce that $\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}=+\infty$ and $\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \gamma_{k}^{2} / \Gamma_{n}^{(3 / 2)}=0$. Therefore,

$$
\frac{1}{\Gamma_{n}^{(3 / 2)}} \sum_{k=1}^{n} r_{k} \xrightarrow{\mathbb{P}} 0
$$

We now prove that

$$
\frac{1}{\Gamma_{n}^{(3 / 2)}} \sum_{k=1}^{n} D^{3} \varphi\left(X_{k-1}\right)\left(\Delta X_{k}\right)^{\otimes 3} \xrightarrow{\mathbb{P}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} D^{3} \varphi(x)(\sigma(x) u)^{\otimes 3} \mu(\mathrm{~d} u) \nu(\mathrm{d} x)
$$

We have that $D^{3} \varphi\left(X_{k-1}\right)\left(\Delta X_{k}\right)^{\otimes 3}=\gamma_{k}^{3 / 2} \Theta\left(\gamma_{k}, X_{k-1}, U_{k}\right)$, where

$$
\Theta(\gamma, x, u)=D^{3} \varphi(x)(\sqrt{\gamma} b(x)+\sigma(x) u)^{\otimes 3}
$$

Since $\mathbb{E}\left|U_{1}\right|^{6}<\infty, \sup _{n} \mathbb{E} V^{3}\left(X_{n}\right)<\infty$, so that $\sup _{n} \mathbb{E}\left|\Theta\left(\gamma_{n}, X_{n-1}, U_{n}\right)\right|^{2}<\infty$, and we have (since $\lim _{n \rightarrow \infty} \Gamma_{n}^{(3)} /\left(\Gamma^{(3 / 2)}\right)^{2}=0$ ),

$$
\frac{1}{\Gamma_{n}^{(3 / 2)}} \sum_{k=1}^{n} \gamma_{k}^{3 / 2}\left[\Theta\left(\gamma_{k}, X_{k-1}, U_{k}\right)-\mathbb{E}\left(\Theta\left(\gamma_{k}, X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right)\right] \xrightarrow{L^{2}} 0 .
$$

Observe that $\mathbb{E}\left(\Theta\left(\gamma_{k}, X_{k-1}, U_{k}\right) \mid \mathcal{F}_{k-1}\right)=J\left(X_{k-1}\right)+\sqrt{\gamma_{k}} \varepsilon\left(\gamma_{k}, X_{k-1}\right)$, where $J$ and $\varepsilon$ are given by $J(x):=\int_{\mathbb{R}^{9}} D^{3} \varphi(x)(\sigma(x) u)^{\otimes 3} \mu(\mathrm{~d} u)$ and $\varepsilon(\gamma, x) \leqslant C V^{3 / 2}(x)$.

We now apply Theorem 3 with $p=3, \rho=1$ and $\eta_{k}=\gamma_{k}^{3 / 2}$. Note that the sequence $\eta_{k} / \gamma_{k}=\gamma_{k}^{1 / 2}$ is non-increasing and that

$$
\sum_{n \geqslant 1}\left(\frac{\eta_{n}}{H_{n} \sqrt{\gamma_{n}}}\right)^{2}=\sum_{n \geqslant 1} \frac{\gamma_{n}^{2}}{\left(\Gamma_{n}^{(3 / 2)}\right)^{2}} \leqslant C \sum_{n \geqslant 1} \frac{\gamma_{n}^{3 / 2}}{\left(\Gamma_{n}^{(3 / 2)}\right)^{2}}<+\infty .
$$

Therefore, we can assert that $v_{n}^{\eta} \xrightarrow{\mathcal{L}} v$ a.s. and that $\sup _{n} v_{n}^{\eta}\left(V^{3 / 2}\right)<\infty$ with probability 1 . Since $J=o\left(V^{3 / 2}\right)$, we conclude that $\lim _{n} v_{n}^{\eta}(J)=\int J \mathrm{~d} v$ a.s., and the lemma follows easily.

Proof of Theorem 9. Using the notation of Lemma 8, we first observe that, for any sequence of positive numbers $\left(a_{n}\right)_{n \geqslant 1}$ such that $\lim _{n \rightarrow \infty} a_{n}=+\infty$, we have $Z_{n}^{(0)} / a_{n} \xrightarrow{\mathbb{P}} 0$. Indeed, we know that the sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ is tight (because $\left.\sup _{n} \mathbb{E} V\left(X_{n}\right)<\infty\right)$. Since $\varphi$ is continuous, the sequence $\left(\varphi\left(X_{n}\right)\right)$ is tight as well.

We also derive from the definition of $Z_{n}^{(1)}, Z_{n}^{(2)}$ and $Z_{n}^{(3)}$ the inequalities

$$
\begin{align*}
& \mathbb{E}\left|Z_{n}^{(1)}\right| \leqslant C \sum_{k=1}^{n} \gamma_{k}^{2}\left\|D^{2} \varphi\right\|_{\infty} \mathbb{E} V\left(X_{k-1}\right),  \tag{42}\\
& \mathbb{E}\left|Z_{n}^{(2)}\right|^{2} \leqslant C \sum_{k=1}^{n} \gamma_{k}^{3}\left\|D^{2} \varphi\right\|_{\infty}^{2} \mathbb{E} V^{2}\left(X_{k-1}\right),  \tag{43}\\
& \mathbb{E}\left|Z_{n}^{(3)}\right|^{2} \leqslant C \sum_{k=1}^{n} \gamma_{k}^{2}\left\|D^{2} \varphi\right\|_{\infty}^{2} \mathbb{E}\left[V^{2}\left(X_{k-1}\right)\left(1+\left|U_{k}\right|^{4}\right)\right] . \tag{44}
\end{align*}
$$

(a) Now assume that $\lim _{n \rightarrow \infty}\left(1 / \sqrt{\Gamma_{n}}\right) \sum_{k=1}^{n} \gamma_{k}^{3 / 2}=0$. $L^{\text {We }}$ then have $\lim _{n \rightarrow \infty}$ $\sum_{k=1}^{n} \gamma_{k}^{2} / \sqrt{\Gamma_{n}}=0$, and it follows from (42) that $Z_{n}^{(1)} / \sqrt{\Gamma_{n}} \xrightarrow{L^{1}} 0$. We also deduce from (43) and (44) that $Z_{n}^{(j)} / \sqrt{\Gamma_{n}} \xrightarrow{L^{2}} 0$, for $j=2,3$. Here we use the assumption $\mathbb{E}\left|U_{1}\right|^{4}<\infty$, which, due to Lemma 2, implies $\sup _{n} \mathbb{E} V^{2}\left(X_{n}\right)<\infty$.

We now study $Z_{n}^{(4)}$. Note that, due to our assumptions on $\varphi$,

$$
\left|R_{2}\left(X_{k-1}, X_{k}\right)\right| \leqslant C\left|\Delta X_{k}\right|^{3} \leqslant C \gamma_{k}^{3 / 2} V^{3 / 2}\left(X_{k-1}\right)\left(1+\left|U_{k}\right|^{3}\right) .
$$

Since $\mathbb{E}\left|U_{1}\right|^{3}<\infty$, we have, using Lemma 2, $\sup _{n} \mathbb{E} V^{3 / 2}\left(X_{n}\right)<\infty$. The assumption $\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \gamma_{k}^{3 / 2} / \sqrt{\Gamma_{n}}=0$ now implies that $Z_{n}^{(4)} / \sqrt{\Gamma_{n}} \xrightarrow{L^{1}} 0$.

Finally, we apply Lemma 9 with $p=2$ and $\rho=1$ to obtain

$$
\frac{N_{n}}{\sqrt{\Gamma_{n}}} \stackrel{\mathcal{L}}{\rightarrow} \mathcal{N}\left(0, \int\left|\sigma^{*} \nabla \varphi\right|^{2} \mathrm{~d} v\right),
$$

which completes the proof of part (a).
(b) We now assume that $\left(1 / \sqrt{\Gamma_{n}}\right) \sum_{k=1}^{n} \gamma_{k}^{3 / 2}=\tilde{\gamma} \in(0,+\infty]$. We then have that
$\lim _{n \rightarrow \infty} \Gamma_{n}^{(3 / 2)}=+\infty$. Therefore, $Z_{n}^{(0)} / \Gamma_{n}^{(3 / 2)} \xrightarrow{\mathbb{P}} 0$. It follows from (42) that $Z_{n}^{(1)} / \Gamma_{n}^{(3 / 2)} \xrightarrow{L^{1}} 0$, and from (43) and (44) that $Z_{n}^{(j)} / \Gamma_{n}^{(3 / 2)} \xrightarrow{L^{2}} 0$, for $j=2$, 3. Applying Lemma 9 with $p=3$ and $\rho=1$, we have

$$
\begin{equation*}
\frac{N_{n}}{\sqrt{\Gamma_{n}}} \stackrel{\mathcal{L}}{\longrightarrow} \mathcal{N}\left(0, \int\left|\sigma^{*} \nabla \varphi\right|^{2} \mathrm{~d} v\right) \tag{45}
\end{equation*}
$$

We also know from Lemma 10 that

$$
\begin{equation*}
\frac{Z_{n}^{(4)}}{\Gamma_{n}^{(3 / 2)}} \xrightarrow{\mathbb{P}} \frac{1}{6} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} D^{3} \varphi(x)(\sigma(x) u)^{\otimes 3} \mu(\mathrm{~d} u) v(\mathrm{~d} x)=-m \tag{46}
\end{equation*}
$$

Now, if $\tilde{\gamma}<+\infty$, we have $Z_{n}^{(j)} / \sqrt{\Gamma_{n}} \xrightarrow{\mathbb{P}} 0$, for $j=0,1,2,3$, and

$$
\begin{equation*}
\frac{Z_{n}^{(4)}}{\sqrt{\Gamma_{n}}} \xrightarrow{\mathbb{P}}-\tilde{\gamma} m \tag{47}
\end{equation*}
$$

and (38) follows from (45) and (47).
If $\tilde{\gamma}=+\infty$, we have $Z_{n}^{(j)} / \Gamma_{n}^{(3 / 2)} \xrightarrow{\mathbb{P}} 0$, for $j=0,1,2,3$, and $N_{n} / \Gamma_{n}^{(3 / 2)} \xrightarrow{\mathbb{P}} 0$, and (39) follows from (46). This completes the proof of Theorem 9.

### 6.2.2. An application: a CLT for the (standard) almost sure CLT

The above theorem yields a CLT for the almost sure CLT. It will follow from the fact that the step sequence $\gamma_{n}:=1 / n, n \geqslant 1$, satisfies the step assumption of Theorem 9(a) and as a result the rate is $\sqrt{\ln n}$. The rate of convergence in the standard almost sure CLT has been studied by Csörgő and Horváth (1992) for real-valued i.i.d. random variables. Analogous results have been obtained by Chaâbane (1998) for real-valued martingales and by Maâouia (1998) for additive functionals of Markov processes. Chaâbane and Maâouia (2000) examine the rate of convergence for the so-called strong quadratic law of large numbers in the context of vectorvalued martingales (see Section 6.3.1).

Proposition 3. Denote by $v_{d}$ the standard d-dimensional Gaussian measure. If $U_{1} \in L^{3}$, then, for every function $f \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$, such that $f, D f$ and $D^{2} f$ are bounded and Lipschitz continuous on $\mathbb{R}^{d}$,

$$
\begin{equation*}
\sqrt{\ln n}\left(\frac{1}{\ln n} \sum_{k=1}^{n} \frac{1}{k} f\left(\frac{U_{1}+\ldots+U_{k}}{\sqrt{k}}\right)-\int f(u) v_{d}(\mathrm{~d} u)\right) \stackrel{\mathcal{L}}{\rightarrow} \mathcal{N}\left(0, \sigma_{f}^{2}\right) \tag{48}
\end{equation*}
$$

with $\sigma_{f}^{2}=\int|\nabla g(x)|^{2} v_{d}(\mathrm{~d} x)$, where $g$ satisfies $A g=f$ and $\int_{\mathbb{R}^{d}} g \mathrm{~d} v_{d}=0$, and $A$ is the Ornstein-Uhlenbeck generator $A \varphi:=\frac{1}{2} \Delta \varphi-\frac{1}{2}(x \mid \nabla \varphi)$.

It should be mentioned that the results of Csörgő \& Horváth (1992) for real-valued random variables require less regularity for the function $f$. The proof of this proposition will follow from Theorem 9 and the following lemma.

Lemma 11. Assume $f \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$, with $f$, $D f$ and $D^{2} f$ bounded and Lipschitz continuous on
$\mathbb{R}^{d}$. There exists a function $g \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$, with $D g$ and $D^{2} g$ bounded and Lipschitz continuous, such that $\int_{\mathbb{R}^{d}} g \mathrm{~d} v_{d}=0$ and

$$
f-\int_{\mathbb{R}^{d}} f \mathrm{~d} v_{d}=\frac{1}{2} \Delta g-\frac{1}{2}(x \mid \nabla g)
$$

Proof. We can assume, without loss of generality, that $\int f \mathrm{~d} v_{d}=0$. Let $\left(T_{t}\right)_{t \geqslant 0}$ be the Ornstein-Uhlenbeck semigroup. The infinitesimal generator of $\left(T_{t}\right)_{t \geqslant 0}$ is $A$. We refer to Nualart (1995) for the basic properties of the Ornstein-Uhlenbeck semigroup. Note that our definition of the Ornstein-Uhlenbeck generator differs (by a factor of $\frac{1}{2}$ ) from that used in the context of Malliavin calculus. Denote by $P_{n}$ the orthogonal projection on the $n$th Wiener chaos. We have $P_{0} f=\int_{\mathbb{R}^{d}} f \mathrm{~d} v_{d}=0$ and

$$
T_{t} f=\sum_{n=1}^{\infty} \mathrm{e}^{-n t / 2} P_{n} f, \quad t \geqslant 0 .
$$

It follows that the integral $\int_{0}^{\infty} T_{t} f \mathrm{~d} t$ is convergent in $L^{2}$. Let $g=-\int_{0}^{\infty} T_{t} f \mathrm{~d} t$. The function $g$ may be unbounded but is in $L^{2}\left(v_{d}\right)$. We have

$$
g=\sum_{n=1}^{\infty} \frac{-2}{n} P_{n} f \quad \text { and } \quad A g=f
$$

and it remains to check the regularity properties of $g$. Recall Mehler's formula,

$$
T_{t} f(x)=\int_{\mathbb{R}^{d}} f\left(\mathrm{e}^{-t / 2} x+\sqrt{1-\mathrm{e}^{-t}} y\right) v_{d}(\mathrm{~d} y)
$$

One may easily derive from this formula the commutation relations

$$
\frac{\partial}{\partial x_{i}} T_{t} f=\mathrm{e}^{-t / 2} T_{t}\left(\frac{\partial f}{\partial x_{i}}\right)
$$

Therefore

$$
\frac{\partial g}{\partial x_{i}}=\int_{0}^{\infty} \mathrm{e}^{-t / 2} T_{t}\left(\frac{\partial f}{\partial x_{i}}\right) \mathrm{d} t
$$

and $\|\nabla g\|_{\infty} \leqslant 2\|\nabla f\|_{\infty}$. A similar argument shows that the second-order derivatives of $g$ are bounded and Lipschitz.

Proof of Proposition 3. Let $g$ be as in Lemma 11. We use the notation of Section 5. Theorem 9(a) above, together with Remark 9, implies that (48) holds for the sequence $X_{k}$ instead of $Z_{k}=\left(U_{1}+\ldots+U_{k}\right) / \sqrt{k}$, and $f=A g$. Now $f$ is Lipschitz, so that

$$
\sqrt{\ln n} \mathbb{E}\left|\frac{1}{\ln n} \sum_{k=1}^{n} \frac{1}{k}\left(f\left(Y_{k}\right)-f\left(Z_{k}\right)\right)\right| \leqslant \frac{[f]_{1}}{\sqrt{\ln n}} \sum_{k=1}^{n} \frac{\mathbb{E}\left|\Delta_{k}\right|}{k}=O\left(\frac{1}{\sqrt{\ln n}}\right),
$$

and the proposition follows easily.

### 6.3. Rate of convergence for noise with zero third moment

One interesting feature of Theorem 8(b) is that, whenever $\tilde{\gamma}=+\infty$ and $\mathbb{E}\left(\left(U_{1}^{\ell}\right)^{3}\right)=0$ for every $\ell \in\{1, \ldots, q\}$, the limiting term is zero, i.e. the (weak) rate of convergence for 'large steps' is $o\left(\Gamma_{n} / \Gamma_{n}^{(3 / 2)}\right)$. It seems natural, then, to investigate what really happens in this case.

Theorem 10. Assume that $\left(\mathcal{L}_{V, \infty}\right)$ holds, that the sequence $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ is non-increasing, with $\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \gamma_{k}^{3 / 2}\right) / \sqrt{\Gamma_{n}}=+\infty$, and that $\mathbb{E}\left|U_{1}\right|^{6}<+\infty$ and $\mathbb{E}\left(U_{1}^{\otimes 3}\right)=0$.
(a) Fast-decreasing step. If $\lim _{n}\left(1 / \sqrt{\Gamma_{n}}\right) \sum_{k=1}^{n} \gamma_{k}^{2}=0$ then, for every $\mathcal{C}^{3}$ function $\varphi$ with $D^{2} \varphi$ bounded, $D^{3} \varphi$ bounded and Lipschitz, and $\sup _{x \in \mathbb{R}^{d}}\left|\sigma^{*} . \nabla \varphi(x)\right|^{2} / V(x)<\infty$, we have

$$
\begin{equation*}
\sqrt{\Gamma_{n}} v_{n}^{\gamma}(A \varphi) \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} \mathrm{~d} v\right) . \tag{49}
\end{equation*}
$$

(b) Slowly decreasing step. If $\lim _{n}\left(1 / \sqrt{\Gamma_{n}}\right) \sum_{k=1}^{n} \gamma_{k}^{2}=\hat{\gamma} \in(0,+\infty]$ and $\mathbb{E}\left|U_{1}\right|^{8}<+\infty$, then, for every $\mathcal{C}^{4}$ function $\varphi$, with $D^{2} \varphi$ and $D^{3} \varphi$ bounded, $D^{4} \varphi$ bounded and Lipschitz, and $\sup _{x \in \mathbb{R}^{d}}\left|\sigma^{*} . \nabla \varphi(x)\right|^{2} / V(x)<+\infty$,

$$
\begin{array}{ll}
\sqrt{\Gamma_{n}} v_{n}^{\gamma}(A \varphi) \xrightarrow{\mathcal{L}} \mathcal{N}\left(\hat{\gamma} \hat{m}, \int_{\mathbb{R}^{d}}\left|\sigma^{*} \nabla \varphi\right|^{2} \mathrm{~d} v\right) & \text { if } \hat{\gamma}<+\infty \\
\frac{\Gamma_{n}}{\Gamma_{n}^{(2)}} \nu_{n}^{\gamma}(A \varphi) \xrightarrow{\mathbb{P}} \hat{m} & \text { if } \hat{\gamma}=+\infty \tag{51}
\end{array}
$$

where

$$
\begin{equation*}
\hat{m}:=-\int_{\mathbb{R}^{d}}\left(\frac{1}{2} D^{2} \varphi(x) b(x)^{\otimes 2}+\Phi_{4}(x)\right) v(\mathrm{~d} x), \tag{52}
\end{equation*}
$$

with

$$
\Phi_{4}(x)=\int_{\mathbb{R}^{4}}\left(\frac{1}{2}\left\langle D^{3} \varphi(x) ; b(x),(\sigma(x) u)^{\otimes 2}\right\rangle+\frac{1}{24} D^{4} \varphi(x)(\sigma(x) u)^{\otimes 4}\right) \mu(\mathrm{d} u) .
$$

Proof. (a) Using (40), (42), (43) and (44) and the assumption $\lim _{n} \sum_{k=1}^{n} \gamma_{k}^{2} / \sqrt{\Gamma_{n}}=0$, we see that $Z_{n}^{(j)} / \sqrt{\Gamma_{n}}$ goes to zero in probability, for $j=0,1,2,3$. Since we know from Lemma 9 that $N_{n} / \sqrt{\Gamma_{n}} \xrightarrow{\mathcal{L}} \mathcal{N}\left(0, \int\left|\sigma^{*} \nabla \varphi\right|^{2} \mathrm{~d} v\right)$, it remains to show that $Z_{n}^{(4)} / \sqrt{\Gamma_{n}} \xrightarrow{\mathbb{P}} 0$.

We have, in the notation of the proof of Lemma 10,

$$
R_{2}\left(X_{k-1}, X_{k}\right)=\frac{1}{6} D^{3} \varphi\left(X_{k-1}\right)\left(\Delta X_{k}\right)^{\otimes 3}+r_{k},
$$

with

$$
\left|r_{k}\right| \leqslant C \gamma_{k}^{2} V^{2}\left(X_{k-1}\left(1+\left|U_{k}\right|^{4}\right) .\right.
$$

We also have

$$
D^{3} \varphi\left(X_{k-1}\right)\left(\Delta X_{k}\right)^{\otimes 3}=\gamma_{k}^{3 / 2} D^{3} \varphi\left(X_{k-1}\right)\left(\sigma\left(X_{k-1}\right) U_{k}\right)^{\otimes 3}+\rho\left(X_{k-1}, X_{k}\right),
$$

with

$$
\left|\rho\left(X_{k-1}, X_{k}\right)\right| \leqslant C \gamma_{k}^{2} V^{3 / 2}\left(X_{k-1}\right)\left(1+\left|U_{k}\right|^{2}\right) .
$$

Using the assumptions $\mathbb{E}\left|U_{1}\right|^{6}<+\infty$ and $\mathbb{E} U_{1}^{\otimes 3}=0$, we obtain

$$
\left\|\sum_{k=1}^{n} \gamma_{k}^{3 / 2} D^{3} \varphi\left(X_{k-1}\right)\left(\sigma\left(X_{k-1}\right) U_{k}\right)^{\otimes 3}\right\|_{L^{2}} \leqslant C \sqrt{\sum_{k=1}^{n} \gamma_{k}^{3}} .
$$

Since $\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \gamma_{k}^{3} / \Gamma_{n}=0$, we conclude that $\lim _{n \rightarrow \infty}\left\|Z_{n}^{(4)} / \sqrt{\Gamma_{n}}\right\|_{L^{2}}=0$. This completes the proof of (a).
(b) If $\lim _{n} \sum_{k=1}^{n} \gamma_{k}^{2} / \sqrt{\Gamma_{n}}=\hat{\gamma} \in(0,+\infty]$, we easily deduce from (43) and (44) that $Z_{n}^{(j)} / \sqrt{\Gamma_{n}}$ goes to zero in probability, for $j=0,2,3$. We observe that $Z_{n}^{(1)} / \Gamma_{n}^{(2)}=\frac{1}{2} \nu_{n}^{\eta}(\psi)$, if we set $\eta_{k}=\gamma_{k}^{2}$ and $\psi(x)=\left(D^{2} \varphi . b\right)(x)^{\otimes 2}$. Since $\psi=o\left(V^{3 / 2}\right)$, we have

$$
\frac{Z_{n}^{(1)}}{\Gamma_{n}^{(2)}} \xrightarrow{\mathbb{P}} \frac{1}{2} \int_{\mathbb{R}^{d}} D^{2} \varphi(x) b^{\otimes 2}(x) \mathrm{d} v(x) .
$$

We now examine $Z_{n}^{(4)}$. Using Taylor's formula and $\Delta X_{k}=\gamma_{k} b\left(X_{k-1}\right)+\sqrt{\gamma_{k}} \sigma\left(X_{k-1}\right) U_{k}$, we derive

$$
R_{2}\left(X_{k-1}, X_{k}\right)=\gamma_{k}^{3 / 2} a_{3}\left(X_{k-1}, U_{k}\right)+\gamma_{k}^{2} a_{4}\left(X_{k-1}, U_{k}\right)+\bar{\rho}_{k},
$$

with

$$
\begin{aligned}
a_{3}(x, u) & :=\frac{1}{6} D^{3} \varphi(x)(\sigma(x) u)^{\otimes 3}, \\
a_{4}(x, u) & :=\frac{1}{2}\left\langle D^{3} \varphi(x) ; b(x),(\sigma(x) u)^{\otimes 2}\right\rangle+\frac{1}{24} D^{4} \varphi(x)(\sigma(x) u)^{\otimes 4}, \\
\left|\bar{\rho}_{k}\right| & \leqslant C \gamma_{k}^{5 / 2} V^{5 / 2}\left(X_{k-1}\right)\left(1+\left|U_{k}\right|^{5}\right) .
\end{aligned}
$$

It is clear that

$$
\frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \bar{\rho}_{k} \xrightarrow{\mathbb{P}} 0 \quad \text { and } \quad \frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \bar{\rho}_{k} \xrightarrow{\mathbb{P}} 0
$$

The assumption on the third moments of $U_{1}$ implies that

$$
\left\|\sum_{k=1}^{n} \gamma_{k}^{3 / 2} a_{3}\left(X_{k-1}, U_{k}\right)\right\|_{L^{2}}^{2}=\frac{1}{36} \sum_{k=1}^{n} \gamma_{k}^{3} \mathbb{E}\left|D^{3} \varphi\left(X_{k-1}\right)\left(\sigma\left(X_{k-1}\right) U_{k}\right)^{\otimes 3}\right|^{2} \leqslant C \sum_{k=1}^{n} \gamma_{k}^{3}=o\left(\Gamma_{n}\right) .
$$

Hence

$$
\lim _{n \rightarrow \infty} \frac{1}{\sqrt{\Gamma_{n}}}\left\|\sum_{k=1}^{n} \gamma_{k}^{3 / 2} a_{3}\left(X_{k-1}, U_{k}\right)\right\|_{L^{2}}=0
$$

Finally, we must study $\sum_{k=1}^{n} \gamma_{k}^{2} a_{4}\left(X_{k-1}, U_{k}\right)$. We observe that

$$
\left|a_{4}(x, u)\right| \leqslant C V^{2}(x)\left(1+|u|^{4}\right),
$$

so that, using the assumption $\mathbb{E}\left|U_{1}\right|^{8}<+\infty, \sup _{k} \mathbb{E}\left|a_{4}\left(X_{k-1}, U_{k}\right)\right|^{2}<+\infty$. Therefore,

$$
\left\|\sum_{k=1}^{n} \gamma_{k}^{2}\left[a_{4}\left(X_{k-1}, U_{k}\right)-\mathbb{E}\left(a_{4}\left(X_{k-1}, U_{k}\right) / \mathcal{F}_{k-1}\right)\right]\right\|_{L^{2}}^{2} \leqslant C \sum_{k=1}^{n} \gamma_{k}^{4}
$$

and

$$
\frac{1}{\sqrt{\Gamma_{n}}} \sum_{k=1}^{n} \gamma_{k}^{2}\left[a_{4}\left(X_{k-1}, U_{k}\right)-\mathbb{E}\left(a_{4}\left(X_{k-1}, U_{k}\right) / \mathcal{F}_{k-1}\right)\right] \xrightarrow{L^{2}} 0
$$

We have $\mathbb{E}\left(a_{4}\left(X_{k-1}, U_{k}\right) / \mathcal{F}_{k-1}\right)=\Phi_{4}\left(X_{k-1}\right)$, with $\Phi_{4}(x)=\int_{\mathbb{R}^{9}} a_{4}(x, u) \mu(\mathrm{d} u)$. We now apply Theorem 3 (with $\eta_{k}=\gamma_{k}^{2}, p=4, \rho=1$ ) to assert that

$$
\lim _{n \rightarrow \infty} \frac{1}{\Gamma_{n}^{(2)}} \sum_{k=1}^{n} \gamma_{k}^{2} \Phi_{4}\left(X_{k-1}\right)=\int_{\mathbb{R}^{d}} v(\mathrm{~d} x) \Phi_{4}(x) \text { a.s. }
$$

Therefore,

$$
\frac{Z_{n}^{(4)}}{\Gamma_{n}^{(2)}} \xrightarrow{\mathbb{P}} \int_{\mathbb{R}^{d}}\left(\frac{1}{2} D^{2} \varphi \cdot b^{\otimes 2}+\Phi_{4}\right) \mathrm{d} v .
$$

Using the weak convergence of $N_{n} / \sqrt{\Gamma_{n}}$, it is now easy to derive (50) and (51).
When applying Theorem 10 to polynomial steps, one can easily verify that parts (a) and (b) of the theorem respectively lead, for $\gamma_{n}:=n^{-\alpha}, 0<\alpha \leqslant \frac{1}{2}$, to the following weak rates of convergence. In the case $\frac{1}{3}<\alpha \leqslant \frac{1}{2}$, a CLT holds at the rate $\sqrt{\Gamma_{n}} \sim n^{(1-\alpha) / 2} / \sqrt{1-\alpha}$ which enlarges the range of validity of the CLT formerly obtained in Theorem 9(a) for $\frac{1}{2}<\alpha<1$ when the white noise is standard. For $\alpha=\frac{1}{3}$, a biased CLT holds at the rate $\sqrt{\Gamma_{n}} \sim \sqrt{\frac{3}{2}} 1^{1 / 3}$. For $0<a<\frac{1}{3}$, a weak $\Gamma_{n} / \Gamma_{n}^{(2)} \sim((1-2 \alpha) /(1-\alpha)) n^{\alpha}$ rate holds.

### 6.3.1. Some further improvements

For functions $f=A(\varphi)$, with $\varphi$ quadratic, one may obtain the improved rates of Theorem 10 even if the third moment of $U_{1}$ is not zero. In fact, the rate structure of Theorem 10 holds if $\left(\mathcal{L}_{V, \infty}\right)$ holds, $\mathbb{E}\left|U_{1}\right|^{2 p}<+\infty$ for some $p>1$, and the sequence $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ is non-increasing and satisfies

$$
\begin{equation*}
\sum_{n \geqslant 1}\left(\frac{\gamma_{n}}{\Gamma_{n}^{2}}\right)^{(1+\rho) / 2}<+\infty, \quad \text { for some } \rho \in(0,1], \quad \text { and } \quad \sum_{n \geqslant 1}\left(\frac{\gamma_{n}}{\sqrt{\Gamma_{n}}}\right)^{p \wedge 2}<+\infty . \tag{53}
\end{equation*}
$$

The proof relies on the fact that, $D^{3} \varphi$ being identically 0 , the third moment of $U_{1}$ no longer appears in the expansion. The method of proof is the same as above; details are left to the reader.

If we apply this result with $\varphi(x)=|x|^{2}-d$ and $p>2$, we recover the CLT for the
strong quadratic law of large numbers of Chaâbane and Maâouia (2000), in the special case of i.i.d. random variables in $L^{2 p}$. Indeed, in that case, $A \varphi(x)=-\varphi(x)=d-|x|^{2}$.

If we no longer assume that $\eta=\gamma$, we may slightly improve the rate of convergence for slowly decreasing steps by choosing arbitrarily heavy polynomial weights $\eta_{n}$, as shown by the following proposition.

Proposition 4. Assume that $\mathbb{E}\left(U_{1}^{\otimes 3}\right)=0$. If $\gamma_{n}=c n^{-\alpha}, 0<\alpha<\frac{1}{3}$ (slowly decreasing step) and $\eta_{n}=n^{-\beta}, \beta \leqslant 1$, then

$$
\gamma_{n}^{-1} v_{n}^{\eta}(A \varphi) \xrightarrow{\mathbb{P}} \frac{1-\beta}{1-(\alpha+\beta)} \hat{m},
$$

where $\varphi$ and $\hat{m}$ are as in Theorem 10 and $\varphi$ is bounded. One may verify that

$$
\min _{\beta \leq 1}\left|\frac{1-\beta}{1-(\alpha+\beta)} \hat{m}\right|=\lim _{\beta \rightarrow-\infty}\left|\frac{1-\beta}{1-(\alpha+\beta)} \hat{m}\right|=|\hat{m}| .
$$

Finally, we may increase the rate of convergence still further for a subclass of test functions. In this paragraph we set $d=1$ for the sake of simplicity. Furthermore, we assume that $b$ and $\sigma$ are smooth. Let us consider a white noise whose first four moments coincide with those of the standard normal distribution, i.e. $\mathbb{E}\left(U_{1}\right)=\mathbb{E}\left(U_{1}^{3}\right)=0, \mathbb{E}\left(U_{1}^{2}\right)=1$ and $\mathbb{E}\left(U_{1}^{4}\right)=3$. Then a little algebra yields

$$
\hat{m}=-\frac{1}{2} \int_{\mathbb{R}} b A \varphi^{\prime}+\frac{\sigma^{2}}{2} A \varphi^{\prime \prime} \mathrm{d} v .
$$

Set $A^{\prime} g:=b^{\prime} g+\sigma \sigma^{\prime} g^{\prime \prime}$. Formal computations show that, if there is some function $\Psi$ satisfying $\frac{1}{4} \sigma^{2} A^{\prime}\left(\varphi^{\prime}\right)=A \Psi$, then

$$
b A \varphi^{\prime}+\frac{\sigma^{2}}{2} A \varphi^{\prime \prime}=\frac{1}{2} A(\Psi-\Phi), \quad \text { where } \Phi(x)=\int_{0}^{x} A \varphi^{\prime}(u) \mathrm{d} u .
$$

Consequently, $\hat{m}=0$, which in turn implies that the rate of convergence in probability obtained in Theorem 10 is not the real one for such functions $\varphi$. In fact, this means that the CLT still holds for larger steps along this subclass of test functions.

## 7. Simulations and recommendations

### 7.1. Operating conclusions

The two schemes below show the rate of convergence in a polynomial scale $n^{\theta}$ as a function of the power $\alpha$ of the polynomial step $\gamma_{n}=n^{-\alpha}$.

- The fastest possible speed of convergence for generic test functions is $n^{1 / 3}$, achieved in the case $\eta_{n}=\gamma_{n}=n^{-1 / 3}$. This holds as a biased CLT (with unknown parameters).
- For a given rate, it seems that the 'slowly decreasing step' solution (convergence in probability) is more stable than the 'fast-decreasing step' side. This is illustrated by Figure 1.
- When convergence in probability holds, Proposition 4 shows the rate is improved by the use of heavy weights, i.e. $\eta_{n}:=n^{-\beta}$ with $\beta \rightarrow-\infty$. This causes no problem for implementation since the recursive form of $v_{n}^{\eta}(f)$ only uses $\tilde{\eta}_{n}:=\eta_{n} /$ $H_{n} \sim \beta / n(\beta-1)$. Numerical experiments show that the greater $|\beta|$ is, the later the rate improvement becomes significant. So the specification of $\beta$ depends on the a priori order of the simulation size.


### 7.2. Some simulations

We choose to illustrate the rate structure obtained in Theorem 10, in particular to compare in a practical simulation how $n \mapsto \nu_{n}^{\gamma}(f)$ behaves with the steepness of the step sequence. To this end, we consider the one-dimensional standard Ornstein-Uhlenbeck process $\mathrm{d} Y_{t}=-\frac{1}{2} Y_{t} \mathrm{~d} t+\mathrm{d} W_{t}$, and its Euler scheme with (decreasing) step implemented with a Gaussian white noise. The test function selected is


Figure 1. Plot of $\theta$ as a function of $\alpha$ from the rate of convergence $n^{\theta}$ when the step size is $\gamma_{n}=n^{-\theta}$

$$
f(x):=A\left(\frac{1}{1+x^{2}}\right)=\frac{1}{1+x^{2}}+\frac{2}{\left(1+x^{2}\right)^{2}}-\frac{4}{\left(1+x^{2}\right)^{3}} .
$$

Then, for a given reachable rate $\theta \in\left(0, \frac{1}{3}\right]$, we set

$$
\gamma_{n}^{\text {fast }}:=\frac{2 \theta}{n^{1-2 \theta}} \quad \text { and } \quad \gamma_{n}^{\text {slow }}:=\frac{1-\theta}{1-2 \theta} \frac{1}{n^{\theta}}
$$

In both cases, constants have been set so that the rate of convergence is equivalent to $n^{\theta}$ as $n \rightarrow+\infty$.

Numerical simulations have been carried out up to $n=10^{6}$ iterations for the theoretical rate $\theta=0.3$ with both fast (centred CLT) and slowly (bias) decreasing step sequences. Note that $\theta=0.3$ is close to the optimal rate $\frac{1}{3}$. The same simulation has been processed simultaneously with the optimal polynomial step sequence $\gamma_{n}=n^{-1 / 3}$ (biased CLT with rate $n^{1 / 3}$ ).

In Figure 2 the thick line is for $\gamma^{\text {slow }}$ with $\theta=0.3$, the regular line is for $\gamma^{\text {fast }}$ still with $\theta=0.3$ and the dashed line is for $\gamma_{n}=n^{-1 / 3}$. One can verify that for a given theoretical rate of convergence, convergence in probability seems numerically more stable than the


Figure 2. Rates of convergence of $\nu_{n}^{\gamma}(f)$ for different polynomial step functions
centred CLT. When $\theta=0.3$, it competes with the optimal step sequence. This is confirmed by other simulations; see Pagès (2001) when the diffusion has several invariant distributions.

## Note added in proof

After this paper was accepted for publication we learned of work by Piccioni and Scarlatti (1994) in which the mean square convergence of a similar algorithm for diffusions on compact Lie groups is studied.
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