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#### Abstract

In this paper, we study the existence of nontrivial periodic solutions for the second order Hamiltonian systems $\ddot{u}(t)+\nabla F(t, u(t))=0$, where $F(t, x)$ is either nonquadratic or superquadratic as $|u| \rightarrow \infty$. Furthermore, if $F(t, x)$ is even in $x$, we prove the existence of infinitely many periodic solutions for the general Hamiltonian systems $\ddot{u}(t)+A(t) u(t)+\nabla F(t, u(t))=0$, where $A(\cdot)$ is a continuous $T$-periodic symmetric matrix. Our theorems mainly improve the recent result of Tang and Jiang [X.H. Tang, J. Jiang, Existence and multiplicity of periodic solutions for a class of second-order Hamiltonian systems, Comput. Math. Appl. 59 (2010) 3646-3655].


## 1 Introduction and main results

Consider the second order Hamiltonian systems

$$
\left\{\begin{array}{l}
\ddot{u}(t)+\nabla F(t, u(t))=0, \quad \text { a.e. } t \in[0, T],  \tag{1.1}\\
u(0)-u(T)=\dot{u}(0)-\dot{u}(T)=0,
\end{array}\right.
$$

where $T>0, F: \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ satisfies the following assumption:

[^0](A) $F(t, x)$ is measurable in $t$ for every $x \in \mathbb{R}^{N}$ and continuously differentiable in $x$ for a.e. $t \in[0, T]$, and there exist $a \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right)$, $b \in L^{1}\left(0, T ; \mathbb{R}^{+}\right)$such that
$$
|F(t, x)| \leq a(|x|) b(t), \quad|\nabla F(t, x)| \leq a(|x|) b(t)
$$
for all $x \in \mathbb{R}^{N}$ and a.e. $t \in[0, T]$.
There has been a vast literature on the study of periodic solutions for Hamiltonian systems via critical point theory since Rabinowitz published his pioneer paper [12] in 1978, see [1-27] and the references therein. We refer to some representative works of them. In [12], Rabinowitz studied the existence of periodic solutions of problem (1.1) under the superquadratic condition:
(AR) There exist $\mu>2$ and $L>0$ such that
$$
0<\mu F(t, x) \leq(\nabla F(t, x), x), \quad \forall t \in[0, T] \text { and }|x| \geq L .
$$

Observe that (AR) plays an important role to show that every Palais-Smale sequence for the Lagrangian functional associated with problem (1.1) is bounded. Such condition was first introduced by Ambrosetti and Rabinowitz [1], and are useful in solving superlinear problems such as elliptic equations, Dirac equations and wave equations. Fei [4] considered a kind of new superquadratic assumptions which include some potentials like

$$
F(t, x)=|x|^{2}\left(\ln \left(1+|x|^{p}\right)\right)^{q}, \quad p, q>1 .
$$

He assumed that
$\left(F^{*}\right)$ There exist $\beta>1,1<\lambda<1+(\beta-1) / \beta, c_{1}, c_{2}>0$ and $L>0$ such that

$$
\begin{aligned}
& |\nabla F(t, x)| \leq c_{1}|x|^{\lambda}, \quad \forall t \in[0, T] \text { and }|x| \geq L \\
& (\nabla F(t, x), x)-2 F(t, x) \geq c_{2}|x|^{\beta}, \quad \forall t \in[0, T] \text { and }|x| \geq L .
\end{aligned}
$$

See also $[6,11,16,17,20]$ for the related results. Tang and Wu [15] extended a theorem established by A.C. Lazer, E.M. Landesman and D.R. Meyers [8] on the existence of critical points without compactness assumptions, using the reduction method, the perturbation argument and the least action principle. As an application, they studied the existence of periodic solutions of problem (1.1) with subquadratic and convex potentials, which unifies and generalizes the results in [10, 18, 25, 26]. Chen and Ma [3] investigated the general second order Hamiltonian systems

$$
\begin{equation*}
\ddot{u}(t)+A(t) u(t)+\nabla F(t, u(t))=0, \quad \forall t \in \mathbb{R}, \tag{1.2}
\end{equation*}
$$

where $A(\cdot)$ is a continuous $T$-periodic symmetric matrix. Applying generic superquadratic conditions instead of (AR) and assuming 0 lies in a gap of $\sigma\left(-d^{2} / d t^{2}-A(t)\right)$, they proved the existence of ground state periodic solutions of problem (1.2), i.e., solutions correspond to the least energy of the action functional of (1.2). The proof relied on a generalized weak linking theorem for strongly
indefinite problem developed by Schechter and Zou [28]. Li, Su and Tian [9] studied the second order Hamiltonian systems of the form

$$
\begin{equation*}
\ddot{u}(t)+A(t) u(t)=-\lambda u(t)-\nabla F(t, u(t)), \quad t \in \mathbb{R}, \tag{HS}
\end{equation*}
$$

where $\lambda \in \mathbb{R}$ is a parameter, $F \in C^{2}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ is periodic in the first variable and satisfies (AR) condition. Combining Morse theory, topological linking and bifurcation arguments, they established the existence of at least two or three nontrivial $2 \pi$-solutions of $(H S)_{\lambda}$. Schechter [13] dealt with the existence of periodic solutions for the nonautonomous systems

$$
\ddot{u}(t)+\beta \nabla F(t, u(t))=0,
$$

taking advantage of the theory of sandwich pairs (see [29]) and Struwe's monotonicity trick (see [30]). Assuming very weak conditions on $F$, e.g., $\nabla F \in C\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right), 0 \leq \int_{0}^{T} F(t, x) d t \rightarrow+\infty$ as $|x| \rightarrow \infty$, the existence result was obtained for almost all $\beta \leq 6 m^{2} /(\alpha T)$, where $\alpha$ and $m$ are constants satisfying $\int_{0}^{T} F(t, x) d t \leq \alpha$ for all $|x| \leq m$. As for results on the existence of infinitely many solutions of problem (1.1), we refer the readers to [2,5,14, 21, 22, 27].

Our motivation mainly comes from the papers $[14,24]$. The existence of solutions of problem (1.1) was considered in Zhao et al. [24] in the case that $F(t, x)=$ $-K(t, x)+W(t, x)$, $K$ satisfies the "pinching" condition introduced by Izydorek and Janczewska [31], i.e.,
$\left(K_{1}\right)$ There exist constants $b_{1}, b_{2}>0$ such that $b_{1}|x|^{2} \leq K(t, x) \leq b_{2}|x|^{2}$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N} ;$
and $W$ is asymptotically quadratic at infinity. Precisely, they made the following hypotheses:
$\left(K_{2}\right) K(t, x) \leq(\nabla K(t, x), x) \leq 2 K(t, x)$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$.
$\left(W_{1}\right) \nabla W(t, x)=o(|x|)$ as $|x| \rightarrow 0$ uniformly for $t \in[0, T]$.
$\left(W_{2}\right)$ There exists a function $V_{\infty} \in L^{\infty}(0, T ; \mathbb{R})$ such that $\lim _{|x| \rightarrow \infty} \mid \nabla W(t, x)-$ $V_{\infty}(t) x\left|/|x|=0\right.$ uniformly for $t \in[0, T]$, and $\inf _{t \in[0, T]} V_{\infty}(t)>$ $\left(4 \pi^{2}+T^{2}\right) \max \left\{1,2 b_{2}\right\} /\left(T^{2}\right)$.
$\left(W_{3}\right) \widetilde{W}(t, x):=\frac{1}{2}(\nabla W(t, x), x)-W(t, x) \rightarrow+\infty$ as $|x| \rightarrow \infty$ uniformly for $t \in[0, T]$.

Applying Rabinowitz's mountain pass theorem, they obtained the following theorem.

Theorem A (see [24, Theorem 1.1]). Suppose that $F=-K+W, K, W \in$ $C^{1}\left([0, T] \times \mathbb{R}^{N}, \mathbb{R}\right)$ satisfy $\left(K_{1}\right)-\left(K_{2}\right)$ and $\left(W_{1}\right)-\left(W_{3}\right)$. Then problem (1.1) has at least one nontrivial $T$-periodic solution.

Recently, Tang and Zhang [14] improved Theorem A to more general potentials. They assumed that:
$\left(K_{3}\right)$ There exist constants $b>0$ and $r \in(1,2]$ such that $K(t, 0)=0$, and $K(t, x) \geq$ $b|x|^{r}$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$.
$\left(K_{4}\right)(\nabla K(t, x), x) \leq 2 K(t, x)$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$.
$\left(W_{4}\right) \lim \sup _{|x| \rightarrow 0} W(t, x) /|x|^{2}<b$ uniformly for $t \in[0, T]$.
$\left(W_{5}\right)$ There exist constants $a>0$ and $d>0$ such that $W(t, x) \leq a|x|^{2}+d$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$.
$\left(W_{6}\right)$ There exists $g \in L^{1}(0, T ; \mathbb{R})$ such that $(\nabla W(t, x), x)-2 W(t, x) \geq g(t)$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$, and $\lim _{|x| \rightarrow \infty}[(\nabla W(t, x), x)-2 W(t, x)]=+\infty$ for a.e. $t \in[0, T]$.
$\left(W_{7}\right)$ There exists $x_{0} \in \mathbb{R}^{N}$ such that $\int_{0}^{T}\left[K\left(t, x_{0}\right)-W\left(t, x_{0}\right)-\frac{g(t)}{2}\right] d t<0$.
Theorem B (see [14, Theorem 1.1]). Suppose that $F=-K+W, K$, $W \in C^{1}\left([0, T] \times \mathbb{R}^{N}, \mathbb{R}\right)$ satisfy $\left(K_{3}\right)-\left(K_{4}\right)$ and $\left(W_{4}\right)-\left(W_{7}\right)$. Then problem (1.1) has at least one nontrivial $T$-periodic solution.

They also considered the situation where $\nabla W$ is superlinear at infinity and proved the following result.

Theorem C (see [24, Theorem 1.2]). Suppose that $F=-K+W, K$, $W \in C^{1}\left([0, T] \times \mathbb{R}^{N}, \mathbb{R}\right)$ satisfy $\left(K_{3}\right)-\left(K_{4}\right),\left(W_{4}\right)$ and
$\left(W_{8}\right)$ There exist $a_{1}, a_{2}>0$ and $v \geq 2$ such that $W(t, x) \leq a_{1}|x|^{v}+a_{2}$ for all $(t, x) \in$ $[0, T] \times \mathbb{R}^{N}$.
$\left(W_{9}\right)$ There exist $a_{3}, a_{4}>0, \mu \geq 2$ and $\mu>v-r$ such that $(\nabla W(t, x), x)-$ $2 W(t, x) \geq a_{3}|x|^{\mu}-a_{4}$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$.

Then problem (1.1) has at least one nontrivial T-periodic solution.
If $F(t, x)$ is even in $x$, i.e., $F(t,-x)=F(t, x)$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$, they obtained infinitely many solutions by using the symmetric mountain pass theorem.

Theorem D (see [24, Theorem 1.3]). Suppose that $F=-K+W, K, W \in C^{1}([0, T] \times$ $\left.\mathbb{R}^{N}, \mathbb{R}\right)$ satisfy $\left(K_{3}\right)-\left(K_{4}\right),\left(W_{4}\right)$ and $\left(W_{8}\right)-\left(W_{9}\right)$, and that $F$ is even in $x$. Then problem (1.1) has infinitely many T-periodic solutions.

In the present paper, we are interested in nonquadratic and superquadratic potentials. Instead of investigating the properties of $K$ and $W$, we directly impose assumptions on $F$. One nontrivial solution is constructed using the classical mountain pass theorem. Furthermore, if $F$ is even in $x$, we study the existence of infinitely many solutions for the general Hamiltonian systems

$$
\left\{\begin{array}{l}
\ddot{u}+A(t) u(t)+\nabla F(t, u(t))=0,  \tag{1.3}\\
u(0)-u(T)=\dot{u}(0)-\dot{u}(T)=0,
\end{array} \quad \text { a.e. } t \in[0, T],\right.
$$

where $A(t)$ is an $N \times N$ symmetric matrix, continuous and $T$-periodic in $t$. The main results generalize and improve Theorems A-D.

We make the following assumptions:
( $F_{1}$ ) $\limsup _{|x| \rightarrow 0} \frac{F(t, x)}{|x|^{2}}<0$ uniformly for a.e. $t \in[0, T]$.
( $F_{2}$ ) $\limsup _{|x| \rightarrow \infty} \frac{F(t, x)}{|x|^{2}}<+\infty$ uniformly for a.e. $t \in[0, T]$.
$\left(F_{3}\right)$ There exists $g \in L^{1}(0, T ; \mathbb{R})$ such that

$$
(\nabla F(t, x), x)-2 F(t, x) \geq g(t), \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{N}
$$

and

$$
\lim _{|x| \rightarrow \infty}[(\nabla F(t, x), x)-2 F(t, x)]=+\infty \quad \text { for a.e. } t \in[0, T] .
$$

$\left(F_{3}^{\prime}\right)$ There exists $g \in L^{1}(0, T ; \mathbb{R})$ such that

$$
(\nabla F(t, x), x)-2 F(t, x) \leq g(t), \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{N}
$$

and

$$
\lim _{|x| \rightarrow \infty}[(\nabla F(t, x), x)-2 F(t, x)]=-\infty \quad \text { for a.e. } t \in[0, T] .
$$

$\left(F_{4}\right)$ There exists $x_{0} \in \mathbb{R}^{N}$ such that $\int_{0}^{T} F\left(t, x_{0}\right) d t>0$.
Since $F(t, x)$ may be replaced by $F(t, x)-F(t, 0)$, we may also assume without loss of generality that $F(t, 0)=0$ for all $t \in[0, T]$.

We mention that the nonquadratic type conditions like $\left(F_{3}\right)$ (or $\left(F_{3}^{\prime}\right)$ ) was introduced in Costa and Magalhães [32] for studying the Dirichlet problem $-\Delta u=$ $f(x, u)$ in $\Omega, u=0$ on $\partial \Omega$, where $\Omega \subset \mathbb{R}^{N}$ is smoothly bounded. For Hamiltonian systems, it was used in Jiang and Tang [7] to obtain the existence of periodic and subharmonic solutions for problem (1.1), and in Ma and Zhang [11] for pLaplacian systems.

Theorem 1.1. Assume that $F$ satisfies assumptions $(A)$ and $\left(F_{1}\right)-\left(F_{4}\right)$. Then problem (1.1) has at least one nontrivial solution.

Theorem 1.2. The conclusion of Theorem 1.1 holds if we replace $\left(F_{3}\right)$ by $\left(F_{3}^{\prime}\right)$.
Remark 1.1. Theorem 1.1 generalizes Theorem B, and hence also generalizes Theorem A. First, Theorem 1.1 requires the function $F$ satisfies the standard regular assumption $(A)$ instead of being $C^{1}$. Second, it follows from $\left(K_{3}\right)$ and $\left(W_{4}\right)$ that

$$
\underset{|x| \rightarrow 0}{\limsup } \frac{F(t, x)}{|x|^{2}}<\limsup _{|x| \rightarrow 0} \frac{-b}{|x|^{2-r}}+b= \begin{cases}0, & \text { if } r=2 \\ -\infty, & \text { if } 1<r<2\end{cases}
$$

which implies $\left(F_{1}\right)$. Moreover, combining $\left(K_{3}\right)$ and $\left(W_{5}\right)$, we have

$$
\underset{|x| \rightarrow \infty}{\limsup } \frac{F(t, x)}{|x|^{2}} \leq \limsup _{|x| \rightarrow \infty} \frac{W(t, x)}{|x|^{2}} \leq a<+\infty \quad \text { uniformly for } t \in[0, T]
$$

which gives $\left(F_{2}\right)$. Thirdly, by $\left(K_{4}\right)$ and $\left(W_{6}\right)$, we obtain

$$
\begin{aligned}
(\nabla F(t, x), x)-2 F(t, x) & =[-(\nabla K(t, x), x)+2 K(t, x)]+ \\
& {[(\nabla W(t, x), x)-2 W(t, x)] } \\
& \geq(\nabla W(t, x), x)-2 W(t, x) \\
& \geq g(t)
\end{aligned}
$$

for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$, and

$$
(\nabla F(t, x), x)-2 F(t, x) \geq(\nabla W(t, x), x)-2 W(t, x) \rightarrow+\infty \quad \text { as }|x| \rightarrow \infty
$$

for a.e. $t \in[0, T]$, which implies $\left(F_{3}\right)$. Finally, by $\left(W_{6}\right)$,

$$
-F(t, 0)=K(t, 0)-W(t, 0)=-W(t, 0) \geq \frac{g(t)}{2}, \quad \forall t \in[0, T]
$$

which, together with $\left(W_{7}\right)$, shows that

$$
\begin{aligned}
\int_{0}^{T} F\left(t, x_{0}\right) d t & =\int_{0}^{T}\left[F\left(t, x_{0}\right)-F(t, 0)\right] d t \\
& =\int_{0}^{T}\left(-K\left(t, x_{0}\right)+W\left(t, x_{0}\right)-F(t, 0)\right) d t \\
& \geq \int_{0}^{T}\left(-K\left(t, x_{0}\right)+W\left(t, x_{0}\right)+\frac{g(t)}{2}\right) d t \\
& >0
\end{aligned}
$$

Remark 1.2. Theorems 1.1 and 1.2 respectively complement Theorems 4 and 5 in Ma and Zhang [11], where the existence of one nontrivial solution was obtained under conditions $(A),\left(F_{2}\right),\left(F_{3}\right)$ (or $\left(F_{3}^{\prime}\right)$ ) and:

$$
\begin{aligned}
& F(t, x) \geq 0 \text { for all }(t, x) \in[0, T] \times \mathbb{R}^{N} . \\
& \operatorname{lim\operatorname {sup}} F(t, x) /|x|^{2}<2 \pi^{2} / T^{2}<\liminf _{|x| \rightarrow \infty} F(t, x) /|x|^{2}
\end{aligned}
$$

uniformly for a.e. $t \in[0, T]$.
There are functions $F$ which match our Theorem 1.1 but not satisfying Theorems A, B and the results in $[3,4,6,7,11,12,16,17,19,20,23]$. For example, let

$$
F(t, x)= \begin{cases}|x|^{2}-1, & |x|<1 \\ 2|x|^{2}-\ln |x|^{2}-2, & |x| \geq 1\end{cases}
$$

Theorem 1.3. Assume that $F$ satisfies assumptions $(A),\left(F_{1}\right),\left(F_{4}\right)$ and:
( $F_{5}$ ) There exists $\lambda>2$ such that

$$
\underset{|x| \rightarrow \infty}{\limsup } \frac{F(t, x)}{|x|^{\lambda}}<+\infty \quad \text { uniformly for a.e. } t \in[0, T] .
$$

( $F_{6}$ ) There exists $\beta>\lambda-2$ such that

$$
\liminf _{|x| \rightarrow \infty} \frac{(\nabla F(t, x), x)-2 F(t, x)}{|x|^{\beta}}>0 \quad \text { uniformly for a.e. } t \in[0, T] .
$$

Then problem (1.1) possesses at least one nontrivial T-periodic solution.
Remark 1.3. Assumption $\left(F_{4}\right)$ holds for functions $F$ in Theorem C. Indeed, it follows from $\left(W_{9}\right)$ that

$$
\begin{equation*}
\frac{d}{d s}\left(\frac{W(t, s x)}{s^{2}}\right)=\frac{(\nabla W(t, s x), s x)-2 W(t, s x)}{s^{3}} \geq \frac{a_{3} s^{\mu}|x|^{\mu}-a_{4}}{s^{3}} \tag{1.4}
\end{equation*}
$$

for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$ and $s>0$. Integrating both sides from 1 to $s(s>1)$ gives

$$
\frac{W(t, s x)}{s^{2}} \geq g(s):= \begin{cases}W(t, x)+\frac{a_{3}}{\mu-2}|x|^{\mu}\left(s^{\mu-2}-1\right)-\frac{a_{4}}{2}\left(1-\frac{1}{s^{2}}\right), & \text { if } \mu>2 \\ W(t, x)+a_{3}|x|^{\mu} \ln s-\frac{a_{4}}{2}\left(1-\frac{1}{s^{2}}\right), & \text { if } \mu=2\end{cases}
$$

for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$. Hence, for fixed $x_{0} \in \mathbb{R}^{N} \backslash\{0\}$, we obtain

$$
\begin{array}{r}
\frac{1}{s^{2}} \int_{0}^{T} W\left(t, s x_{0}\right) d t \geq \int_{0}^{T} W\left(t, x_{0}\right) d t+\frac{a_{3}}{\mu-2}\left(s^{\mu-2}-1\right)\left|x_{0}\right|^{\mu} T-\frac{a_{4}}{2}\left(1-\frac{1}{s^{2}}\right) T \\
\text { if } \mu>2
\end{array}
$$

and

$$
\frac{1}{s^{2}} \int_{0}^{T} W\left(t, s x_{0}\right) d t \geq \int_{0}^{T} W\left(t, x_{0}\right) d t+a_{3}\left|x_{0}\right|^{\mu} T \ln s-\frac{a_{4}}{2}\left(1-\frac{1}{s^{2}}\right) T, \quad \text { if } \mu=2
$$

which implies that

$$
\begin{equation*}
\frac{1}{s^{2}} \int_{0}^{T} W\left(t, s x_{0}\right) d t \rightarrow+\infty \text { as } s \rightarrow+\infty \tag{1.5}
\end{equation*}
$$

when $\mu \geq 2$. Similarly, using $\left(K_{4}\right)$, we have

$$
\frac{1}{s^{2}} \int_{0}^{T} K\left(t, s x_{0}\right) d t \leq \int_{0}^{T} K\left(t, x_{0}\right) d t \leq \max _{t \in[0, T]} K\left(t, x_{0}\right) T \quad \text { for } s>1
$$

Combining this with (1.5), we obtain, for $x_{0} \in \mathbb{R}^{N} \backslash\{0\}$ and $s \geq 1$,

$$
\begin{aligned}
\frac{1}{s^{2}} \int_{0}^{T} F\left(t, s x_{0}\right) d t & =\frac{1}{s^{2}} \int_{0}^{T}\left[-K\left(t, s x_{0}\right)+W\left(t, s x_{0}\right)\right] d t \\
& \geq-\max _{t \in[0, T]} K\left(t, x_{0}\right) T+\frac{1}{s^{2}} \int_{0}^{T} W\left(t, s x_{0}\right) d t \\
& \rightarrow+\infty \quad \text { as } s \rightarrow+\infty
\end{aligned}
$$

Consequently, $\left(W_{9}\right)$, jointly with $\left(K_{4}\right)$, implies $\left(F_{4}\right)$.

Remark 1.4. Clearly, it follows from (1.5) that the range of $v$ in $\left(W_{8}\right)$ should be $v>2$.

Remark 1.5. Theorem 1.3 extends Theorem C. First, we impose weaker regularity condition on the potential $F$. Second, as stated in Remarks 1.1 and 1.3, $\left(K_{3}\right)$ and $\left(W_{4}\right)$, and $\left(K_{4}\right)$ and $\left(W_{9}\right)$ imply our hypotheses $\left(F_{1}\right)$ and $\left(F_{4}\right)$, respectively. Besides, $\left(F_{5}\right)$ directly follows from $\left(K_{3}\right)$ and $\left(W_{8}\right)$. And finally, using $\left(K_{4}\right)$ and $\left(W_{9}\right)$, we obtain

$$
\begin{aligned}
(\nabla F(t, x), x)-2 F(t, x) & =[-(\nabla K(t, x), x)+2 K(t, x)]+ \\
& {[(\nabla W(t, x), x)-2 W(t, x)] } \\
& \geq(\nabla W(t, x), x)-2 W(t, x) \\
& \geq a_{3}|x|^{\mu}-a_{4}
\end{aligned}
$$

for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$, which implies that $\left(F_{6}\right)$ holds with $\beta \in(\lambda-2, \mu]$. There are functions $F$ which match our Theorem 1.3 but not satisfying Theorems A-C, 1.1, 1.2 and the results in $[3,4,6,7,11,12,15,16,17,19,20,23]$. For example, let

$$
F(t, x)=|x|^{2}\left(\ln \left(\frac{1}{3}|x|^{4}-|x|^{2}+\frac{4}{5}\right)\right), \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{N}
$$

Theorem 1.4. Assume that $F$ satisfies assumptions $(A),\left(F_{1}\right)$ and
( $F_{7}$ ) There exist $m_{1}, m_{2} \geq 0$ such that $F(t, x) \geq-m_{1}|x|^{2}-m_{2}$ for all $(t, x) \in[0, T] \times$ $\mathbb{R}^{N}$.
( $F_{8}$ ) $F(t, x) /|x|^{2} \rightarrow+\infty$ as $|x| \rightarrow \infty$ for a.e. $t \in[0, T]$.
( $F_{9}$ ) There exist $\sigma \in(0,1)$ and $L>0$ such that

$$
(\nabla F(t, x), x) \leq a \mathcal{F}(t, x)|x|^{2-\sigma}, \quad \forall t \in[0, T] \text { and }|x| \geq L
$$

where $\mathcal{F}(t, x)=\frac{1}{2}(\nabla F(t, x), x)-F(t, x)$.
Then problem (1.1) has at least one nontrivial T-periodic solution.
Remark 1.6. If $F \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ satisfies (AR), then the conditions $\left(F_{7}\right)-\left(F_{9}\right)$ hold. There are functions $F$ which match $\left(F_{7}\right)-\left(F_{9}\right)$, but not satisfying (AR). For example, let

$$
F(t, x)=g(t)|x|^{2} \ln \left(1+|x|^{2}\right), \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{N},
$$

where $g \in L^{1}\left(0, T ; \mathbb{R}^{+}\right)$with $g(t)>0$ for a.e. $t \in[0, T]$.
When $F(t, x)$ is symmetric in $x$, we obtain the existence of infinitely many nontrivial periodic solutions for the general Hamiltonian systems (1.3).

Theorem 1.5. Assume that assumptions $(A),\left(F_{5}\right)-\left(F_{8}\right)$ are satisfied and that $F(t, x)$ is even in $x$. Then problem (1.3) possesses infinitely many solutions.

Remark 1.7. Theorem 1.5 sharply improves Theorem D, which is the special case of our result corresponding to $A=0$. Furthermore, compared with Theorem D, our assumptions are much weaker. According to Remark 1.5, $\left(K_{3}\right)-\left(K_{4}\right)$ and $\left(W_{8}\right)-\left(W_{9}\right)$ imply the ones $\left(F_{5}\right)$ and $\left(F_{6}\right)$. We shall show that $\left(F_{7}\right)-\left(F_{8}\right)$ still hold under $\left(K_{4}\right)$ and $\left(W_{9}\right)$. From $\left(K_{4}\right)$, for fixed $(t, x) \in[0, T] \times \mathbb{R}^{N}$, the mapping $s \longmapsto K(t, s x) / s^{2}$ is nonincreasing on $(0,+\infty)$, which implies that

$$
\begin{equation*}
K(t, x) \leq K(t, x /|x|)|x|^{2} \leq b_{1}|x|^{2}, \quad \forall t \in[0, T] \text { and }|x| \geq 1, \tag{1.6}
\end{equation*}
$$

where $b_{1}=\max _{t \in[0, T],|x|=1} K(t, x)$. Hence,

$$
\begin{equation*}
K(t, x) \leq b_{1}|x|^{2}+b_{2}, \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{N} \tag{1.7}
\end{equation*}
$$

where $b_{2}=\max _{t \in[0, T],|x| \leq 1} K(t, x)$. On the other hand, integrating (1.4) from $s$ $(s \in(0,1))$ to 1 , we obtain
$W(t, x) \geq g_{1}(s):= \begin{cases}W(t, s x) s^{-2}+\frac{a_{3}}{\mu-2}|x|^{\mu}\left(1-s^{\mu-2}\right)-\frac{a_{4}}{2}\left(\frac{1}{s^{2}}-1\right), & \text { if } \mu>2, \\ W(t, s x) s^{-2}+a_{3}|x|^{\mu} \ln s^{-1}-\frac{a_{4}}{2}\left(\frac{1}{s^{2}}-1\right), & \text { if } \mu=2,\end{cases}$ which yields that

$$
\begin{align*}
W(t, x) \geq & W(t, x /|x|)|x|^{2}+\min \left\{\frac{a_{3}}{\mu-2}\left(|x|^{\mu}-|x|^{2}\right), a_{3}|x|^{\mu} \ln |x|\right\} \\
& -\frac{a_{4}}{2}\left(|x|^{2}-1\right)  \tag{1.8}\\
\geq & \left(b_{3}-\frac{a_{4}}{2}\right)|x|^{2}
\end{align*}
$$

for all $t \in[0, T]$ and $|x|>1$, where $b_{3}=\min _{t \in[0, T],|x|=1} W(t, x)$. Thus

$$
W(t, x) \geq\left(b_{3}-\frac{a_{4}}{2}\right)|x|^{2}-b_{4}, \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{N}
$$

where $b_{4}=\left(b_{3}-\frac{a_{4}}{2}\right)+\max _{t \in[0, T],|x| \leq 1} W(t, x)$. This, jointly with (1.7), shows that

$$
\begin{aligned}
& F(t, x)=-K(t, x)+W(t, x) \geq\left(b_{3}-\frac{a_{4}}{2}-b_{1}\right)|x|^{2}-\left(b_{2}+b_{4}\right) \\
& \forall(t, x) \in[0, T] \times \mathbb{R}^{N}
\end{aligned}
$$

that is, $\left(F_{7}\right)$ holds with $m_{1}=\left(b_{3}-\frac{a_{4}}{2}-b_{1}\right)$ and $m_{2}=b_{2}+b_{4}$. In addition, combining (1.6) and (1.8), we obtain

$$
\frac{F(t, x)}{|x|^{2}}=-\frac{K(t, x)}{|x|^{2}}+\frac{W(t, x)}{|x|^{2}} \geq-b_{1}+\frac{W(t, x)}{|x|^{2}} \rightarrow+\infty \quad \text { as }|x| \rightarrow \infty
$$

for $t \in[0, T]$. Therefore $\left(F_{8}\right)$ holds.

Remark 1.8. Theorem 1.5 also improves a recent result of Zhang and Liu [22, Theorem 1.2], where the existence of infinitely many solutions was obtained for problem (1.3) under the hypotheses that $F \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{N}, \mathbb{R}\right)$ being $T$-periodic in $t$ and even in $x$, and that
$\left(S Q_{1}\right)$ There exist $a_{1}>0$ and $\lambda>2$ such that $|\nabla F(t, x)| \leq a_{1}\left(1+|x|^{\lambda-1}\right)$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$.
$\left(S Q_{2}\right) F(t, x) \geq 0$ for all $(t, x) \in[0, T] \times \mathbb{R}^{N}$, and $\lim _{|x| \rightarrow \infty} F(t, x) /|x|^{2}=+\infty$ uniformly for $t \in[0, T]$.
$\left(S Q_{3}\right)$ There exist $1 \leq \beta \in(\lambda-2,+\infty)$ and $b>0$ such that

$$
\liminf _{|x| \rightarrow \infty} \frac{(\nabla F(t, x), x)-2 F(t, x)}{|x|^{\beta}} \geq b \quad \text { uniformly for } t \in[0, T]
$$

Obviously, $\left(S Q_{2}\right)$ is stronger than the ones $\left(F_{7}\right)-\left(F_{8}\right)$, and the constants $\beta$ has more freedom in $\left(F_{6}\right)$ than in $\left(S Q_{3}\right)$. There are functions $A$ and $F$ which match our Theorem 1.5, but not satisfying Theorem D and the results in [2, 5, 22, 27]. For example, let $A(t)$ be the unit matrix of order $N$, and

$$
F(t, x)= \begin{cases}|x|^{2}-1, & |x|<1 \\ |x|^{2} \ln |x|^{2}, & |x| \geq 1\end{cases}
$$

Theorem 1.6. Assume that assumptions $(A),\left(F_{7}\right)-\left(F_{9}\right)$ are satisfied and that $F(t, x)$ is even in $x$. Then problem (1.3) possesses infinitely many solutions.

Remark 1.9. There are functions $F$ which matches our Theorem 1.6 but not satisfying Theorems D, 1.5, and the results in [2, 5, 22, 27]. For example, let

$$
F(t, x)=\left|\sin \frac{2 \pi}{T} t\right||x|^{2} \ln \left(1+|x|^{2}\right), \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{N}
$$

The paper is organized as follows. In Section 2, we deal with the existence of periodic solutions of problem (1.1). Theorems 1.1-1.4 are proved by using the mountain pass theorem. Section 3 is concerned with the existence of infinitely many solutions of problem (1.3) and the proofs of Theorems 1.5 and 1.6 are given.

Notation. Throughout the paper we denote by $c$ the various positive constants which may vary from line to line and are not essential to the problem.

## 2 Proofs of Theorems 1.1-1.4

Let $H_{T}^{1}$ be a Hilbert space defined by

$$
H_{T}^{1}=\left\{\begin{array}{l|l}
u:[0, T] \rightarrow \mathbb{R}^{N} & \begin{array}{l}
u \text { is absolutely continuous, } \\
u(0)=u(T) \text { and } \dot{u} \in L^{2}\left(0, T ; \mathbb{R}^{N}\right)
\end{array}
\end{array}\right\}
$$

with the norm given by

$$
\|u\|=\left(\int_{0}^{T}|u(t)|^{2} d t+\int_{0}^{T}|\dot{u}(t)|^{2} d t\right)^{1 / 2}
$$

In view of [10, Proposition 1.3], for $u \in \widetilde{H}_{T}^{1}=\left\{u \in H_{T}^{1}: \int_{0}^{T} u(t) d t=0\right\}$, we have

$$
\|u\|_{\infty}^{2} \leq \frac{T}{12} \int_{0}^{T}|\dot{u}(t)|^{2} d t \quad \text { (Sobolev's inequality) }
$$

which implies that

$$
\begin{equation*}
\|u\|_{\infty} \leq C\|u\| \tag{2.1}
\end{equation*}
$$

for all $u \in H_{T}^{1}$ and some $C>0$, where $\|u\|_{\infty}=\max _{t \in[0, T]}|u(t)|$. It follows that the functional $\varphi$ on $H_{T}^{1}$ given by

$$
\begin{equation*}
\varphi(u)=\frac{1}{2} \int_{0}^{T}|\dot{u}(t)|^{2} d t-\int_{0}^{T} F(t, u(t)) d t \tag{2.2}
\end{equation*}
$$

is continuously differentiable and weakly lower semi-continuous on $H_{T}^{1}$, and

$$
\left\langle\varphi^{\prime}(u), v\right\rangle=\int_{0}^{T}(\dot{u}(t), \dot{v}(t)) d t-\int_{0}^{T}(\nabla F(t, u(t)), v(t)) d t
$$

for all $u, v \in H_{T}^{1}$. It is well known that the weak solutions of problem (1.1) correspond to the critical points of $\varphi$ (see [10]).

In order to find the critical points of $\varphi$, we shall show that $\varphi$ satisfies the Cerami condition (C), i.e., $\left(u_{n}\right) \subset E$ has a convergent subsequence whenever $\left\{\varphi\left(u_{n}\right)\right\}$ is bounded and $\left(1+\left\|u_{n}\right\|\right)\left\|\varphi^{\prime}\left(u_{n}\right)\right\| \rightarrow 0$ as $n \rightarrow \infty$.

Lemma 2.1. If conditions $(A),\left(F_{2}\right)$ and $\left(F_{3}\right)$ hold, then $\varphi$ satisfies the $(C)$ condition.
Proof. Suppose that $\left(u_{n}\right) \subset H_{T}^{1}$ is a (C) sequence. Then we have

$$
\begin{equation*}
c \geq 2 \varphi\left(u_{n}\right)-\left\langle\varphi^{\prime}\left(u_{n}\right), u_{n}\right\rangle=\int_{0}^{T}\left[\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-2 F\left(t, u_{n}\right)\right] d t \tag{2.3}
\end{equation*}
$$

for all $n \in \mathbb{N}$. As in [7], we claim that $\left(u_{n}\right)$ is bounded. For otherwise, there exists a subsequence, still denoted by $\left(u_{n}\right)$, such that $\left\|u_{n}\right\| \rightarrow \infty$ as $n \rightarrow \infty$. Setting $v_{n}=u_{n} /\left\|u_{n}\right\|$, then $\left\|v_{n}\right\|=1$. Up to a subsequence, we can assume that

$$
\begin{array}{ll}
v_{n} \rightharpoonup v & \text { weakly in } H_{T}^{1} \\
v_{n} \rightarrow v & \text { strongly in } C\left(0, T ; \mathbb{R}^{N}\right) \tag{2.4}
\end{array}
$$

By assumptions $(A)$ and $\left(F_{2}\right)$, there exist constants $d_{1}, L_{1}>0$ such that

$$
F(t, x) \leq d_{1}|x|^{2}+\max _{s \in\left[0, L_{1}\right]} a(s) b(t), \quad \forall x \in \mathbb{R}^{N} \text { and a.e. } t \in[0, T] .
$$

Hence we obtain

$$
\begin{aligned}
\varphi\left(u_{n}\right) & =\frac{1}{2} \int_{0}^{T}\left|\dot{u}_{n}(t)\right|^{2} d t-\int_{0}^{T} F\left(t, u_{n}(t)\right) d t \\
& \geq \frac{1}{2}\left\|u_{n}\right\|^{2}-\left(\frac{1}{2}+d_{1}\right) \int_{0}^{T}\left|u_{n}\right|^{2} d t-\max _{s \in\left[0, L_{1}\right]} a(s) \int_{0}^{T} b(t) d t
\end{aligned}
$$

Dividing both sides by $\left\|u_{n}\right\|^{2}$ and letting $n \rightarrow \infty$, we get, using (2.4),

$$
0 \geq \frac{1}{2}-\left(\frac{1}{2}+d_{1}\right) \int_{0}^{T}|v(t)|^{2} d t
$$

which implies that $v \neq 0$. Set

$$
E_{1}=\{t \in[0, T]:(\nabla F(t, x), x)-2 F(t, x) \rightarrow+\infty \text { as }|x| \rightarrow \infty\}
$$

and $E_{2}=\{t \in[0, T]: v(t) \neq 0\}$. Then one has $E_{1} \cap E_{2} \neq \varnothing$ and $\left|u_{n}(t)\right| \rightarrow \infty$ for $t \in E_{1} \cap E_{2}$. Therefore, using $\left(F_{3}\right)$ and Fatou's lemma (see [33]),

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int_{0}^{T} & {\left[\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-2 F\left(t, u_{n}\right)\right] d t } \\
& =\lim _{n \rightarrow \infty} \int_{E_{1} \cap E_{2}}\left[\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-2 F\left(t, u_{n}\right)\right] d t+ \\
& \lim _{n \rightarrow \infty} \int_{[0, T] \backslash\left(E_{1} \cap E_{2}\right)}\left[\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-2 F\left(t, u_{n}\right)\right] d t \\
& \geq \lim _{n \rightarrow \infty} \int_{E_{1} \cap E_{2}}\left[\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-2 F\left(t, u_{n}\right)\right] d t-\int_{0}^{T}|g(t)| d t \\
& =+\infty,
\end{aligned}
$$

a contradiction with (2.3). Hence $\left(u_{n}\right)$ is bounded in $H_{T}^{1}$. Arguing then as in the proof of [10, Proposition 4.1], we conclude that the (C) condition is satisfied. This completes the proof.

Lemma 2.2. If assumptions $(A),\left(F_{5}\right)$ and $\left(F_{6}\right)$ hold, then $\varphi$ satisfies the Cerami condition.
Proof. Let $\left(u_{n}\right)$ be a sequence in $H_{T}^{1}$ such that $\left\{\varphi\left(u_{n}\right)\right\}$ is bounded and $\left(1+\left\|u_{n}\right\|\right)\left\|\varphi^{\prime}\left(u_{n}\right)\right\| \rightarrow 0(n \rightarrow \infty)$. Then we have

$$
\begin{equation*}
\left|\varphi\left(u_{n}\right)\right| \leq c \quad \text { and } \quad\left(1+\left\|u_{n}\right\|\right)\left\|\varphi^{\prime}\left(u_{n}\right)\right\| \leq c \tag{2.5}
\end{equation*}
$$

for all $n$. It follows from $\left(F_{6}\right)$ that there exist $d_{2}, L_{2}>0$ such that

$$
\begin{equation*}
(\nabla F(t, x), x)-2 F(t, x) \geq d_{2}|x|^{\beta}, \quad \forall|x| \geq L_{2} \text { and a.e. } t \in[0, T] . \tag{2.6}
\end{equation*}
$$

By $(A)$, one has

$$
|(\nabla F(t, x), x)-2 F(t, x)| \leq c_{1} b(t), \quad \forall|x| \leq L_{2} \text { and a.e. } t \in[0, T]
$$

where $c_{1}=\left(L_{2}+2\right) \max _{s \in\left[0, L_{2}\right]} a(s)$. Combining this and (2.6) we get

$$
(\nabla F(t, x), x)-2 F(t, x) \geq d_{2}|x|^{\beta}-d_{2} L_{2}^{\beta}-c_{1} b(t)
$$

for all $x \in \mathbb{R}^{N}$ and a.e. $t \in[0, T]$. Hence we have

$$
\begin{aligned}
c & \geq 2 \varphi\left(u_{n}\right)-\left\langle\varphi^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
& =\int_{0}^{T}\left[\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-2 F\left(t, u_{n}\right)\right] d t \\
& \geq d_{2} \int_{0}^{T}\left|u_{n}\right|^{\beta} d t-d_{2} L_{2}^{\beta} T-c_{1} \int_{0}^{T} b(t) d t
\end{aligned}
$$

for all $n$, which implies that

$$
\begin{equation*}
\int_{0}^{T}\left|u_{n}\right|^{\beta} d t<+\infty, \quad \forall n \in \mathbb{N} \tag{2.7}
\end{equation*}
$$

By assumptions $(A)$ and $\left(F_{5}\right)$, there exist $d_{3}, L_{3}>0$ such that

$$
\begin{equation*}
F(t, x) \leq d_{3}|x|^{\lambda}+a_{L_{3}} b(t) \tag{2.8}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$ and a.e. $t \in[0, T]$, where $a_{L_{3}}=\max _{s \in\left[0, L_{3}\right]} a(s)$. Combining this with (2.8), (2.5) and Hölder's inequality, we obtain

$$
\begin{align*}
\frac{1}{2}\left\|u_{n}\right\|^{2} & =\varphi\left(u_{n}\right)+\frac{1}{2} \int_{0}^{T}\left|u_{n}\right|^{2} d t+\int_{0}^{T} F\left(t, u_{n}\right) d t \\
& \leq c+\frac{1}{2} T^{1-\frac{2}{\lambda}}\left(\int_{0}^{T}\left|u_{n}\right|^{\lambda} d t\right)^{\frac{2}{\lambda}}+d_{3} \int_{0}^{T}\left|u_{n}\right|^{\lambda} d t+a_{L_{3}} \int_{0}^{T} b(t) d t \tag{2.9}
\end{align*}
$$

for all $n$. If $\beta>\lambda$, Hölder's inequality and (2.7) imply that

$$
\int_{0}^{T}\left|u_{n}\right|^{\lambda} d t \leq T^{\frac{\beta-\lambda}{\beta}}\left(\int_{0}^{T}\left|u_{n}\right|^{\beta} d t\right)^{\frac{\lambda}{\beta}}<+\infty, \quad \forall n \in \mathbb{N}
$$

and hence the boundedness of ( $u_{n}$ ) follows from (2.9). If $\beta \leq \lambda$, using (2.1), we have

$$
\int_{0}^{T}\left|u_{n}\right|^{\lambda} d t=\int_{0}^{T}\left|u_{n}\right|^{\beta}\left|u_{n}\right|^{\lambda-\beta} d t \leq\left\|u_{n}\right\|_{\infty}^{\lambda-\beta} \int_{0}^{T}\left|u_{n}\right|^{\beta} d t \leq C^{\lambda-\beta}\left\|u_{n}\right\|^{\lambda-\beta} \int_{0}^{T}\left|u_{n}\right|^{\beta} d t
$$

for all $n$. Noticing that $\lambda-\beta<2$, (2.9) still deduces that $\left(u_{n}\right)$ is bounded. Arguing then as in the proof of [10, Proposition 4.1], we conclude that the $(C)$ condition is satisfied.

Lemma 2.3. Under assumptions $(A)$ and $\left(F_{7}\right)-\left(F_{9}\right), \varphi$ satisfies the (C) condition.
Proof. Let $\left(u_{n}\right) \subset H_{T}^{1}$ be such that $\left\{\varphi\left(u_{n}\right)\right\}$ is bounded and $\left(1+\left\|u_{n}\right\|\right)\left\|\varphi^{\prime}\left(u_{n}\right)\right\| \rightarrow$ 0 as $n \rightarrow \infty$. We have, for large $n$,

$$
c \geq \varphi\left(u_{n}\right)-\frac{1}{2}\left\langle\varphi^{\prime}\left(u_{n}\right), u_{n}\right\rangle=\int_{0}^{T} \mathcal{F}\left(t, u_{n}\right) d t .
$$

This yields, setting $\Omega_{n}(\alpha, \beta):=\left\{t \in[0, T]\left|\alpha \leq\left|u_{n}(t)\right|<\beta\right\}\right.$ for $0 \leq \alpha<\beta$, that

$$
\begin{align*}
\int_{\Omega_{n}(\beta,+\infty)} \mathcal{F}\left(t, u_{n}\right) d t & \leq c-\int_{\Omega_{n}(0, \beta)} \mathcal{F}\left(t, u_{n}\right) d t \\
& \leq c+\int_{\Omega_{n}(0, \beta)}\left|\frac{1}{2}\left(\nabla F\left(t, u_{n}\right), u_{n}\right)-F\left(t, u_{n}\right)\right| d t \\
& \leq c+(\beta+1) a_{\beta} \int_{0}^{T} b(t) d t \tag{2.10}
\end{align*}
$$

for large $n$, where $a_{\beta}=\max _{s \in[0, \beta]} a(s)$. In virtue of [10, Proposition 4.1], it suffices to show that $\left(u_{n}\right)$ is bounded. Arguing indirectly, we may assume that $\left\|u_{n}\right\| \rightarrow \infty$ after passing to a subsequence. Take $v_{n}=u_{n} /\left\|u_{n}\right\|$. Then $\left\|v_{n}\right\|=1$, and going to a subsequence, we can assume that

$$
\begin{equation*}
v_{n} \rightharpoonup v_{0} \quad \text { weakly in } H_{T}^{1} \text { and } v_{n} \rightarrow v_{0} \text { strongly in } C\left(0, T ; \mathbb{R}^{N}\right) . \tag{2.11}
\end{equation*}
$$

Case 1. $v_{0} \neq 0$ in $H_{T}^{1}$. Noting $\left\{\varphi\left(u_{n}\right)\right\}$ is bounded, we get

$$
\int_{0}^{T} \frac{F\left(t, u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t=\frac{1}{2}-\frac{1}{2} \int_{0}^{T}\left|v_{0}\right|^{2} d t+o(1)
$$

On the other hand, take

$$
\begin{equation*}
E_{3}:=\left\{t \in[0, T]: F(t, x) /|x|^{2} \rightarrow+\infty \text { as }|x| \rightarrow \infty\right\} . \tag{2.12}
\end{equation*}
$$

Using $\left(F_{7}\right),\left(F_{8}\right)$ and Fatou's lemma (see [33]), we obtain

$$
\begin{aligned}
\int_{0}^{T} \frac{F\left(t, u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t & =\int_{E_{3} \cap\left\{v_{0} \neq 0\right\}} \frac{F\left(t, u_{n}\right)}{\left|u_{n}\right|^{2}}\left|v_{n}\right|^{2} d t+\int_{[0, T] \backslash\left(E_{3} \cap\left\{v_{0} \neq 0\right\}\right)} \frac{F\left(t, u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t \\
& \geq \int_{E_{3} \cap\left\{v_{0} \neq 0\right\}} \frac{F\left(t, u_{n}\right)}{\left|u_{n}\right|^{2}}\left|v_{n}\right|^{2} d t-m_{1} \int_{0}^{T}\left|v_{n}\right|^{2} d t-\frac{m_{2} T}{\left\|u_{n}\right\|^{2}} \\
& \rightarrow+\infty \text { as } n \rightarrow \infty,
\end{aligned}
$$

a contradiction.
Case 2. $v_{0}=0$ in $H_{T}^{1}$. Noting that

$$
\left\langle\varphi^{\prime}\left(u_{n}\right), u_{n}\right\rangle=\left\|u_{n}\right\|^{2}-\int_{0}^{T}\left|u_{n}\right|^{2} d t-\int_{0}^{T}\left(\nabla F\left(t, u_{n}\right), u_{n}\right) d t
$$

for all $n$, one has, by the second limit of (2.11),

$$
\begin{equation*}
\int_{0}^{T} \frac{\left(\nabla F\left(t, u_{n}\right), u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t \rightarrow 1 \text { as } n \rightarrow \infty \tag{2.13}
\end{equation*}
$$

For any $\varepsilon>0(<1 / 2)$, using $\left(F_{9}\right),(2.10)$ and (2.1), we can choose $\beta_{\varepsilon}>L$ sufficiently large such that

$$
\begin{align*}
\int_{\Omega_{n}\left(\beta_{\varepsilon},+\infty\right)} \frac{\left(\nabla F\left(t, u_{n}\right), u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t & \leq \int_{\Omega_{n}\left(\beta_{\varepsilon},+\infty\right)} \frac{a \mathcal{F}\left(t, u_{n}\right)\left|u_{n}\right|^{2-\sigma}}{\left\|u_{n}\right\|^{2}} d t \\
& \leq \frac{a\left\|v_{n}\right\|_{\infty}^{2}}{\beta_{\varepsilon}^{\sigma}} \int_{\Omega_{n}\left(\beta_{\varepsilon},+\infty\right)} \mathcal{F}\left(t, u_{n}\right) d t \\
& \leq \frac{c}{\beta_{\varepsilon}^{\sigma}} \\
& <\varepsilon \tag{2.14}
\end{align*}
$$

for all $n$. In addition,

$$
\int_{\Omega_{n}\left(0, \beta_{\varepsilon}\right)} \frac{\left(\nabla F\left(t, u_{n}\right), u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t \leq \frac{\beta_{\varepsilon} a_{\beta_{\varepsilon}}}{\left\|u_{n}\right\|^{2}} \int_{0}^{T} b(t) d t<\varepsilon
$$

for $n$ large enough. Combining this with (2.14), we obtain

$$
\int_{0}^{T} \frac{\left(\nabla F\left(t, u_{n}\right), u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t<2 \varepsilon<1 \quad \text { for } n \text { sufficiently large, }
$$

which contradicts (2.13).
For convenience to quote, we state Rabinowitz's mountain pass theorem (see [34, Theorem 2.2]). In the linking theorem it is usually assumed that $\Phi$ satisfies the stronger Palais-Smale condition, however, the Cerami condition is sufficient for the deformation lemma (see [35]), and hence for the linking theorem to hold.

Proposition 2.1. Let $E$ be a real Banach space and $\Phi \in C^{1}(E, \mathbb{R})$ satisfies the Cerami condition (C). Suppose that $\Phi(0)=0$ and
(i) There are constants $\rho, \alpha>0$ such that $\left.\Phi\right|_{\partial B_{\rho}(0)} \geq \alpha$, where $B_{\rho}(0)$ is an open ball in $E$ of radius $\rho$ centered at 0 .
(ii) There exists $e \in E \backslash B_{\rho}(0)$ such that $\Phi(e) \leq 0$.

Then $\Phi$ possesses a critical value $c \geq \alpha$ given by

$$
c=\inf _{h \in \Gamma} \max _{s \in[0,1]} \Phi(h(s)),
$$

where $\Gamma=\{h \in C([0,1], E): h(0)=0, h(1)=e\}$.

Proof of Theorem 1.1. In view of Lemma 2.1, the functional $\varphi$ introduced in (2.2) satisfies the $(\mathrm{C})$ condition. It remains to verify $(i)$ and (ii) of Proposition 2.1.

It follows from $\left(F_{4}\right)$ that

$$
\varphi\left(x_{0}\right)=-\int_{0}^{T} F\left(t, x_{0}\right) d t<0=\varphi(0)
$$

which gives (ii) directly. By $\left(F_{1}\right)$, we have, for $\varepsilon \in\left(0,-\lim \sup _{|x| \rightarrow 0} F(t, x) /|x|^{2}\right)$, there exists $\delta>0$ such that

$$
F(t, x) \leq-\varepsilon|x|^{2}, \quad \forall|x| \leq \delta \text { and a.e. } t \in[0, T] .
$$

Thus we obtain, using (2.1),

$$
\varphi(u) \geq \frac{1}{2} \int_{0}^{T}|\dot{u}|^{2} d t+\varepsilon \int_{0}^{T}|u|^{2} d t \geq \min \left\{\frac{1}{2}, \varepsilon\right\}\|u\|^{2}
$$

for all $u \in H_{T}^{1}$ with $\|u\| \leq \min \left\{\delta / C,\left|x_{0}\right| / 2\right\}$. So (i) holds with $\rho=\min \{\delta / C$, $\left.\left|x_{0}\right| / 2\right\}$ and $\alpha=\min \{1 / 2, \varepsilon\} \rho^{2}$. Consequently, by Proposition 2.1, $\varphi$ has one
nonzero critical point, and hence problem (1.1) has one nontrivial solution. This concludes the proof.

Proof of Theorem 1.2. The proof is similar to that of Theorem 1.1 and is omitted.

Proof of Theorem 1.3. The proof follows the same lines as that of Theorem 1.1 with Lemma 2.1 replaced by Lemma 2.2.

Proof of Theorem 1.4. It follows from Lemma 2.3 that $\varphi$ satisfies the Cerami condition. As in the proof of Theorem 1.1, $\left(F_{1}\right)$ implies that, for $\rho:=\delta / C$,

$$
\left.\varphi\right|_{\partial B_{\rho}(0)} \geq \min \left\{\frac{1}{2}, \varepsilon\right\} \frac{\delta^{2}}{C^{2}} .
$$

Choose $u_{0} \in C^{\infty}\left(0, T ; \mathbb{R}^{N}\right)$ such that $\left\|u_{0}\right\|=1,\left|u_{0}(t)\right|=1$ for $t \in[T / 3, T / 2]$ and assume $s>1$. Using $\left(F_{7}\right),\left(F_{8}\right)$ and Fatou's lemma, we obtain

$$
\begin{aligned}
\frac{\varphi\left(s u_{0}\right)}{s^{2}} & =\frac{1}{2}\left\|u_{0}\right\|^{2}-\int_{[T / 3, T / 2] \cap E_{3}} \frac{F\left(t, s u_{0}(t)\right)}{s^{2}} d t-\int_{[0, T] \backslash\left([T / 3, T / 2] \cap E_{3}\right)} \frac{F\left(t, s u_{0}\right)}{s^{2}} d t \\
& \leq \frac{1}{2}-\int_{[T / 3, T / 2] \cap E_{3}} \frac{F\left(t, s u_{0}(t)\right)}{\left|s u_{0}(t)\right|^{2}} d t+m_{1} \int_{0}^{T}\left|u_{0}\right|^{2} d t+\frac{m_{2} T}{s^{2}} \\
& \rightarrow-\infty \text { as } s \rightarrow+\infty,
\end{aligned}
$$

where $E_{3}$ refers to (2.12). Hence, there is $s_{0}>\max \{1, \rho\}$ so large such that $\varphi\left(s_{0} u_{0}\right)<0$. Therefore, by Proposition 2.1, $\varphi$ possesses one nontrivial critical point. This completes the proof.

## 3 Proofs of Theorems 1.5 and 1.6

In this section, we investigate the existence of infinitely many solutions of problem (1.3) under the symmetric assumption upon $F$.

Under condition (A), the energy functional associated to problem (1.3) given by

$$
\psi(u)=\frac{1}{2} \int_{0}^{T}|\dot{u}(t)|^{2} d t-\frac{1}{2} \int_{0}^{T}(A(t) u(t), u(t)) d t-\int_{0}^{T} F(t, u(t)) d t
$$

is continuously differentiable and weakly lower semi-continuous on $H_{T}^{1}$, and

$$
\left\langle\psi^{\prime}(u), v\right\rangle=\int_{0}^{T}(\dot{u}(t), \dot{v}(t)) d t-\int_{0}^{T}(A(t) u(t), v(t)) d t-\int_{0}^{T}(\nabla F(t, u(t)), v(t)) d t
$$

for all $u, v \in H_{T}^{1}$. The critical points of $\psi$ correspond to the weak solutions of problem (1.3) (see [10]).

By the spectral theorem for compact self-adjoint operators on a Hilbert space, the differential operator $u \mapsto-\ddot{u}-A(t) u$ has a sequence of eigenfunctions which forms an orthogonal basis of $H_{T}^{1}$ and the following decomposition holds:

$$
H_{T}^{1}=H^{+} \bigoplus H^{-} \bigoplus H^{0}
$$

where

$$
\begin{aligned}
& H^{+}=\overline{\operatorname{span}\left\{u \in H_{T}^{1}:-\ddot{u}-A(t) u=\lambda u \text { with } \lambda>0\right\}} \\
& H^{-}=\operatorname{span}\left\{u \in H_{T}^{1}:-\ddot{u}-A(t) u=\lambda u \text { with } \lambda<0\right\} \\
& H^{0}=\operatorname{ker}\{\ddot{u}+A(t) u\} .
\end{aligned}
$$

One has $\operatorname{dim}\left(H^{-} \oplus H^{0}\right)<+\infty$ and there exists a constant $\delta>0$ such that

$$
\begin{equation*}
\int_{0}^{T}|\dot{u}|^{2} d t-\int_{0}^{T}(A(t) u, u) d t \geq \delta\|u\|^{2} \tag{3.1}
\end{equation*}
$$

for $u \in H^{+}$and

$$
\int_{0}^{T}|\dot{u}|^{2} d t-\int_{0}^{T}(A(t) u, u) d t \leq-\delta\|u\|^{2}
$$

for $u \in H^{-}$(see [10, p. 89]).
We shall apply the Fountain Theorem of Bartsch (see [36, Theorem 2.5]) to prove Theorems 1.5 and 1.6. Let $X$ be a reflexive and separable Banach space, then there are $\left(e_{n}\right)_{n \in \mathbb{N}} \subset X$ and $\left(e_{n}^{*}\right)_{n \in \mathbb{N}} \subset X^{*}$ (the dual space of $X$ ) such that

$$
X=\overline{\operatorname{span}\left\{e_{n}: n \in \mathbb{N}\right\}}, \quad X^{*}=\overline{\operatorname{span}\left\{e_{n}^{*}: n \in \mathbb{N}\right\}}
$$

and

$$
\left(e_{n}, e_{m}\right)=\left\{\begin{array}{lc}
1, & n=m \\
0, & n \neq m
\end{array}\right.
$$

Let $X_{j}=\operatorname{span}\left\{e_{j}\right\}$, then $X=\overline{\bigoplus_{j \geq 1} X_{j}}$. Now we define

$$
\begin{equation*}
Y_{k}=\bigoplus_{j=1}^{k} X_{j} \quad \text { and } \quad Z_{k}=\overline{\bigoplus_{j \geq k} X_{j}} \tag{3.2}
\end{equation*}
$$

Then we have the following Fountain Theorem.
Proposition 3.1. Assume that $\Psi \in C^{1}(X, \mathbb{R})$ satisfies the Cerami condition (C), $\Psi(-u)=\Psi(u)$. For almost every $k \in \mathbb{N}$, there exist $\rho_{k}>r_{k}>0$ such that
(i) $b_{k}:=\inf _{u \in Z_{k},\|u\|=r_{k}} \Psi(u) \rightarrow+\infty$ as $k \rightarrow \infty$;
(ii) $a_{k}:=\max _{u \in Y_{k},\|u\|=\rho_{k}} \Psi(u) \leq 0$.

Then $\Psi$ has a sequence of critical values tending to $+\infty$.
Lemma 3.1 (see [21]). For the Hilbert space $H_{T}^{1}$, define $Y_{k}$ and $Z_{k}$ as in (3.2), then we have

$$
\beta_{k}:=\sup _{u \in Z_{k}\|u\|=1}\|u\|_{\infty} \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

Proof. The proof follows the same lines as that of [37, Lemma 3.8], since the embedding of $H_{T}^{1}$ into $C\left(0, T ; \mathbb{R}^{N}\right)$ is compact.

Proof of Theorem 1.5. According to Lemma 2.2 and the evenness of $\psi$, we know that $\psi$ satisfies the (C) condition and $\psi(-u)=\psi(u)$. It remains to verify the conditions (i) and (ii) of Proposition 3.1.

Verification of $(i)$. Set $r_{k}=\beta_{k}^{-1}$. By Lemma 3.1, we get

$$
r_{k} \rightarrow+\infty \quad \text { as } k \rightarrow \infty
$$

So choosing $k$ sufficiently large such that

$$
Z_{k} \subset H^{+} \text {and } r_{k} \geq\left(4 \delta^{-1} \max _{s \in[0,1]} a(s) \int_{0}^{T} b(t) d t\right)^{1 / 2}
$$

we obtain, using condition $(A)$ and (3.1),

$$
\begin{aligned}
\psi(u) & \geq \frac{\delta}{2}\|u\|^{2}-\int_{0}^{T} F(t, u) d t \\
& \geq \frac{\delta}{2}\|u\|^{2}-\max _{s \in\left[0,\|u\|_{\infty}\right]} a(s) \int_{0}^{T} b(t) d t \\
& \geq \frac{\delta}{2}\|u\|^{2}-\max _{s \in\left[0, \beta_{k}\|u\|\right]} a(s) \int_{0}^{T} b(t) d t \\
& \geq \frac{\delta r_{k}^{2}}{4}
\end{aligned}
$$

for $u \in Z_{k}$ with $\|u\|=r_{k}$. This yields that

$$
\inf _{u \in Z_{k},\|u\|=r_{k}} \psi(u) \geq \frac{\delta r_{k}^{2}}{4} \rightarrow+\infty \quad \text { as } k \rightarrow \infty
$$

Verification of (ii). Assume that (ii) does not hold for some given $k$. Then there exists a sequence $\left(u_{n}\right) \subset \Upsilon_{k}$ such that

$$
\begin{equation*}
\left\|u_{n}\right\| \rightarrow \infty \quad \text { and } \quad \psi\left(u_{n}\right) \geq 0 \tag{3.3}
\end{equation*}
$$

Let $v_{n}=u_{n} /\left\|u_{n}\right\|$. Then $\left\|v_{n}\right\|=1$. Since $\operatorname{dim} \Upsilon_{k}<+\infty$, up to a subsequence, we may assume that

$$
v_{n} \rightarrow v_{0} \quad \text { in } Y_{k} \text { and } v_{n}(t) \rightarrow v_{0}(t) \text { a.e. } t \in[0, T]
$$

for some $v_{0} \in Y_{k} \backslash\{0\}$. From $\left(F_{8}\right)$, we obtain, for $t \in E_{3} \cap\left\{t \in[0, T]: v_{0}(t) \neq 0\right\}$,

$$
\frac{F\left(t, u_{n}(t)\right)}{\left|u_{n}(t)\right|^{2}}\left|v_{n}(t)\right|^{2} \rightarrow+\infty \quad \text { as } n \rightarrow \infty,
$$

where $E_{3}$ refers to (2.12). Then, using $\left(F_{7}\right)$ and Fatou's lemma (see [33]),

$$
\begin{align*}
\int_{0}^{T} \frac{F\left(t, u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t & =\int_{E_{3} \cap\left\{v_{0} \neq 0\right\}} \frac{F\left(t, u_{n}\right)}{\left|u_{n}\right|^{2}}\left|v_{n}\right|^{2} d t+\int_{[0, T] \backslash\left(E_{3} \cap\left\{v_{0} \neq 0\right\}\right)} \frac{F\left(t, u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t \\
& \geq \int_{E_{3} \cap\left\{v_{0} \neq 0\right\}} \frac{F\left(t, u_{n}\right)}{\left|u_{n}\right|^{2}}\left|v_{n}\right|^{2} d t-m_{1} \int_{0}^{T}\left|v_{n}\right|^{2} d t-\frac{m_{2} T}{\left\|u_{n}\right\|^{2}} \\
& \rightarrow+\infty \text { as } n \rightarrow \infty . \tag{3.4}
\end{align*}
$$

It follows from the continuity of $A(\cdot)$ that there exists $G>1$ such that

$$
\left|\int_{0}^{T}(A(t) u, u) d t\right| \leq G \int_{0}^{T}|u|^{2} d t, \quad \forall u \in H_{T}^{1}
$$

Combining this with (3.4), we obtain

$$
\begin{aligned}
\psi\left(u_{n}\right) & \leq \frac{1}{2} \int_{0}^{T}\left|\dot{u}_{n}\right|^{2} d t+\frac{G}{2} \int_{0}^{T}\left|u_{n}\right|^{2} d t-\int_{0}^{T} F\left(t, u_{n}\right) d t \\
& \leq\left\|u_{n}\right\|^{2}\left(\frac{G}{2}-\int_{0}^{T} \frac{F\left(t, u_{n}\right)}{\left\|u_{n}\right\|^{2}} d t\right) \\
& \rightarrow-\infty
\end{aligned}
$$

a contradiction with (3.3).
Proof of Theorem 1.6. The proof of Theorem 1.6 is similar to that of Theorem 1.5 with Lemma 2.2 replaced by Lemma 2.3.
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