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#### Abstract

We define some subclasses of Orlicz spaces of functions and establish here a direct theorem of the approximation theory by rational functions.


## 1 Introduction and main results

Let $\Gamma$ be a rectifiable Jordan curve in the complex plane $\mathbf{C}$ and let $G:=\operatorname{Int} \Gamma$, $G^{-}:=E x t \Gamma$. Without loss of generality we suppose that $0 \in G$. Further let $T:=$ $\{w \in \mathbf{C}:|w|=1\}, U:=\operatorname{Int} T, U^{-}:=E x t T$. We denote by $\varphi$ and $\varphi_{1}$ the conformal mappings of $G^{-}$and $G$ onto $U^{-}$normalized by the conditions

$$
\varphi(\infty)=\infty, \lim _{z \rightarrow \infty} \frac{\varphi(z)}{z}>0
$$

and

$$
\varphi_{1}(0)=\infty, \lim _{z \rightarrow 0} z \varphi_{1}(z)>0
$$

respectively and let $\psi$ and $\psi_{1}$ be the inverse mappings of $\varphi$ and $\varphi_{1}$.
Let also $L_{p}(\Gamma)$ and $E_{p}(G)(1 \leq p<\infty)$ be the Lebesgue space of measurable complex valued functions on $\Gamma$ and the Smirnov class of analytic functions in $G$ respectively. Since $\Gamma$ is rectifiable, we have $\varphi^{\prime} \in E_{1}\left(G^{-}\right), \varphi_{1}^{\prime} \in E_{1}(G)$ and $\psi^{\prime}$,

[^0]$\psi_{1}^{\prime} \in E_{1}\left(U^{-}\right)$, which imply that the functions $\varphi^{\prime}$ and $\varphi_{1}^{\prime}$ admit the nontangential limits $a$. $e$. on $\Gamma$ belonging to $L_{1}(\Gamma)$, and $\psi^{\prime}$ and $\psi_{1}^{\prime}$ have nontangential limits $a$. $e$. on $T$ belonging to $L_{1}(T)$ [8, pp. 419-453].

For $z \in \Gamma$ and $\varepsilon>0$, we denote by $\Gamma(z, \varepsilon)$ the portion of $\Gamma$ in the open disk of radius $\varepsilon$ centered at $z$, i. e. $\Gamma(z, \varepsilon):=\{t \in \Gamma:|t-z|<\varepsilon\}$. Further let $|\Gamma(z, \varepsilon)|$ denotes the length of $\Gamma(z, \varepsilon)$.
Definition 1. $\Gamma$ is called a Carleson curve if the condition

$$
\sup _{z \in \Gamma} \sup _{\varepsilon>0} \frac{1}{\varepsilon}|\Gamma(z, \varepsilon)|<\infty
$$

holds.
A convex and continuous function $M:[0, \infty) \rightarrow[0, \infty)$ for which $M(0)=0$, $M(x)>0$ for $x>0$ and

$$
\lim _{x \rightarrow 0} \frac{M(x)}{x}=0, \lim _{x \rightarrow \infty} \frac{M(x)}{x}=\infty
$$

is called an $N$-function. The complementary $N$-function of $M$ is defined by

$$
N(y):=\max _{x \geq 0}\{x y-M(x)\}
$$

for $y \geq 0$.
Let $M$ be an $N$-function and $N$ be its complementary function. We denote by $L_{M}(\Gamma)$ the linear space of Lebesgue measurable functions $f: \Gamma \rightarrow \mathbf{C}$ satisfying the condition

$$
\int_{\Gamma} M(\alpha|f(z)|)|d z|<\infty
$$

for some $\alpha>0 . L_{M}(\Gamma)$ becomes a Banach space with respect to the norm

$$
\begin{equation*}
\|f\|_{L_{M}(\Gamma)}:=\sup \left\{\int_{\Gamma}|f(z) g(z)||d z|: g \in L_{N}(\Gamma), \rho(g, N) \leq 1\right\} \tag{1}
\end{equation*}
$$

where $\rho(g, N)=\int_{\Gamma} N(|g(z)|)|d z|[17$, pp. 52-68].
The norm $\|\cdot\|_{L_{M}(\Gamma)}$ is called the Orlicz norm and the Banach space $L_{M}(\Gamma)$ is called an Orlicz space.

It is known that every function in $L_{M}(\Gamma)$ is integrable on $\Gamma$, i.e. $L_{M}(\Gamma) \subset L_{1}(\Gamma)$ [17, p. 50 ].

The $N$-function $M$ is said to satisfy the $\Delta_{2}$-condition if

$$
\lim _{x \rightarrow \infty} \frac{M(2 x)}{M(x)}<\infty
$$

holds.
The Orlicz space $L_{M}(\Gamma)$ is reflexive if and only if the $N$-function $M$ and its complementary function $N$ are both satisfy the $\Delta_{2}$-condition [17, p. 113].

The more general information about Orlicz spaces can be found in [16] and [17].
Let $\Gamma_{r}$ be the image of the circle $\{w \in \mathbf{C}:|w|=r, 0<r<1\}$ under some conformal mapping of $U$ onto $G$ and $M$ be an $N$-function. We denote by $E_{M}(G)$ the class of functions $f$ analytic in $G$ and satisfying the condition

$$
\int_{\Gamma_{r}} M(|f(z)|)|d z|<\infty
$$

uniformly in $r$.

Definition 2. [13] The class $E_{M}(G)$ is called the Smirnov-Orlicz class.
If $M(x)=M(x, p):=x^{p}, 1<p<\infty$, then the Smirnov-Orlicz class $E_{M}(G)$ coincides with the usual Smirnov class $E_{p}(G)$. As was noted in [13], every function of class $E_{M}(G)$ has $a$. e. nontangential boundary values and the boundary function belongs to $L_{M}(\Gamma)$.

The class $E_{M}\left(G^{-}\right)$can be defined similarly.
For $\varsigma \in \Gamma$ we define the points $\varsigma_{h} \in \Gamma$ and $\varsigma_{1 h} \in \Gamma$ as

$$
\varsigma_{h}:=\psi\left[\varphi(\varsigma) e^{i h}\right], \varsigma_{1 h}:=\psi_{1}\left[\varphi_{1}(\varsigma) e^{i h}\right], h \in[0,2 \pi]
$$

and the shifts $T_{h} f$ and $T_{1 h} f$ for $f \in L_{M}(\Gamma)$ by

$$
\begin{equation*}
T_{h} f(\varsigma):=\frac{f\left(\varsigma_{h}\right)}{\varphi^{\prime}\left(\varsigma_{h}\right)} \varphi^{\prime}(\varsigma), \varsigma \in \Gamma \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{1 h} f(\varsigma):=\frac{f\left(\varsigma_{1 h}\right)}{\left[\varphi_{1}\left(\varsigma_{1 h}\right)\right]^{-2} \varphi_{1}^{\prime}\left(\varsigma_{1 h}\right)}\left[\varphi_{1}(\varsigma)\right]^{-2} \varphi_{1}^{\prime}(\varsigma), \varsigma \in \Gamma . \tag{3}
\end{equation*}
$$

For example, if $\Gamma \equiv T$, then $T_{h} f(w)=f\left(w e^{i h}\right), T_{1 h} f(w)=f\left(w e^{-i h}\right)$ and hence $T_{h} f(w) \in L_{M}(\Gamma), T_{1 h} f(w) \in L_{M}(\Gamma)$ as soon as $f \in L_{M}(\Gamma)$. Moreover, if

$$
0<c_{1} \leq\left|\varphi^{\prime}(z)\right| \leq c_{2}<\infty
$$

or

$$
0<c_{3} \leq\left|\varphi_{1}^{\prime}(z)\right| \leq c_{4}<\infty
$$

for $z \in \Gamma$ and with the constants $c_{1}, c_{2}, c_{3}, c_{4}$, which are independent of $z$, then it is easy to verify that $L_{M}(\Gamma)$ is invariant with respect to the shifts $T_{h} f$ and $T_{1 h} f$. Starting from this we define the functions $\omega_{M}^{*}(., f), \omega_{1 M}^{*}(., f)$ and $\Omega_{M}^{*}(., f)$ for $\delta \geq 0$ as

$$
\begin{aligned}
\omega_{M}^{*}(\delta, f) & :=\sup _{|h| \leq \delta}\left\|f-T_{h} f\right\|_{L_{M}(\Gamma)}, \\
\omega_{1 M}^{*}(\delta, f) & :=\sup _{|h| \leq \delta}\left\|f-T_{1 h} f\right\|_{L_{M}(\Gamma)}, \\
\Omega_{M}^{*}(\delta, f) & :=\omega_{M}^{*}(\delta, f)+\omega_{1 M}^{*}(\delta, f) .
\end{aligned}
$$

Let $\omega(\delta)$ be a nonnegative, continuous, nondecreasing real function such that $\omega(0)=0, \omega(\delta)>0$ for $\delta>0$, and $\omega(n \delta) \leq c_{5} n \omega(\delta)$ for every natural number $n$ and with some constant $c_{5}>0$.

We define the classes of functions $H_{\Gamma}^{\omega} L_{M}(\Gamma), H_{\Gamma}^{\omega} E_{M}(G)$ and $H_{\Gamma}^{\omega} E_{M}\left(G^{-}\right)$as

$$
\begin{aligned}
H_{\Gamma}^{\omega} L_{M}(\Gamma) & :=\left\{f \in L_{M}(\Gamma): \Omega_{M}^{*}(\delta, f) \leq c_{6} \omega(\delta)\right\}, \\
H_{\Gamma}^{\omega} E_{M}(G) & :=\left\{f \in E_{M}(G): \omega_{M}^{*}(\delta, f) \leq c_{7} \omega(\delta)\right\}, \\
H_{\Gamma}^{\omega} E_{M}\left(G^{-}\right) & :=\left\{f \in E_{M}\left(G^{-}\right): \omega_{1 M}^{*}(\delta, f) \leq c_{8} \omega(\delta)\right\},
\end{aligned}
$$

where the constants $c_{6}, c_{7}$ and $c_{8}$ are independent of $f$ and $\delta$.
It is clear that if $f \in H_{\Gamma}^{\omega} L_{M}(\Gamma)$, then $T_{h} f \in L_{M}(\Gamma)$ and $T_{1 h} f \in L_{M}(\Gamma)$.
Our main results are the following.

Theorem 1. Let $\Gamma$ be a Carleson curve, $L_{M}(\Gamma)$ be a reflexive Orlicz space on $\Gamma$ and $f \in H_{\Gamma}^{\omega} L_{M}(\Gamma)$. Then for each natural number $n$ there exists a rational function $R_{n}(z, f)$ such that

$$
\begin{equation*}
\left\|f-R_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} \leq c \omega(1 / n) \tag{4}
\end{equation*}
$$

holds with a constant $c$, which is independent of $n$.
Corollary 1. If $f \in H_{\Gamma}^{\omega} E_{M}(G)$, then for each natural number $n$ there exists an algebraic polynomial $P_{n}(z, f)$ of degree $\leq n$ such that

$$
\begin{equation*}
\left\|f-P_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} \leq c \omega(1 / n) \tag{5}
\end{equation*}
$$

holds with a constant $c$, which is independent of $n$.
Corollary 2. If $f \in H_{\Gamma}^{\omega} E_{M}\left(G^{-}\right)$then for each natural number $n$ there exists a polynomial $B_{n}(1 / z, f)$ of $1 / z$ such that

$$
\begin{equation*}
\left\|f-B_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} \leq c \omega(1 / n) \tag{6}
\end{equation*}
$$

holds with a constant $c$, which is independent of $n$.
Theorem 1 is new also in the spaces $L_{p}(\Gamma), 1<p<\infty$. To the best of the authors knowledge in the literature there are no results studying the direct theorems of the approximation theory by polynomials and rational functions in the Orlicz spaces and Smirnov-Orlicz classes.

When $\Gamma$ is a smooth Jordan curve and $\theta(s)$, the angle between the tangent and the positive real axis expressed as a function of arclength $s$, has modulus of continuity $\Omega(s, \theta)$ satisfying the Dini-smooth condition

$$
\int_{0}^{\delta} \frac{\Omega(s, \theta)}{s} d s<\infty, \delta>0
$$

some inverse problems of the approximation theory in the Smirnov-Orlicz classes were investigated by Kokilashvili [13].

Under different restrictive conditions upon $\Gamma=\partial G$ the similar problems in $L_{p}(\Gamma)$ and $E_{p}(G), 1 \leq p<\infty$, spaces were studied in [1], [2], [9], [14], [6], [4], [10], [11].

Throughout this paper we shall denote by $c, c_{1}, c_{2}$, . . constants depending only on numbers that are not important for the questions of interest.

## 2 Auxiliary results

Let $\Gamma$ be a rectifiable Jordan curve and $f \in L_{1}(\Gamma)$. Then the functions $f^{+}$and $f^{-}$ defined by

$$
\begin{equation*}
f^{+}(z):=\frac{1}{2 \pi i} \int_{\Gamma} \frac{f(\varsigma)}{\varsigma-z} d \varsigma, z \in G \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{-}(z):=\frac{1}{2 \pi i} \int_{\Gamma} \frac{f(\varsigma)}{\varsigma-z} d \varsigma, z \in G^{-} \tag{8}
\end{equation*}
$$

are analytic in $G$ and $G^{-}$respectively and $f^{-}(\infty)=0$.

The Cauchy singular integral of $f \in L_{1}(\Gamma)$ at $z \in \Gamma$ is defined by

$$
S_{\Gamma}(f)(z):=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{\Gamma \backslash \Gamma(z, \varepsilon)} \frac{f(\varsigma)}{\varsigma-z} d \varsigma,
$$

if the limit exists.
For $f \in L_{1}(\Gamma)$, if one of the functions $f^{+}$and $f^{-}$has nontangential limits $a$. e. on $\Gamma$, then $S_{\Gamma}(f)(z)$ exists $a$. $e$. on $\Gamma$ and also the other one of the functions $f^{+}$ and $f^{-}$has nontangential limits $a$. e. on $\Gamma$. Conversely, if $S_{\Gamma}(f)(z)$ exists $a$. e. on $\Gamma$, then the functions $f^{+}$and $f^{-}$have nontangential limits $a$. $e$. on $\Gamma$. In both cases, the formulae

$$
\begin{equation*}
f^{+}(z)=S_{\Gamma}(f)(z)+\frac{1}{2} f(z), f^{-}(z)=S_{\Gamma}(f)(z)-\frac{1}{2} f(z) \tag{9}
\end{equation*}
$$

holds $a$. e. on $\Gamma[8$, p. 431] and hence

$$
\begin{equation*}
f=f^{+}-f^{-} \tag{10}
\end{equation*}
$$

a.e. on $\Gamma$.

For $f \in L_{1}(\Gamma)$, if $S_{\Gamma}(f)(z)$ exists $a . e$. on $\Gamma$, we associate the function $S_{\Gamma}(f)$ taking the value $S_{\Gamma}(f)(z) a$. $e$. on $\Gamma$. The linear operator $S_{\Gamma}$ defined in such way is called the Cauchy singular operator.

The following theorem, proved in [12], characterizes the curves which the singular operator $S_{\Gamma}$ is bounded in the reflexive Orlicz space $L_{M}(\Gamma)$.
Theorem 2 The singular operator $S_{\Gamma}$ is a bounded linear operator in the reflexive Orlicz space $L_{M}(\Gamma)$, i. e.,

$$
\begin{equation*}
\left\|S_{\Gamma}(f)\right\|_{L_{M}(\Gamma)} \leq c\|f\|_{L_{M}(\Gamma)}, f \in L_{M}(\Gamma) \tag{11}
\end{equation*}
$$

holds, where $c$ is a constant depending only on $M$ and $\Gamma$, if and only if $\Gamma$ is a Carleson curve.

Let $k$ be a nonnegative integer. Then the function $\varphi^{\prime}(z) \varphi^{k}(z)$ has a pole of order $k$ at $\infty$. Hence there exists a polynomial $B_{k}(z)$ of degree $k$ and a function $E_{k}(z)$ analytic in $G^{-}$such that $E_{k}(\infty)=0$ and

$$
\varphi^{k}(z) \varphi^{\prime}(z):=B_{k}(z)+E_{k}(z)
$$

holds for every $z \in G^{-}$.
The polynomials $B_{k}(z)(k=0,1,2, \ldots)$ are called the Faber polynomials of the second kind for $G$ and satisfy the expansion

$$
\begin{equation*}
\frac{1}{\psi(w)-z}=\sum_{k=0}^{\infty} \frac{B_{k}(z)}{w^{k+1}} \tag{12}
\end{equation*}
$$

for $z \in G$ and $w \in U^{-}$[18, p. 95].
Now let's consider the function $\left[\varphi_{1}(z)\right]^{k-2} \varphi_{1}^{\prime}(z)$. This function is analytic in $G \backslash\{0\}$ and has a pole of order $k$ at the point 0 . If we denote its principal part at 0 by $\widetilde{B}_{k}(1 / z)$, then there exists an analytic function $\widetilde{E}_{k}(z)$ in $G$ such that

$$
\left[\varphi_{1}(z)\right]^{k-2} \varphi_{1}^{\prime}(z)=\widetilde{B}_{k}(1 / z)+\widetilde{E}_{k}(z)
$$

holds for every $z \in G \backslash\{0\}$ and for the principal parts $\widetilde{B}_{k}(1 / z)$ the expansion

$$
\begin{equation*}
\frac{w^{-2}}{\psi_{1}(w)-z}=\sum_{k=0}^{\infty}-\frac{\widetilde{B}_{k}(1 / z)}{w^{k+1}}, z \in G^{-}, w \in U^{-} \tag{13}
\end{equation*}
$$

holds [4].

## 3 Proofs of the new results

Let $f \in L_{M}(\Gamma)$. Then $f \in L_{1}(\Gamma)$ and hence the functions

$$
f_{0}(w):=f[\psi(w)] \psi^{\prime}(w)
$$

and

$$
f_{1}(w):=f\left[\psi_{1}(w)\right] \psi_{1}^{\prime}(w) w^{2}
$$

are integrable on $T$. We can associate the series

$$
\begin{equation*}
f_{0}(w) \sim \sum_{k=-\infty}^{\infty} a_{k} w^{k} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{1}(w) \sim \sum_{k=-\infty}^{\infty} \tilde{a}_{k} w^{k} \tag{15}
\end{equation*}
$$

for $w \in T$.
Let

$$
K_{n}(\theta)=\sum_{m=-n}^{n} \lambda_{m}^{(n)} e^{i m \theta}
$$

be an even, nonnegative trigonometric polynomial satisfying the conditions

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} K_{n}(\theta) d \theta=1 \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\pi} \theta K_{n}(\theta) d \theta \leq c_{9} / n \tag{17}
\end{equation*}
$$

for $n=1,2, \ldots$ and with a constant $c_{9}>0$. In special case, the Jackson kernel

$$
J_{n}(\theta)=\frac{3 \sin ^{4}(n \theta / 2)}{n\left(2 n^{2}+1\right) \sin ^{4}(\theta / 2)}
$$

satisfies these conditions[5, p. 203].
Let's consider the integral

$$
I(\theta, z):=\frac{1}{2 \pi i} \int_{\Gamma} \frac{f\left(\varsigma_{-\theta}\right)}{\varphi^{\prime}\left(\varsigma_{-\theta}\right)} \frac{\varphi^{\prime}(\varsigma)}{\varsigma-z} d \varsigma, z \in G .
$$

Substituting $\varsigma=\psi\left(e^{i t}\right)$ here, we obtain

$$
I(\theta, z)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f_{0}\left(e^{i(t-\theta)}\right) \frac{e^{i t}}{\psi\left(e^{i t}\right)-z} d t .
$$

Since by (14)

$$
f_{0}\left(e^{i t}\right) \sim \sum_{k=-\infty}^{\infty} a_{k} e^{i k t}
$$

and by (12)

$$
\frac{e^{i t}}{\psi\left(e^{i t}\right)-z} \sim \sum_{k=0}^{\infty} \frac{B_{k}(z)}{e^{i k t}}
$$

we can associate $[3, \mathrm{pp} .74-75]$ to $I(\theta, z)$ the series expansion, i.e.,

$$
I(\theta, z) \sim \sum_{k=0}^{\infty} a_{k} B_{k}(z) e^{-i k \theta}
$$

Then by the generalized Parseval's identity [3, pp. 225-228]

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi} K_{n}(\theta) I(\theta, z) d \theta=\sum_{k=0}^{n} \lambda_{k}^{(n)} a_{k} B_{k}(z),
$$

because the function $K_{n}(\theta)$ is of bounded variation and $I(\cdot, z) \in L_{1}([-\pi, \pi])$. Hence we have

$$
\frac{1}{4 \pi^{2} i} \int_{-\pi}^{\pi} K_{n}(\theta) d \theta \int_{\Gamma} \frac{f\left(\varsigma_{-\theta}\right)}{\varphi^{\prime}\left(\varsigma_{-\theta}\right)} \frac{\varphi^{\prime}(\varsigma)}{\varsigma-z} d \varsigma=\sum_{k=0}^{n} \lambda_{k}^{(n)} a_{k} B_{k}(z)
$$

for $z \in G$. Now, we consider the integral

$$
I_{1}(\theta, z):=\frac{1}{2 \pi i} \int_{\Gamma} \frac{f\left(\varsigma_{1(-\theta)}\right)}{\varphi_{1}^{-2}\left(\varsigma_{1(-\theta)}\right) \varphi_{1}^{\prime}\left(\varsigma_{1(-\theta)}\right)} \frac{\left[\varphi_{1}(\varsigma)\right]^{-2} \varphi_{1}^{\prime}(\varsigma)}{\varsigma-z} d \varsigma, z \in G^{-}
$$

Making the change of variable $\varsigma=\psi_{1}\left(e^{i t}\right)$ we obtain

$$
I_{1}(\theta, z)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f_{1}\left(e^{i(t-\theta)}\right) \frac{e^{-2 i t}}{\psi_{1}\left(e^{i t}\right)-z} d t .
$$

Similarly, according to the relations(13) and (15), the function $I_{1}(\theta, z)$ has the Fourier expansion

$$
I_{1}(\theta, z) \sim-\sum_{k=0}^{\infty} \widetilde{a}_{k} \widetilde{B}_{k}(1 / z) e^{-i k \theta}
$$

by [3, pp. 74-75]. Since the kernel $K_{n}(\theta)$ is of bounded variation and $I_{1}(., z)$ is integrable, the generalized Parseval identity [3, pp. 225-228] yields again that

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi} K_{n}(\theta) I_{1}(\theta, z) d \theta=-\sum_{k=0}^{n} \lambda_{k}^{(n)} \widetilde{a}_{k} \widetilde{B}_{k}(1 / z), z \in G^{-}
$$

and by definition of $I_{1}(\theta, z)$ we have

$$
\begin{aligned}
& \frac{1}{4 \pi^{2} i} \int_{-\pi}^{\pi} K_{n}(\theta) d \theta \int_{\Gamma} \frac{f\left(\varsigma_{1(-\theta)}\right)}{\varphi_{1}^{-2}\left(\varsigma_{1(-\theta)}\right) \varphi_{1}^{\prime}\left(\varsigma_{1(-\theta)}\right)} \frac{\varphi_{1}^{-2}(\varsigma) \varphi_{1}^{\prime}(\varsigma)}{\varsigma-z} d \varsigma \\
= & -\sum_{k=0}^{n} \lambda_{k}^{(n)} \widetilde{a}_{k} \widetilde{B}_{k}(1 / z), z \in G^{-} .
\end{aligned}
$$

Therefore,

$$
P_{n}(z, f):=\frac{1}{4 \pi^{2} i} \int_{-\pi}^{\pi} K_{n}(\theta) d \theta \int_{\Gamma} \frac{f\left(\varsigma_{-\theta}\right)}{\varphi^{\prime}\left(\varsigma_{-\theta}\right)} \frac{\varphi^{\prime}(\varsigma)}{\varsigma-z} d \varsigma, z \in G
$$

is a polynomial of degree $n$ and

$$
Q_{n}(z, f):=\frac{1}{4 \pi^{2} i} \int_{-\pi}^{\pi} K_{n}(\theta) d \theta \int_{\Gamma} \frac{f\left(\varsigma_{1(-\theta)}\right)}{\varphi_{1}^{-2}\left(\varsigma_{1(-\theta)}\right) \varphi_{1}^{\prime}\left(\varsigma_{1(-\theta)}\right)} \frac{\varphi_{1}^{-2}(\varsigma) \varphi_{1}^{\prime}(\varsigma)}{\varsigma-z} d \varsigma, z \in G^{-}
$$

is a polynomial of degree $n$ of $1 / z$.
Since the kernel $K_{n}(\theta)$ is an even function we have

$$
P_{n}(z, f)=\frac{1}{4 \pi^{2} i} \int_{0}^{\pi} K_{n}(\theta) d \theta \int_{\Gamma}\left[\frac{f\left(\varsigma_{\theta}\right)}{\varphi^{\prime}\left(\varsigma_{\theta}\right)}+\frac{f\left(\varsigma_{-\theta}\right)}{\varphi^{\prime}\left(\varsigma_{-\theta}\right)}\right] \frac{\varphi^{\prime}(\varsigma)}{\varsigma-z} d \varsigma
$$

and

$$
\begin{gathered}
Q_{n}(z, f)= \\
\frac{1}{4 \pi^{2} i} \int_{0}^{\pi} K_{n}(\theta) d \theta \int_{\Gamma}\left[\frac{f\left(\varsigma_{1 \theta}\right)}{\varphi_{1}^{-2}\left(\varsigma_{1 \theta}\right) \varphi_{1}^{\prime}\left(\varsigma_{1 \theta}\right)}+\frac{f\left(\varsigma_{1(-\theta)}\right)}{\varphi_{1}^{-2}\left(\varsigma_{1(-\theta)}\right) \varphi_{1}^{\prime}\left(\varsigma_{1(-\theta)}\right)}\right] \frac{\varphi_{1}^{-2}(\varsigma) \varphi_{1}^{\prime}(\varsigma)}{\varsigma-z} d \varsigma
\end{gathered}
$$

for $z \in G$ and $z \in G^{-}$respectively. Then by (2) and (3) we obtain

$$
P_{n}(z, f)=\frac{1}{4 \pi^{2} i} \int_{0}^{\pi} K_{n}(\theta) d \theta \int_{\Gamma}\left[T_{\theta} f(\varsigma)+T_{(-\theta)} f(\varsigma)\right] \frac{d \varsigma}{\varsigma-z}, z \in G
$$

and

$$
Q_{n}(z, f)=\frac{1}{4 \pi^{2} i} \int_{0}^{\pi} K_{n}(\theta) d \theta \int_{\Gamma}\left[T_{1 \theta} f(\varsigma)+T_{1(-\theta)} f(\varsigma)\right] \frac{d \varsigma}{\varsigma-z}, z \in G^{-}
$$

Taking the relations (7) and (8) into account we finally get

$$
\begin{equation*}
P_{n}(z, f)=\frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left(T_{\theta} f\right)^{+}(z)+\left(T_{(-\theta)} f\right)^{+}(z)\right] d \theta, z \in G \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{n}(z, f)=\frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left(T_{1 \theta} f\right)^{-}(z)+\left(T_{1(-\theta)} f\right)^{-}(z)\right] d \theta, z \in G^{-} \tag{19}
\end{equation*}
$$

Proof of Theorem 1. Let $f \in H_{\Gamma}^{\omega} L_{M}(\Gamma)$. By (16) for $z^{\prime} \in G$ we have

$$
f^{+}\left(z^{\prime}\right):=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f^{+}\left(z^{\prime}\right) K_{n}(\theta) d \theta=\frac{1}{2 \pi} \int_{0}^{\pi} 2 f^{+}\left(z^{\prime}\right) K_{n}(\theta) d \theta
$$

which together with (18) implies that

$$
f^{+}\left(z^{\prime}\right)-P_{n}\left(z^{\prime}, f\right)=\frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left\{2 f^{+}\left(z^{\prime}\right)-\left[\left(T_{\theta} f\right)^{+}\left(z^{\prime}\right)+\left(T_{(-\theta)} f\right)^{+}\left(z^{\prime}\right)\right]\right\} d \theta
$$

Limiting $z^{\prime} \rightarrow z \in \Gamma$, along all nontangential paths inside $\Gamma$, by (9) we have

$$
\begin{aligned}
f^{+}(z)-P_{n}(z, f)= & \frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[S_{\Gamma}\left(f-\left(T_{\theta} f\right)\right)(z)+S_{\Gamma}\left(f-\left(T_{(-\theta)} f\right)\right)(z)\right] d \theta \\
& +\frac{1}{4 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left(f-\left(T_{\theta} f\right)\right)(z)+\left(f-\left(T_{(-\theta)} f\right)\right)(z)\right] d \theta
\end{aligned}
$$

for almost all $z \in \Gamma$. Now using the norm (1) and later applying the Fubini theorem and getting the supremum in the integral sign we obtain

$$
\left\|f^{+}-P_{n}(., f)\right\|_{L_{M}(\Gamma)}=\sup \int_{\Gamma}\left|f^{+}(z)-P_{n}(z, f)\right||g(z)||d z|
$$

$$
\begin{aligned}
& \leq \sup \int_{\Gamma}\left|\frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[S_{\Gamma}\left(f-T_{\theta} f\right)(z)+S_{\Gamma}\left(f-T_{(-\theta)} f\right)(z)\right] d \theta\right||g(z) \| d z| \\
& +\sup \int_{\Gamma}\left|\frac{1}{4 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left(f-T_{\theta} f\right)(z)+\left(f-T_{(-\theta)} f\right)(z)\right] d \theta\right||g(z) \| d z| \\
\leq & \sup \int_{\Gamma}\left\{\frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left|S_{\Gamma}\left(f-T_{\theta} f\right)(z)\right|+\left|S_{\Gamma}\left(f-T_{(-\theta)} f\right)(z)\right|\right] d \theta\right\}|g(z) \| d z| \\
& +\sup \int_{\Gamma}\left\{\frac{1}{4 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left|\left(f-T_{\theta} f\right)(z)\right|+\left|\left(f-T_{(-\theta)} f\right)(z)\right|\right] d \theta\right\}|g(z) \| d z| \\
\leq & \frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left\{\sup \int_{\Gamma}\left[\left|S_{\Gamma}\left(f-T_{\theta} f\right)(z)\right|+\left|S_{\Gamma}\left(f-T_{(-\theta)} f\right)(z)\right|\right]|g(z)||d z|\right\} d \theta \\
& +\frac{1}{4 \pi} \int_{0}^{\pi} K_{n}(\theta)\left\{\sup \int_{\Gamma}\left[\left|\left(f-T_{\theta} f\right)(z)\right|+\left|\left(f-T_{(-\theta)} f\right)(z)\right|\right]|g(z) \| d z|\right\} d \theta \\
\leq & \frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left\|S_{\Gamma}\left(f-T_{\theta} f\right)\right\|_{L_{M}(\Gamma)}+\left\|S_{\Gamma}\left(f-T_{(-\theta)} f\right)\right\|_{L_{M}(\Gamma)}\right] d \theta \\
& +\frac{1}{4 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left\|f-T_{\theta} f\right\|_{L_{M}(\Gamma)}+\left\|f-T_{(-\theta)} f\right\|_{L_{M}(\Gamma)}\right] d \theta,
\end{aligned}
$$

where the supremums in the above are taken over all functions $g \in L_{N}(\Gamma)$, with $\rho(g, N) \leq 1$. By virtue of (11) from this we conclude that

$$
\left\|f^{+}-P_{n}(., f)\right\|_{L_{M}(\Gamma)} \leq c_{10} \int_{0}^{\pi} K_{n}(\theta)\left\{\left\|f-T_{\theta} f\right\|_{L_{M}(\Gamma)}+\left\|f-T_{(-\theta)} f\right\|_{L_{M}(\Gamma)}\right\} d \theta
$$

and then by definition of $\omega_{M}^{*}(\cdot, f)$, we have

$$
\begin{equation*}
\left\|f^{+}-P_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} \leq c_{11} \int_{0}^{\pi} K_{n}(\theta) \omega_{M}^{*}(\theta, f) d \theta \tag{20}
\end{equation*}
$$

Similarly, for $z^{\prime} \in G^{-}$we obtain

$$
f^{-}\left(z^{\prime}\right)-Q_{n}\left(z^{\prime}, f\right)=\frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left\{2 f^{-}\left(z^{\prime}\right)-\left[\left(T_{1 \theta} f\right)^{-}\left(z^{\prime}\right)+\left(T_{1(-\theta)} f\right)^{-}\left(z^{\prime}\right)\right]\right\} d \theta
$$

Here letting $z^{\prime} \rightarrow z \in \Gamma$ along all nontangential paths outside $\Gamma$, by (9) we get

$$
\begin{aligned}
f^{-}(z)-Q_{n}(z, f)= & \frac{1}{2 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[S_{\Gamma}\left(f-T_{1 \theta} f\right)(z)+S_{\Gamma}\left(f-T_{1(-\theta)} f\right)(z)\right] d \theta \\
& +\frac{1}{4 \pi} \int_{0}^{\pi} K_{n}(\theta)\left[\left(T_{1 \theta} f-f\right)(z)+\left(T_{1(-\theta)} f-f\right)(z)\right] d \theta
\end{aligned}
$$

for almost all $z \in \Gamma$. Therefore,

$$
\left\|f^{-}-Q_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} \leq c_{12} \int_{0}^{\pi} K_{n}(\theta) d \theta\left\{\left\|f-T_{1 \theta} f\right\|_{L_{M}(\Gamma)}+\left\|f-T_{1(-\theta)} f\right\|_{L_{M}(\Gamma)}\right\}
$$

and by definition of $\omega_{1 M}^{*}(\cdot, f)$ we obtain

$$
\begin{equation*}
\left\|f^{-}-Q_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} \leq c_{13} \int_{0}^{\pi} K_{n}(\theta) \omega_{1 M}^{*}(\theta, f) d \theta \tag{21}
\end{equation*}
$$

If we set $R_{n}(z, f):=P_{n}(z, f)-Q_{n}(z, f)$, then by(10), (20), (21) and by definition of $\Omega_{M}^{*}(\cdot, f)$ we get

$$
\begin{aligned}
\left\|f-R_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} & \leq\left\|f^{+}-P_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)}+\left\|f^{-}-Q_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} \\
& \leq c_{14} \int_{0}^{\pi} K_{n}(\theta) \Omega_{M}^{*}(\theta, f) d \theta \\
& \leq c_{15} \int_{0}^{\pi} K_{n}(\theta) \omega(\theta) d \theta \\
& =c_{15} \int_{0}^{\pi} K_{n}(\theta) \omega(n \theta / n) d \theta \\
& \leq c_{16} \omega(1 / n) \int_{0}^{\pi} K_{n}(\theta)(n \theta+1) d \theta .
\end{aligned}
$$

This relation and (17) gives (4).
Proof of Corollary 1. Let $f \in H_{\Gamma}^{\omega} E_{M}(G)$. Let's take $z^{\prime} \in G^{-}$. Since $f \in$ $E_{M}(G) \subset E_{1}(G)$ we have by the Cauchy theorem

$$
f^{-}\left(z^{\prime}\right)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{f(\varsigma)}{\varsigma-z^{\prime}} d \varsigma=0 .
$$

So $f^{-}(z)=0$ for almost all $z \in \Gamma$ and hence $f=f^{+} a . e$. on $\Gamma$. By (20) we have

$$
\begin{aligned}
\left\|f-P_{n}(. ; f)\right\|_{L_{M}(\Gamma)} & \leq c_{17} \int_{0}^{\pi} K_{n}(\theta) \omega_{M}^{*}(\theta ; f) d \theta \\
& \leq c_{18} \int_{0}^{\pi} K_{n}(\theta) \omega(\theta) d \theta \\
& \leq c_{19} \omega(1 / n)
\end{aligned}
$$

and hence (5) is proved.
Proof of Corollary 2. Let $f \in H_{\Gamma}^{\omega} E_{M}\left(G^{-}\right)$and $z^{\prime} \in G$. Then by the Cauchy formula we have

$$
f^{+}\left(z^{\prime}\right)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{f(\varsigma)}{\varsigma-z^{\prime}} d \varsigma=f(\infty) .
$$

Hence $f^{+}(z)=f(\infty) a$. e. on $\Gamma$ and by (9) we have $f=f(\infty)-f^{-} a$. $e$. on $\Gamma$. Now, setting $B_{n}(1 / z, f):=f(\infty)-Q_{n}(1 / z, f)$ and applying the relation (21) we conclude that

$$
\begin{aligned}
\left\|f-B_{n}(\cdot, f)\right\|_{L_{M}(\Gamma)} & \leq c_{20} \int_{0}^{\pi} K_{n}(\theta) \omega_{1 M}^{*}(\theta ; f) d \theta \\
& \leq c_{21} \int_{0}^{\pi} K_{n}(\theta) \omega(\theta) d \theta \\
& \leq c \omega(1 / n)
\end{aligned}
$$

and the proof is completed.

## References

[1] S. Ja. Al'per, Approximation in the Mean of Analytic Functions of Class Ep (Russian), Moscow: Gos. Izdat. Fiz.-Mat. Lit. (1960), 273-286.
[2] J. E. Andersson, On the Degree of Polynomial Approximation in $E^{p}(D)$, J. Approx. Theory 19 (1977), 61-68.
[3] N.K. Bary, A Treatise on Trigonometric series, Volume I, Pergamon Press (1964).
[4] A. Cavus, D. M. Israfilov, Approximation by Faber-Laurent Rational Functions in the Mean of Functions of Class $L_{p}(\Gamma)$ with $1<p<\infty$, Approx. Th. Appl. 11 (1995), 105-118.
[5] R. A. DeVore, G. G. Lorentz, Constructive Approximation, Springer-Verlag (1993).
[6] E. M. Dyn'kin, The rate of polynomial approximation in complex domain, In: Complex Analysis and Spectral Theory (Leningrad, 1979/1980), Berlin: Springer-Verlag, pp. 90-142.
[7] V.K. Dzjadyk, Introduction to the Uniform Approximation of Functions by Polynomials (Russian), Nauka, Moscow (1977).
[8] G. M. Goluzin, Geometric Theory of Functions of a Complex Variable, Translation of Mathematical Monographs Vol.26, Providence, RI: AMS (1968).
[9] I. I. Ibragimov, D. I. Mamedhanov, A Constructive Characterization of a Certain Class of Functions, Soviet Math. Dokl. 4 (1976), 820-823.
[10] D. M. Israfilov, Approximate Properties of Generalized Faber Series in an Integral Metric (Russian), Izv. Akad. Nauk Az. SSR, Ser. Fiz-Tekh. Math. Nauk, 2 (1987), 10-14.
[11] D. M. Israfilov, Approximation by p-Faber Polynomials in the Weighted Smirnov Class $E_{p}(G, w)$ and the Bieberbach Polynomials, Constr. Approx. 17 (2001), 335-351.
[12] A. Yu. Karlovich, Algebras of Singular Integral Operators with Piecewise Continuous Coefficients on Reflexive Orlicz Spaces, Math. Nachr. 179 (1996), 187-222.
[13] V. Kokilashvili, On Analytic Functions of Smirnov-Orlicz Classes, Studia Mathematica 31 (1968), 43-59.
[14] V. Kokilashvili, A Direct Theorem on Mean Approximation of Analytic Functions by Polynomials, Soviet Math. Dokl. 10 (1969), 411-414.
[15] P. Koosis, Introduction to $\mathrm{H}_{p}$ Spaces, Cambridge Uni. Press (1998).
[16] M. A. Krasnoselskii, Ya. B. Rutickii, Convex Functions and Orlicz Spaces, Noordhoff Ltd. (1961).
[17] M. M. Rao, Z. D . Ren, Theory of Orlicz Spaces, Marcel Dekker (1991).
[18] P. K. Suetin, Series of Faber Polynomials, Gordon and Breach Science Publishers (1998).

Balikesir University
Faculty of Art and Sciences
Department of Mathematics
10100 Balikesir
Turkey.
e-mail: mdaniyal@balikesir.edu.tr, aguven@balikesir.edu.tr
Corresponding author : Daniyal M. Israfilov


[^0]:    Received by the editors June 2003.
    Communicated by R. Delanghe.
    1991 Mathematics Subject Classification : Primary 30E10, 41A10, 41A20. Secondary 41A25, 46E30.

    Key words and phrases : Carleson curve, Cauchy singular operator, Faber polynomials, Orlicz space, Smirnov-Orlicz class.

