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## Preface

In this monograph we outline finite element methods for highly nonlinear boundary value problems of elliptic and parabolic type in 1D and 2D with memory effects. These problems arise e.g. from a recent topic in the mathematical theory of electromagnetism, viz the mathematical modelling and numerical evaluation of the electromagnetic field in magnetic materials showing hysteresis behaviour. Thus, in particular, we consider parabolic problems with nonlocal Neumann-BCs and we also consider the coupling of a transient 2D-problem with a vector hysteresis model.

For each of the boundary value problems (BVPs) considered, the following 3 mathematical items are dealt with:

- the variational formulation in suitable function spaces (Sobolev spaces) on the domain.
- the discretisation in the space variable by a conforming finite element method with quadratic interpolation functions, followed by a modified Crank-Nicholson finite difference method for the time discretisation.

[^0]- suitable iteration procedures devised to take into account the strongly nonlinear character of the differential equation (DE), as mentioned above. Actually, the hysteresis concerns a major difficulty in the analysis.

The fully discrete approximation schemes are validated by comparison of numerical results, obtained by means of the algorithms, with experimental values, where the latter are available.

An outline of this work is now in order. For those readers who are not familiar with finite element methods and finite difference methods, a short introduction is provided. The same holds for the basic concepts of electromagnetic fields.

In Sections 2 and 3 we consider nonlinear parabolic problems with memory in 1D and 2 D respectively, using a scalar hysteresis model. In the 2D case we discuss both the cartesian and the axi-symmetric setting. In Section 4 we return to a nonlinear parabolic problem in 1D with memory, now invoking a vector hysteresis model. The same vector hysteresis model is applied in Section 5, dealing with a 2D elliptic problem. In each section we briefly state a physical problem, the mathematical modelling of which precisely leads to the respective type of BVP considered. These motivating problems all originate from the numerical evaluation of electromagnetic fields in electric machines. However, the nonlinear BVPs with memory effects dealt with in this monograph may also arise from other disciplines in engineering and physics, cf. [1] for a readable, recent account.

## 1 Introduction

To keep this monograph self contained to a reasonable extent, we present in this introduction some key features both of the finite element-finite difference methods used and of the hysteresis behaviour of the magnetic materials considered.

### 1.1 Finite Element Methods (FEMs)

When describing the basic ideas of the specific FEMs used in this text, we may restrict ourselves to two model problems of 2nd order elliptic problems on a bounded interval $\Omega \subset \mathbb{R}$ or a rectangle $\Omega \subset \mathbb{R}^{2}$ respectively, with classical Neumann boundary conditions (BCs). For the expository purpose we only consider here linear problems. The modifications required for nonlinear problems will be discussed in some detail in the specific sections where they are met. The same holds for the problems with nonlocal BCs. The combined finite element - finite difference methods (FEMs-FDs), used for the corresponding transient (parabolic) boundary value problems (BVPs), are dealt with in Section 1.2.

As is well known, a FEM for a BVP rests upon a proper variational formulation of this problem in suitable function spaces, obtained by applying Green's theorem in Sobolev spaces. This is recalled below. Throughout our work, for the sake of numerical accuracy, in the finite element discretisation of the variational problems, we shall use a quadratic finite element mesh. Thus, the trial and test functions will
be taken to be continuous functions on $\bar{\Omega}$, which are piecewise quadratic polynomials - piecewise with respect to the partition or triangulation of $\Omega$ in subintervals or triangles respectively. For a comprehensive account on FEMs we may refer e.g. to [2] and [3].

### 1.1.1 A 2nd order model problem on a bounded interval

We consider the following inhomogeneous Neumann-problem on the interval $\Omega=] 0,1[$

Find a (real valued) function $u \in H^{2}(\Omega)$ :

$$
\begin{gather*}
-\frac{d}{d x}\left[p(x) \frac{d u}{d x}\right]+q(x) u=f(x), \text { a.e. in } \Omega,  \tag{1.1}\\
p(0) u^{\prime}(0)=g_{1}, \quad p(1) u^{\prime}(1)=g_{2}, \tag{1.2}
\end{gather*}
$$

where the data $p, q$ and $f$ are sufficiently regular (real) functions of $x$ and where $g_{1}$ and $g_{2}$ are given (real) constants. (The case $q \equiv 0$ in $\Omega$ and $g_{1}=g_{2}=0$, being disregarded, for the sake of uniqueness of the solution). Here $H^{m}(\Omega) \equiv W_{2}^{m}(\Omega)$, $m \in \mathbb{N}_{0}$, is the usual $m$ th order Sobolev space on $\Omega$, i.e.

$$
H^{m}(\Omega)=\left\{u \in L_{2}(\Omega) \mid\right. \text { the generalized (distributional) derivatives }
$$

$$
\begin{equation*}
\left.d^{\alpha} u / d x^{\alpha} \in L_{2}(\Omega), \alpha=1, \ldots, m\right\} \tag{1.3}
\end{equation*}
$$

First step: Variational formulation in $H^{1}(\Omega)$
We multiply both sides of (1.1) with an arbitrary test function $v \in H^{1}(\Omega)$ and integrate over $\Omega$. Next, we use the formula of integration by parts in $H^{1}(\Omega)$, i.e.

$$
\begin{equation*}
\int_{0}^{1} \frac{d w}{d x} v d x=w(1) v(1)-w(0) v(0)-\int_{0}^{1} w \frac{d v}{d x} d x, \quad \forall v, w \in H^{1}(\Omega) \tag{1.4}
\end{equation*}
$$

Invoking the BCs (1.2), the solution $u$ of (1.1)-(1.2), is seen to be a solution of the following variational problem (continuous problem)

Find $u \in H^{1}(\Omega)$ :

$$
\begin{equation*}
a(u, v)=l(v), \forall v \in H^{1}(\Omega) \tag{1.5}
\end{equation*}
$$

where

$$
\begin{gather*}
a(u, v)=\int_{0}^{1}\left(p \frac{d u}{d x} \frac{d v}{d x}+q u v\right) d x  \tag{1.6}\\
l(v)=\int_{0}^{1} f v d x-g_{1} v(0)+g_{2} v(1) \tag{1.7}
\end{gather*}
$$

By the well known Lax Milgram lemma, the existence of a unique, stable, solution of (1.5) is guaranteed when

$$
\left\{\begin{array}{l}
p, q \text { and } f \in L_{\infty}(\Omega)  \tag{1.8}\\
\exists p_{0}>0 \text { (constant) }: p \geq p_{0}, \text { a.e. in } \Omega, q \geq 0 \text { a.e. in } \Omega .
\end{array}\right.
$$

Moreover, (1.5) is seen to be formally equivalent to the problem (1.1)-(1.2). [Notice that, due to the continuous embedding $H^{1}(\Omega) \hookrightarrow C^{0}(\bar{\Omega})$, the trace $(\gamma v)(0)$ of $v \in$ $H^{1}(\Omega)$ in the boundary point $x=0$ may simply be written as $v(0)$, etc.]

Second step: Internal approximation of (1.5) - particular choice of a finite element space

The Galerkin idea of the internal approximation of (1.5) is first to introduce a suitable function space $X_{h}$,

$$
\begin{equation*}
X_{h} \subset H^{1}(\Omega), \operatorname{dim} X_{h}<+\infty, \tag{1.9}
\end{equation*}
$$

and then to rephrase the variational problem in that space. This leads to the discrete problem

$$
\begin{equation*}
\text { Find } u_{h} \in X_{h}: a\left(u_{h}, v\right)=l(v), \forall v \in X_{h} \tag{1.10}
\end{equation*}
$$

In standard FEMs, $X_{h}$ is chosen to be a space of continuous functions on $\bar{\Omega}$, which are piecewise polynomials of some low degree - piecewise with respect to a partition of $\bar{\Omega}$ in elements. To be specific, divide [0,1] in $n$ equal subintervals (elements) by $0=x_{0}<x_{2}<\ldots<x_{2 n-2}<x_{2 n}=1$, and let

$$
\begin{align*}
X_{h}= & \left\{v \in C^{0}([0,1]) \mid v\right. \text { is a quadratic polynomial in each element } \\
& {\left.\left[x_{2 k-2}, x_{2 k}\right], 1 \leq k \leq n\right\}, \quad\left(h=\frac{1}{n}=\text { mesh parameter }\right) } \tag{1.11}
\end{align*}
$$

To identify a suitable basis of $X_{h}$, we consider an internal node in each element, the midpoint say, denoted by $x_{2 k-1}, k=1, . ., n$, cf. Fig. 1.1. The cardinal basis of $X_{h}$ is then defined by

$$
\begin{equation*}
\left(\varphi_{i}\right)_{i=0}^{2 n} \subset X_{h}, \varphi_{i}\left(x_{j}\right)=\delta_{i j}, \text { for } i \text { and } j=0, \ldots, 2 n \tag{1.12}
\end{equation*}
$$



Figure 1.1: A uniform FE-mesh
Notice that $\varphi_{i}$ isn't identically zero only in those elements that contain the node $i$. Typical basis functions are depicted in Fig.1.2.


Figure 1.2: (a)The basis function $\varphi_{2 k}$ on its support (b) The basis function $\varphi_{2 k-1}$ on its support

Third step: Algebraic form of (1.10)
First, taking $v=\varphi_{i}, i=0,1, \ldots, 2 n$ in (1.10), and next, inserting

$$
\begin{equation*}
u_{h}=\sum_{j=0}^{2 n} c_{j} \varphi_{j} \tag{1.13}
\end{equation*}
$$

we end up with the following algebraic system:
Find the column matrix $[C] \equiv\left[c_{0}, \ldots, c_{2 n}\right]^{T} \in \mathbb{R}^{2 n+1}$ :

$$
\begin{equation*}
[K][C]=[F], \tag{1.14}
\end{equation*}
$$

where the stiffness matrix $[K] \in \mathbb{R}^{2 n+1} \mathbb{X}^{2 n+1}$ and the force matrix $[F] \in \mathbb{R}^{2 n+1} \mathrm{x} 1$ are defined as

$$
\begin{equation*}
[K]=\left[K_{i j}\right]_{0 \leq i, j \leq 2 n} \text { and }[F]=\left[F_{0}, \ldots, F_{2 n}\right]^{T} \tag{1.15}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{i j}=a\left(\varphi_{i}, \varphi_{j}\right), F_{i}=l\left(\varphi_{i}\right) . \tag{1.16}
\end{equation*}
$$

The matrix K is symmetric. Due to the particular choice of the basis functions, K is seen to have a band structure with bandwidth 5. Moreover, the conditions (1.8) guarantee K to be positive definite and hence also non-singular. [In fact, the Lax Milgram lemma automatically implies the problem (1.10), and, equivalently, the algebraic problem (1.14), to have a unique solution].

### 1.1.2 A 2nd order model problem on a rectangle

We consider the following Neumann-problem on a rectangle $\Omega \subset \mathbb{R}^{2}$.
Find a (real valued) function $u \in H^{2}(\Omega)$ :

$$
\begin{equation*}
-\operatorname{div}(p(x) \operatorname{grad} u)+q u=f(x), \text { a.e. in } \Omega \tag{1.17}
\end{equation*}
$$

$$
\begin{equation*}
p \frac{\partial u}{\partial n}=g(x), \text { a.e. on } \partial \Omega \tag{1.18}
\end{equation*}
$$

where $x=\left[x_{1}, x_{2}\right]$ and where $p, q, f$ and $g$ are sufficiently regular given functions of $x$ (now the case $q \equiv 0$ in $\Omega, g \equiv 0$ on $\partial \Omega$ being excluded). Here the Sobolev space $H^{m}(\Omega) \equiv W_{2}^{m}(\Omega), m \in \mathbb{N}_{0}$, is given by

$$
H^{m}(\Omega)=\left\{u \in L_{2}(\Omega) \mid\right. \text { the generalized (distributional) derivatives }
$$

$$
D^{\alpha} u=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}}} \in L_{2}(\Omega)
$$

$$
\begin{equation*}
\text { for all } \left.\alpha=\left[\alpha_{1}, \alpha_{2}\right] \in \mathbb{N}^{2} \text {, with }|\alpha| \leq m,|\alpha|=\alpha_{1}+\alpha_{2}\right\} \tag{1.19}
\end{equation*}
$$

Moreover, in (1.18), $\frac{\partial u}{\partial n} \in L_{2}(\Omega)$ denotes the generalized normal derivative of $u$, i.e.

$$
\begin{gather*}
\frac{\partial u}{\partial n}=\left(\gamma \frac{\partial u}{\partial x_{1}}\right) n_{1}+\left(\gamma \frac{\partial u}{\partial x_{2}}\right) n_{2} \\
{\left[n_{1}, n_{2}\right]=\bar{n} \equiv \text { the outward unit normal vector to } \partial \Omega} \tag{1.20}
\end{gather*}
$$

where $\gamma: H^{1}(\Omega) \rightarrow L_{2}(\partial \Omega)$ is the usual trace operator.
First step: Variational formulation in $H^{1}(\Omega)$
We now lean upon Green's formula, viz

$$
\begin{equation*}
\int_{\Omega} \frac{\partial w}{\partial x_{i}} v d x=\int_{\partial \Omega}(\gamma w)(\gamma v) n_{i} d s-\int_{\Omega} w \frac{\partial v}{\partial x_{i}} d x, i=1,2, \forall v \text { and } w \in H^{1}(\Omega) \tag{1.21}
\end{equation*}
$$

to arrive at

$$
\begin{equation*}
\text { Find } u \in H^{1}(\Omega): a(u, v)=l(v), \forall v \in H^{1}(\Omega) \tag{1.22}
\end{equation*}
$$

where

$$
\begin{gather*}
a(u, v)=\int_{\Omega}[(p \text { gradu }) g r a d v+q u v] d x  \tag{1.23}\\
l(v)=\int_{\Omega} f v d x+\int_{\partial \Omega} g(\gamma v) d s \tag{1.24}
\end{gather*}
$$

Under the conditions (1.8) the Lax Milgram lemma again guarantees the existence of a unique solution of (1.17)-(1.18).

Second step: Internal approximation of (1.17)-(1.18) - particular choice of a finite element space

To construct a finite dimensional subspace $X_{h}$ of $H^{1}(\Omega)$, we may consider a partition $\tau_{h}$ of $\bar{\Omega}$ in triangles (elements) $K$. For the conventions tacitly made in such a triangulation, see e.g. [2].
We take

$$
\begin{equation*}
X_{h}=\left\{v \in C^{0}(\bar{\Omega}) \mid \mathrm{v} \text { is a quadratic polynomial in each element } K \in \tau_{h}\right\} \tag{1.25}
\end{equation*}
$$



Figure 1.3: A uniform triangulation of $\bar{\Omega}$
$\left(\mathrm{h}=\right.$ mesh parameter $=$ length of the longest side in $\left.\tau_{h}.\right)$
To identify a suitable basis of $X_{h}$, recall that a quadratic polynomial on a triangle $K$ is uniquely defined by prescribing its value in the 3 vertices of K together with its value in 3 side points, the midpoints of the sides of K , say. Let $\left[x_{1}^{i}, x_{2}^{i}\right], 1 \leq i \leq N$, be the set of all nodes, i.e. the set of all vertices of all triangles $K \in \tau_{h}$ and of all midpoints of all corresponding sides. The cardinal basis of $X_{h}$ is defined by:

$$
\begin{equation*}
\left(\varphi_{i}\right)_{i=1}^{N} \subset X_{h}, \varphi_{i}\left(x_{1}^{j}, x_{2}^{j}\right)=\delta_{i j} \text { for i and } \mathrm{j}=1, \ldots, N \tag{1.26}
\end{equation*}
$$

The support of $\varphi_{i}$ is the union of the triangles sharing the node $i$. In particular, when $i$ refers to a side midpoint not belonging to $\partial \Omega$, there are 2 triangles sharing that node. For a vertex node $i$ not lying on $\partial \Omega, \varphi_{i}$ is graphically represented by a 6 -sided, quadratically curved pyramid resting upon the 6 triangles that share the node $i$, its top lying vertically above that node at the height 1 .

Third step: Algebraic form of (1.10)
The equivalent algebraic version of the discrete problem (1.10) is obtained similarly as in (1.14). A major task is to construct the stiffness matrix K and the force matrix F. In practice this is performed by splitting the involved integrals over $\Omega$ and $\partial \Omega$ into contributions coming from the individual elements $K \in \tau_{h}$ and their eventual sides on $\partial \Omega$ and to reduce the element computations to a fixed master element $\hat{K}$ and its sides by means of an affine, invertible transformation. In most cases the integrations over $\hat{K}$ and its sides may be simplified considerably by using appropriate quadrature rules.

### 1.2 Finite Difference Methods (FDMs)

For the transient BVPs of the parabolic type, encountered in this work, we will apply a combined FEM-FDM. Beginning with the space discretisation by a FEM, we arrive at an inital value problem (IVP) for a system of 1st order ODEs for the time varying nodel values $c_{i}(t)$ of the approximate unknown $u_{h}(x, t)$ in the nodes $x=x_{i}, 1 \leq i \leq N$, of the FE-mesh. This IVP is solved numerically by a FDM. We
are led to a recurrent set of algebraic systems to be solved at each subsequent time point $t_{k}$ of a time partitioning, cf. Section 7.4 in [4].

Below we illustrate the basic ideas for a simple model problem in 1D, which again is chosen to be linear. The modifications required when dealing with a nonlinear problem are discussed in some detail in the specific sections where these problems are met.

## A model parabolic problem

We look for a smooth function $u(x, t), 0 \leq x \leq 1, t \geq 0$, which obeys, in a weak sense, the DE

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\kappa \frac{\partial^{2} u}{\partial x^{2}}, 0<x<1, t>0 \tag{1.27}
\end{equation*}
$$

along with the BCs

$$
\begin{equation*}
\kappa u^{\prime}(0, t)=g_{1}(t), \kappa u^{\prime}(1, t)=g_{2}(t), t>0, \tag{1.28}
\end{equation*}
$$

and the IC

$$
\begin{equation*}
u(x, 0)=u_{0}(x), 0<x<1 \tag{1.29}
\end{equation*}
$$

Here $g_{1}$ and $g_{2}$ are given, sufficiently regular functions of time; $u_{0}$ is a given, sufficiently regular function of $x$ and $\kappa>0$ is a given constant (e.g. a diffusion parameter).

First step: Variational formulation
Treating the time variable $t$ as a parameter and proceeding similarly as above, we arrive at the following variational formulation of the problem (1.27)-(1.29):

Find a function $u(x, t)$, which has the properties that $u(., t) \in H^{1}(\Omega)$ and $\frac{\partial u}{\partial t}(., t) \in L_{2}(\Omega)$ for each $t>0$ and which obeys:

$$
\begin{equation*}
\left(\frac{\partial u}{\partial t}, v\right)+\kappa\left(\frac{\partial u}{\partial x}, \frac{d v}{d x}\right)=-g_{1}(t) v(0)+g_{2}(t) v(1), t>0, \forall v \in H^{1}(\Omega) \tag{1.30}
\end{equation*}
$$

along with the IC (1.29).
Here, for brevity, $\Omega$ denotes again the open interval $] 0,1[$, and (.,.) denotes the $L_{2}(\Omega)$-inner product.

Second step: Semi-discrete (time continuous) approximation by a FEM
Retaining the space $X_{h}$, (1.11), we approximate the problem above by Find a function $u_{h}(x, t)$, with $u_{h}(., t)$ and $\frac{\partial u_{h}}{\partial t}(., t) \in X_{h}$ for each $t>0$, which obeys

$$
\begin{equation*}
\left(\frac{\partial u_{h}}{\partial t}, v\right)+\kappa\left(\frac{\partial u_{h}}{\partial x}, \frac{d v}{d x}\right)=-g_{1}(t) v(0)+g_{2}(t) v(1), t>0, \forall v \in X_{h} \tag{1.31}
\end{equation*}
$$

along with

$$
\begin{equation*}
u_{h}(x, 0)=u_{0}^{h}(x), \tag{1.32}
\end{equation*}
$$

where $u_{0}^{h} \in X_{h}$ is an appropriate approximation of $u_{0}$ (for instance the $L_{2}(\Omega)$ projection of $u_{0}$ on $X_{h}$ ). When $u_{0} \in C^{0}(\bar{\Omega})$, we may take $u_{0}^{h}$ to be the piecewise Lagrange interpolant of $u_{0}$ in the FE-mesh. Denoting

$$
\begin{equation*}
u_{h}(., t)=\sum_{i=0}^{2 n} c_{i}(t) \varphi_{i}, t \geq 0 \tag{1.33}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{0}^{h}=\sum_{i=0}^{2 n} b_{i} \varphi_{i}, \tag{1.34}
\end{equation*}
$$

we may rewrite (1.31)-(1.32) as the following IVP:
Find $[C(t)] \equiv\left[c_{0}(t), c_{1}(t), \ldots, c_{2 n}(t)\right]^{T}$ which obeys

$$
\begin{gather*}
{[M] \frac{d[C]}{d t}+[K][C]=[L],}  \tag{1.35}\\
{[C(0)]=[B] \equiv\left[b_{0}, b_{1}, \ldots, b_{2 n}\right]^{T} .} \tag{1.36}
\end{gather*}
$$

Here, the mass matrix $[M]$, the stiffness matrix $[K]$ and the force matrix $[L]$ read

$$
\begin{gather*}
{[M]=\left[M_{i j}\right]_{0 \leq i, j \leq 2 n}, \quad M_{i j}=\left(\varphi_{i}, \varphi_{j}\right),}  \tag{1.37}\\
{[K]=\left[K_{i j}\right]_{0 \leq i, j \leq 2 n}, \quad K_{i j}=\kappa\left(\frac{d \varphi_{i}}{d x}, \frac{d \varphi_{j}}{d x}\right),} \tag{1.38}
\end{gather*}
$$

and

$$
\begin{equation*}
[L]=\left[-g_{1}(t), 0,0, \ldots, 0, g_{2}(t)\right]^{T} \tag{1.39}
\end{equation*}
$$

respectively, where for the latter matrix the definition relation (1.12) is explicitly used.

Third step: $\theta$-family of finite difference schemes (cf. Section 7.4 in [4])
Let $\Delta t$ be a time step and let $t_{k}=k . \Delta t, k \in \mathbb{N}$, be the corresponding equidistant time points. Let moreover $\theta \in[0,1]$ be a parameter. We define an approximation

$$
\begin{equation*}
\left[\tilde{C}^{(k)}\right] \simeq\left[C\left(t_{k}\right)\right], k=1,2 \ldots \tag{1.40}
\end{equation*}
$$

by means of a recurrent set of algebraic systems, viz

$$
\begin{gather*}
{[M] \frac{\left[\tilde{C}^{(k)}\right]-\left[\tilde{C}^{(k-1)}\right]}{\Delta t}+[K]\left(\theta\left[\tilde{C}^{(k)}\right]+(1-\theta)\left[\tilde{C}^{(k-1)}\right]\right)=} \\
\theta\left[L\left(t_{k}\right)\right]+(1-\theta)\left[L\left(t_{k-1}\right)\right], k=1,2 \ldots \tag{1.41}
\end{gather*}
$$

starting with

$$
\begin{equation*}
\left[\tilde{C}^{(0)}\right]=[C(0)]=[B] \tag{1.42}
\end{equation*}
$$

When useful, we may approximate $[C(t)]$ for $t_{k-1}<t<t_{k}$ by means of linear interpolation between $\left[\tilde{C}^{(k-1)}\right]$ and $\left[\tilde{C}^{(k)}\right]$.

The coefficient matrix $[M+K \theta \Delta t]$ resulting from (1.41) is symmetric and positive definite and thus also non-singular. Notice that for $\theta=0$ and $\theta=1$ we get the explicit and the implicit Euler scheme, respectively. The choice $\theta=\frac{1}{2}$ leads to the Crank-Nicholson scheme, which, we recall, is unconditionally stable and shows $O\left((\Delta t)^{2}\right)$-accuracy (whereas, the two Euler-schemes give only $O(\Delta t)$-accuracy, the explicit scheme being moreover only conditionally stable).

### 1.3 Basic equations in electromagnetism

### 1.3.1 Maxwell equations and constitutive laws

It is well know that in electromagnetic field theory the magnetic field $\bar{H}[\mathrm{~A} / \mathrm{m}]$, the electric field $\bar{E}[\mathrm{~V} / \mathrm{m}]$ and the magnetic induction $\bar{B}[\mathrm{~T}]$ are connected by the Maxwell equations [5]:

$$
\begin{gather*}
\operatorname{rot} \bar{H}=\bar{J}+\frac{\partial \bar{D}}{\partial t}  \tag{1.43}\\
\operatorname{rot} \bar{E}=-\frac{\partial \bar{B}}{\partial t}  \tag{1.44}\\
\operatorname{div} \bar{B}=0 \tag{1.45}
\end{gather*}
$$

Here $\bar{J}$ is the electric current density, while $\bar{D}$ is the electric flux density, itself related to the electric charge density $\rho\left[C / m^{3}\right]$ by

$$
\begin{equation*}
\operatorname{div} \bar{D}=\rho \tag{1.46}
\end{equation*}
$$

In general, $\rho$ and $\bar{J}$ are given quantities, while $\bar{D}, \bar{H}, \bar{E}$ and $\bar{B}$ are unknown vector fields. In addition to these Maxwell equations 3 constitutive laws have to be imposed, viz

$$
\begin{align*}
\bar{B} & =\bar{B}(\bar{H})  \tag{1.47}\\
\bar{J} & =\bar{J}(\bar{E})  \tag{1.48}\\
\bar{D} & =\bar{D}(\bar{E}) \tag{1.49}
\end{align*}
$$

In this monograph, the relation (1.48) will be assumed to be linear,

$$
\begin{equation*}
\bar{J}=\sigma \bar{E} \tag{1.50}
\end{equation*}
$$

where $\sigma[\mathrm{S} / \mathrm{m}]$ is the electrical conductivity. Moreover, as capacity effects may be neglected in this work, $\rho$ and $\frac{\partial \bar{D}}{\partial t}$ may be taken to be zero and thus (1.49) may be disregarded. For the problems considered in this text, the constitutive relation (1.47) is a strongly nonlinear one, corresponding to the memory properties of the material ('hysteresis properties'):

$$
\begin{equation*}
\bar{B}=\bar{B}\left(\bar{H}, \bar{H}_{\text {past }}\right) \tag{1.51}
\end{equation*}
$$

Here, the dependence on the past values of the magnetic field vector ('memory') is denoted by $\bar{H}_{\text {past }}$, for shorthand. The complex form of this constitutive relation will constitute the major difficulty in the evaluation of the electromagnetic field. To illustrate the complexity of this relation, in the next subsection, we briefly discuss some experimentally observed properties, for the simplified case that the magnetic field vector $\bar{H}$ and the magnetic induction vector $\bar{B}$ are uni-directional (their magnitude being denoted by $H$ and $B$ respectively).

### 1.3.2 Hysteresis behaviour

In order to build models of the magnetic hysteresis phenomenon, we will begin with an analysis of experimental magnetisation curves, giving $B$ as a function of $H$ (and of $H_{\text {past }}$ ), and we point out their fundamental characteristic features. These properties are discussed theoretical in great depth by Mayergoyz in [14]. From this reference text we adopt some terminology. First, we notice that $B$ is not a single valued function of $H$, precisely due to the hysteresis. As a consequence, in the $B H$-plane a cycle or loop is observed. Next, a limit cycle is obtained as that BH-curve where $H$ varies from $H_{\max }$ to $-H_{\max }$ and back to $H_{\max }$ when $H_{\max }$ tends to infinity. Moreover, when the time varying magnetic field shows local extrema minor loops inscribed in larger BH -loops will occur.

## Symmetry property

A property of almost every magnetic material is the symmetry with respect to the origin ( $H=0, B=0$ ) of the $B H$-curves occurring for opposite evolutions, see Fig.1.4, i.e. when $H(t)$ is symmetric with respect to the origin,

## Nonlinearity and memory

The detailed relation between the magnetic induction $B$ and the magnetic field strength $H$ in electrical steel is very complex. However, some specific properties may be observed. As shown in Fig.1.4, the relation between $B$ and $H$ is strongly nonlinear and non single valued. Moreover, each point within the limit cycle may be reached in various ways. One of the most important properties of these nonlinearities is that the relation between $B$ and $H$ at each time point depends on the excitation enforced to the material in the past. The material is said to have a memory in which the history is stored. It is clear that the extreme values of $H$ have an important influence on the BH -characteristic.

We also observe that, when a minor order loop is closed, the BH -characteristic behaves as if the minor order loop has never existed. The minor order loop is evaded from the memory.

## Accommodation

Experiments also show that hysteresis loop are often preceded by some stabilisation process. This means, for instance, that when the magnetic field changes


Figure 1.4: Symmetry, Non linearity and Figure 1.5: Evading a minor order loop memory property
from one time-periodic variation to another, the magnetic induction $B$ also obtains a new time-periodic variation after some transients. Thus, a considerable number of periods may be required before a stable minor loop is achieved, see Fig.1.6. This stabilisation process is called the reptation or accommodation process. In some cases the accommodation process isn't negligible, so that it must be modeled.

## Noncongruency

Finally, in Fig.1.7, a measured $B H$-relation is given with five minor order loops. Each minor order loop is enclosed by the same minimum and maximum value for the magnetic field strength $H$, but corresponds with a different induction level $B$. We see that these minor order loops are non-congruent.

## 2 1D Nonlinear Parabolic Problems with a scalar hysteresis model

### 2.1 A motivating physical problem and its mathematical model

The evaluation of the electromagnetic losses in electrical machines is based upon a magnetodynamic model for one lamination of the material, see Fig.2.1, where the thickness $2 d$ of the lamination is very small relative to its width $b$. This model starts from the well known Maxwell equations, (1.43), (1.44), (1.46) and (1.45).

Throughout the lamination, which is assumed to be isotropic, the time dependent flux reads $\bar{\phi}=\phi \overline{1}_{z}$ (per unit length in the $y$-direction), with

$$
\begin{equation*}
\phi=\frac{1}{b} \int_{-d}^{d} d x \int_{\frac{-b}{2}}^{\frac{b}{2}} \bar{B} \cdot \overline{1}_{z} d y \tag{2.1}
\end{equation*}
$$



Figure 1.6: Accommodation


Figure 1.7: Non-congruency


Figure 2.1: Magnetodynamic model of one lamination

Neglecting the end effects, as $d \ll b$, and taking into account the isotropy as well as the symmetry in the lamination, we have

$$
\begin{gather*}
\bar{H}=H(x, t) \overline{1}_{z}=H(-x, t) \overline{1}_{z},  \tag{2.2}\\
\bar{B}=B(x, t) \overline{1}_{z}=B(-x, t) \overline{1}_{z},  \tag{2.3}\\
\bar{J}=J(x, t) \overline{1}_{y}=-J(-x, t) \overline{1}_{y} . \tag{2.4}
\end{gather*}
$$

Finally, invoking the constitutive relation (1.50) we arrive at

$$
\begin{equation*}
\frac{1}{\sigma} \frac{\partial^{2} H}{\partial x^{2}}=\frac{\partial B}{\partial t}, 0<x<d, t>0 \tag{2.5}
\end{equation*}
$$

This differential equation (DE) must be completed with the appropriate boundary conditions (BCs) and initial conditions (ICs), viz

$$
\begin{equation*}
\frac{\partial H(x=0, t)}{\partial x}=0, \frac{\partial H(x=d, t)}{\partial x}=\frac{\sigma}{2} \frac{d \phi}{d t} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
H(x, t=0)=0 . \tag{2.7}
\end{equation*}
$$

The first BC reflects the symmetry in the lamination. The second BC follows when combining (2.5) with the symmetry and with the definition of the flux $\phi(t)$, (2.1), through the lamination. Finally, the IC (2.7) corresponds to the demagnetized state of the material.

To obtain a well posed boundary value problem (BVP) for $H(x, t), B$ must be eliminated from (2.5), by means of the material properties. For this purpose, in the next section we lean upon a suitable hysteresis theory, more precisely a rate independent and next a rate dependent Preisach model.

The aim is to determine the $B H$-relation from this mathematical model, as this relation will allow us to evaluate the iron losses, during a time interval $\left[t_{1}, t_{2}\right]$, with length equal to an integer multiple of the period of the enforced magnetic field $H_{b}(t)$ or enforced magnetic induction $B_{a}(t)$, according to the formula

$$
\begin{equation*}
E=\int_{t_{1}}^{t_{2}} H_{b}(t) \frac{d B_{a}}{d t} d t \tag{2.8}
\end{equation*}
$$

where

$$
\begin{gather*}
B_{a}(t)=\frac{\phi(t)}{2 d},  \tag{2.9}\\
H_{b}(t)=H(x=d, t) . \tag{2.10}
\end{gather*}
$$

In practice two types of problems may occur: either the average flux $B_{a}(t)$ in the lamination is enforced, from which the magnetic field strength $H_{b}(t)$ at the surface of the lamination must be derived, or vice versa.

### 2.2 Classical Preisach model versus rate-dependent Preisach model

In the Preisach model, the material is assumed to consist of small elementary dipoles. We first discuss the basic properties of such a dipole and next we comment on the Preisach model itself.

### 2.2.1 Behaviour of the elementary Preisach dipole

The elementary dipoles, composing the ferromagnetic material, are characterized by two parameters, namely the switching fields $\alpha$ and $\beta$, entering the Preisach model, [6].


Figure 2.2: $\left(M_{d}, H\right)$-characteristics


Figure 2.3: Enforced $H(t)$

In the classical (rate independent) Preisach model (CPM) the magnetisation $M_{d}$ of the dipole only takes the value +1 or -1 , see Fig. 2.2 (dotted line). Explicitly,

$$
M_{d}=\left\{\begin{array}{l}
+1: H(t)>\alpha \text { or }\left(\beta<H<\alpha \text { and } H_{\text {last }}>\alpha\right)  \tag{2.11}\\
-1: H(t)<\beta \text { or }\left(\beta<H<\alpha \text { and } H_{\text {last }}<\beta\right)
\end{array}\right.
$$

Here $H_{\text {last }}$ is the last extreme value kept in memory outside the interval $[\beta, \alpha]$. Thus the CPM is rate-independent.

In the rate dependent Preisach model (RPM) of [7] the dipoles are assumed to switch at a finite rate, proportional to the difference between the local magnetic field $H(t)$ and the elementary loop switching fields $\alpha$ and $\beta$. The factor of proportionality, denoted by $k_{d}$, is a material parameter. Explicitly, the evolution in time of the magnetisation $M_{d}$ is given by

$$
\frac{d M_{d}}{d t}= \begin{cases}k_{d}(H(t)-\alpha) & , \text { if } H(t)>\alpha \text { and } M_{d}<+1  \tag{2.12}\\ k_{d}(H(t)-\beta) & , \text { if } H(t)<\beta \text { and } M_{d}>-1 \\ 0 & , \text { in the other cases }\end{cases}
$$



Figure 2.4: Frequency dependency of the area enclosed
To give an idea of the $\left(M_{d}, H\right)$-characteristic of one dipole in the RPM, we consider two relevant examples.

## Example 1 (Symmetric case)

For the imposed magnetic field $H(t)$, represented by the dashed line in Fig.2.3, the corresponding $\left(M_{d}, H\right)$-loops are shown in Fig.2.2 (dashed and dash-dotted). As may be observed from Fig.2.2, the dipole can switch on completely for sufficiently low frequency, while this is no longer the case for higher frequencies.

The area enclosed by the $\left(M_{d}, H\right)$-loop during one cycle is given in Fig. 2.4 as a function of the frequency, for the indicated set of data. Below a first critical frequency $f_{k, 1}$, the extra enclosed area in comparison with the case of the CPM is proportional to $\sqrt{f}$. Above a second critical frequency $f_{k, 2}$, the total area is proportional to $\frac{1}{f}$ and may become smaller than the classical area $2(\alpha-\beta)$. In the latter case the Preisach dipole does no longer switch completely from +1 to -1 and from -1 to +1 .

## Example 2 (Asymmetric case)

A more complex situation results for the imposed magnetic field, represented by the solid line in Fig.2.3. Due to the asymmetry of the field strength relative to the $\alpha-\beta$ parameters, the corresponding $\left(M_{d}, H\right)$-characteristics are asymmetric as well, as shown in Fig. 2.2 (solid line).

### 2.2.2 Material characterisation

The relative density of the Preisach dipoles is represented by the distribution function $P(\alpha, \beta)$, cf. [6] and [7]. Correspondingly, the induction $B\left(H(t), H_{\text {past }}(t)\right)$ takes


Figure 2.5: The variation of the magnetic field $H$ in the interval $\left[0, t_{0}\right]$
the following form in the Preisach model:

$$
\begin{equation*}
B\left(H(t), H_{\text {past }}(t)\right)=\frac{1}{2} \int_{-H_{m}}^{H_{m}} d \alpha \int_{-H_{m}}^{\alpha} d \beta \eta(\alpha, \beta, t) P(\alpha, \beta) . \tag{2.13}
\end{equation*}
$$

Here, $P(\alpha, \beta)$ is assumed to be negligible small when either $\alpha>H_{m}$ or $\beta<-H_{m}$, where $H_{m}$ is directly obtained from the experimental evaluation of $P$. Moreover $\eta(\alpha, \beta, t)$ is the value at the time $t$ of the magnetisation $M_{d}$ for the dipole with the parameters $\alpha$ and $\beta$. From (2.11) or (2.12), $\eta(\alpha, \beta, t)$ obviously depends on $H(t)$ and $H_{\text {past }}(t)$. Of course, this leads to the induction $B$ to depend upon the magnetic field $H(t)$ and its history $H_{\text {past }}(t)$.

To illustrate in a theoretical way, the difference between the CPM and the RPM, we consider the variation of the magnetic field $H$ as shown in Fig.2.5 for a chosen time interval $\left[0, t_{0}\right]$. The two models are compared on two levels: the function $\eta$ in the $(\alpha, \beta)$-plane and the $B H$-relation obtained by (2.13).

As mentioned above, in the CPM, $\eta(\alpha, \beta, t)$ only takes the values +1 or -1 . The region $\left(-H_{m}<\alpha<H_{m},-H_{m}<\beta<\alpha\right)$ is divided into two subregions $S^{+}$and $S^{-}$ where $\eta(\alpha, \beta, t)$ equals +1 and -1 respectively. The interface between $S^{-}$and $S^{+}$ is determined by $H(t)$ and $H_{\text {past }}(t)$, as described in detail in [6]. Fig.2.6 shows the function $\eta$ at time point $t=t_{0}$.

For the CPM, (2.13) becomes:

$$
\begin{equation*}
B\left(H(t), H_{p a s t}(t)\right)=\frac{1}{2} \int_{S^{+}} d \alpha d \beta P(\alpha, \beta)-\frac{1}{2} \int_{S^{-}} d \alpha d \beta P(\alpha, \beta) . \tag{2.14}
\end{equation*}
$$

More generally, when the field strength $H$ varies monotonously in time, the variation of the induction $B$, in absolute value, is given by:

$$
\begin{equation*}
\Delta B\left(H(t), H_{p a s t}(t)\right)=\int_{D_{s}} d \alpha d \beta P(\alpha, \beta) \tag{2.15}
\end{equation*}
$$

where $D_{s}$ is the region in the $(\alpha, \beta)$-plane in which the dipoles switch from one polarisation to the opposite one.


Figure 2.6: Typical Preisach diagram for the CPM and for the RPM at time point $t=t_{0}$ when considering the $H$ variation in Fig. 2.5


Figure 2.7: $B H$ relation obtained by the CPM and the RPM when considering the H-variation in Fig.2.5

In the RPM however, $\eta(\alpha, \beta, t)$ varies (at each fixed time t ) within the whole range from -1 to +1 , according to (2.12). Now, the function $\eta$ can be visualized for each time point in the ( $\alpha, \beta$ )-plane using $\eta$-isolines. Fig.2.6 shows the $\eta$-isolines for the time point $t=t_{0}$.

Finally, using (2.13), we obtain for the RPM the $B H$-relation given by the full line in Fig.2.7, while the CPM results in the $B H$-relation in dashed line. These BH -relations correspond to the time interval $\left[0, t_{0}\right]$ in Fig.2.5.

### 2.2.3 Relation between $\frac{d B}{d t}$ and $H$

In view of the magnetodynamic model, $\frac{\partial B}{\partial t}$ must be related to the magnetic field $H(t)$, both for the CPM and for the RPM. In the former case one simply has

$$
\begin{equation*}
\frac{\partial B}{\partial t}=\frac{\partial B}{\partial H} \frac{\partial H}{\partial t} \equiv \mu_{d}\left(H(t), H_{\text {past }}(t)\right) \frac{\partial H}{\partial t}, t>0 \tag{2.16}
\end{equation*}
$$

Here, the introduced function $\mu_{d}$ is the 'differential permeability' of the magnetic material. It can be derived numerically from the Preisach model using (2.13), the latter making evident the dependency of $\mu_{d}$ on $H(t)$ and $H_{\text {past }}(t)$.

In the RPM however, (2.13) combined with (2.12), written out for $\eta(\alpha, \beta, t)$, leads to:

$$
\begin{equation*}
\frac{\partial B}{\partial t}=\mu_{\text {rev }} \frac{\partial H}{\partial t}+k_{1}\left(H(t), H_{\text {past }}(t)\right) \cdot H-k_{2}\left(H(t), H_{\text {past }}(t)\right), t>0 \tag{2.17}
\end{equation*}
$$

with

$$
\begin{equation*}
k_{1}\left(H(t), H_{p a s t}(t)\right)=\frac{k_{d}}{2} \int_{D_{1}(t)} P(\alpha, \beta) d \alpha d \beta+\frac{k_{d}}{2} \int_{D_{2}(t)} P(\alpha, \beta) d \alpha d \beta \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{2}\left(H(t), H_{\text {past }}(t)\right)=\frac{k_{d}}{2} \int_{D_{1}(t)} \alpha P(\alpha, \beta) d \alpha d \beta+\frac{k_{d}}{2} \int_{D_{2}(t)} \beta P(\alpha, \beta) d \alpha d \beta \tag{2.19}
\end{equation*}
$$

Herein $\mu_{\text {rev }}$ is the reversible differential permeability. $D_{1}$ and $D_{2}$ are the domains in the Preisach plane that represent dipoles in an intermediate state, switching to positive and negative saturation, respectively. Of course, the time dependency of $D_{1}$ and $D_{2}$ is through the magnetic field $H(t)$ and its history $H_{\text {past }}(t)$.

### 2.3 Combined magnetodynamic model - hysteresis model

In the CPM-case, combining (2.16) and (2.5) we get

$$
\begin{equation*}
\frac{1}{\sigma} \frac{\partial^{2} H}{\partial x^{2}}=\mu_{d}\left(H(x, t), H_{p a s t}(x, t) \frac{\partial H}{\partial t}, 0<x<d, t>0\right. \tag{2.20}
\end{equation*}
$$

where now $\mu_{d}$ also depends on the space variable, through $H(x, t)$ and $H_{\text {past }}(x, t)$.
Similarly, in the RPM-case, we arrive at

$$
\begin{gather*}
\frac{1}{\sigma} \frac{\partial^{2} H}{\partial x^{2}}=\mu_{\text {rev }} \frac{\partial H}{\partial t}+k_{1}\left(H(x, t), H_{\text {past }}(x, t)\right) H-k_{2}\left(H(x, t), H_{\text {past }}(x, t)\right) \\
0<x<d, t>0 \tag{2.21}
\end{gather*}
$$

where the functions $k_{1}$ and $k_{2}$ have a similar form as (2.18) and (2.19) respectively, however now showing the $x$-dependency too.

As stated above, to these respective governing DEs for $H(x, t)$, we add the BCs (2.6). Finally, the IC will be taken to be

$$
H(x, t=0)=0, \begin{cases}\eta(x, \alpha, \beta, t=0)=+1 & \text { when } \alpha+\beta<0  \tag{2.22}\\ \eta(x, \alpha, \beta, t=0)=-1 & \text { when } \alpha+\beta>0\end{cases}
$$

reflecting the chosen initial state of the material at $t=0$. This initial state corresponds to the state reached after a sufficiently long time during which a magnetic field is enforced of the type

$$
\begin{equation*}
\left.H(t)=H_{m} e^{-\epsilon t} \cos (2 \pi f t), \quad \text { (f: frequency }\right) \tag{2.23}
\end{equation*}
$$

where $H_{m}$ is defined by (2.13) and $0<\epsilon \ll 1$. By definition, that limit state is the 'demagnetized' state of the material. According to the Preisach model, in that state, the magnetisation of each dipole is precisely given by (2.22).

### 2.4 Variational formulation

## Case of CPM

We proceed as in Sections 1.1-1.2. Explicitly, let $W_{2}^{1}(] 0, d[)$ be the usual first order Sobolev space on the interval $] 0, d[$. Multiplying both sides of (2.20) with an arbitrary test function $w \in W_{2}^{1}(] 0, d[)$, integrating over the interval $] 0, d[$, invoking the formula of partial integration in Sobolev spaces, (1.4), and applying the BCs (2.6), we arrive at the following variational problem:

Find the function $H(x, t)$, which for each $t>0$ fulfils $H(., t) \in$ $W_{2}^{1}(] 0, d[)$, with $\frac{\partial H(., t)}{\partial t} \in L_{2}(] 0, d[)$, and which moreover obeys

$$
\begin{gather*}
\frac{1}{\sigma} \int_{0}^{d} \frac{\partial H(x, t)}{\partial x} \frac{d w(x)}{d x} d x+\int_{0}^{d} \mu_{d} \frac{\partial H(x, t)}{\partial t} w(x) d x=\frac{w(d)}{2} \frac{d \phi}{d t}, \\
\forall w \in W_{2}^{1}(] 0, d[), \forall t>0 \tag{2.24}
\end{gather*}
$$

along with the IC (2.22).
This variational problem may be shown to be formally equivalent with the original BVP (2.20)-(2.6)-(2.22).

## Case of RPM

Proceeding similarly for (2.21), the variational equation now reads

$$
\begin{gather*}
\frac{1}{\sigma} \int_{0}^{d} \frac{\partial H(x, t)}{\partial x} \frac{d w(x)}{d x} d x+\int_{0}^{d} \mu_{r e v} \frac{\partial H(x, t)}{\partial t} w(x) d x+\int_{0}^{d} k_{1}(x, t) H(x, t) w(x) d x \\
=\int_{0}^{d} k_{2}(x, t) w(x) d x+\frac{w(d)}{2} \frac{d \phi}{d t}, \quad \forall w \in W_{2}^{1}(] 0, d[), \quad \forall t>0 \tag{2.25}
\end{gather*}
$$

Here, for brevity, we denoted $k_{1}(x, t)=k_{1}\left(H(x, t), H_{\text {past }}(x, t)\right)$ and similarly for $k_{2}(x, t)$.

### 2.5 Finite Element Approximation

We apply the method described in Section 1.1. Consider the $2 n+1$ equidistant nodes $0 \equiv x_{1}<x_{2}<\ldots x_{2 n}<x_{2 n+1} \equiv d$. Denote $\left.\Omega=\right] 0, d[$ and introduce the function space

$$
\begin{gather*}
W_{h}=\left\{v \in C^{0}(\bar{\Omega}) ;\left.v\right|_{\left[x_{2 s-1}, x_{2 s+1}\right]} \text { is a polynomial of 2nd degree, } 1 \leq s \leq n\right\} \\
\subset W_{2}^{1}(\Omega) \tag{2.26}
\end{gather*}
$$

Let $\left(\varphi_{i}(x)\right)_{i=1}^{2 n+1}$ be the canonical basis of $W_{h}$. Thus,

$$
\begin{equation*}
\varphi_{i}\left(x_{j}\right)=\delta_{i j}, 1 \leq j \leq 2 n+1 \tag{2.27}
\end{equation*}
$$

## Case of CPM

Following e.g. [4], we construct a FE-approximation of (2.24) by determining the function $H_{h}(x, t) \in W_{2}^{1}(\Omega)$, for $t \geq 0$,

$$
\begin{equation*}
H_{h}(x, t)=\sum_{i=1}^{2 n+1} c_{i}(t) \varphi_{i}(x), \quad x \in \bar{\Omega}, \quad t \geq 0 \tag{2.28}
\end{equation*}
$$

which obeys the discrete version of (2.24), viz

$$
\begin{gather*}
\frac{1}{\sigma} \int_{0}^{d} \frac{\partial H_{h}(x, t)}{\partial x} \frac{d w(x)}{d x} d x+\int_{0}^{d} \hat{\mu}_{d} \frac{\partial H_{h}(x, t)}{\partial t} w(x) d x=\frac{w(d)}{2} \frac{d \phi}{d t}, \\
\forall w \in W_{h}, \quad t>0 \tag{2.29}
\end{gather*}
$$

along with the IC

$$
H_{h}(x, t=0)=0,\left\{\begin{array}{ll}
\eta(x, \alpha, \beta, t=0)=+1 & : \alpha+\beta<0  \tag{2.30}\\
\eta(x, \alpha, \beta, t=0)=-1 & : \alpha+\beta>0
\end{array} .\right.
$$

Here, we have deliberately approximated the space dependency of the differential permeability $\mu_{d}$ by passing to $\hat{\mu}_{d}$, defined by

$$
\begin{align*}
& \hat{\mu}_{d}(x, t)=\mu_{d}\left(x_{2 s}, H_{h}\left(x_{2 s}, t\right), H_{p a s t, h}\left(x_{2 s}, t\right)\right), \\
& x_{2 s-1} \leq x \leq x_{2 s+1}, 1 \leq s \leq n, t>0 . \tag{2.31}
\end{align*}
$$

Thus, we have discretized the space dependency of $\mu_{d}$ by means of the values in the element midpoints, being consistent with the finite element method and resulting in a manageable memory data.

The resulting initial value problem (IVP) for the nodal values $H_{h}\left(x_{i}, t\right) \equiv c_{i}(t)$, $t>0$, reads:

Find the column matrix $[C(t)]=\left[c_{1}(t), \ldots, c_{2 n+1}(t)\right]^{T}$ which obeys

$$
\begin{equation*}
[M] \frac{d[C]}{d t}+[K][C]=[F], t>0 \tag{2.32}
\end{equation*}
$$

along with

$$
[C(0)]=0,\left\{\begin{array}{ll}
\eta\left(x_{2 s}, \alpha, \beta, t=0\right)=+1 & : \alpha+\beta<0  \tag{2.33}\\
\eta\left(x_{2 s}, \alpha, \beta, t=0\right)=-1 & : \alpha+\beta>0
\end{array}, 1 \leq s \leq n .\right.
$$

Here, the mass matrix $[M]$, the stiffness matrix $[K]$ and the force matrix $[F]$ have the form:

$$
\begin{gather*}
{[M(t)]=\left[M_{i j}\right]_{1 \leq i, j \leq 2 n+1}, \quad M_{i j}=\int_{0}^{d} \hat{\mu}_{d} \varphi_{i} \varphi_{j} d x}  \tag{2.34}\\
{[K(t)]=\left[K_{i j}\right]_{1 \leq i, j \leq 2 n+1}, \quad K_{i j}=\frac{1}{\sigma} \int_{0}^{d} \frac{d \varphi_{i}}{d x} \frac{d \varphi_{j}}{d x} d x} \tag{2.35}
\end{gather*}
$$

$$
\begin{equation*}
[F(t)]=\left[F_{i}\right]_{1 \leq i \leq 2 n+1}, \quad F_{i}=\frac{1}{2} \frac{d \phi}{d t} \delta_{i(2 n+1)} . \tag{2.36}
\end{equation*}
$$

## Case of RPM

Proceeding in a similar way, the IVP for $H_{h}(x, t) \simeq H(x, t)$ shows the same form as (2.32)-(2.33), however with the mass, stiffness and force matrix now being defined by

$$
\begin{gather*}
{[M(t)]=\left[M_{i j}\right]_{1 \leq i, j \leq 2 n+1}, M_{i j}=\int_{0}^{d} \hat{\mu}_{r e v} \varphi_{i} \varphi_{j} d x}  \tag{2.37}\\
{[K(t)]=\left[K_{i j}\right]_{1 \leq i, j \leq 2 n+1}, K_{i j}=\frac{1}{\sigma} \int_{0}^{d} \frac{d \varphi_{i}}{d x} \frac{d \varphi_{j}}{d x} d x+\int_{0}^{d} \hat{k}_{1}(x, t) \varphi_{i}(x) \varphi_{j}(x) d x}  \tag{2.38}\\
{[F(t)]=\left[F_{i}\right]_{1 \leq i \leq 2 n+1}, F_{i}=\int_{0}^{d} \hat{k}_{2}(x, t) \varphi_{i}(x) d x+\frac{1}{2} \frac{d \phi}{d t} \delta_{i(2 n+1)} .} \tag{2.39}
\end{gather*}
$$

Here, for $g=\mu_{\text {rev }}, g=k_{1}$ and $g=k_{2}$, we put

$$
\begin{equation*}
\hat{g}(x, t)=g\left(x_{2 s}, t\right), x_{2 s-1} \leq x \leq x_{2 s+1}, 1 \leq s \leq n, t>0 \tag{2.40}
\end{equation*}
$$

For brevity we denoted

$$
\begin{equation*}
\hat{k}_{1}(x, t)=\hat{k}_{1}\left(H_{h}(x, t), H_{h, p a s t}(x, t)\right) \tag{2.41}
\end{equation*}
$$

and similarly for $\hat{k}_{2}(x, t)$.
The IVP's (2.32)-(2.33), where the mass matrix, stiffness and force matrices are given by (2.34)-(2.36) in the case of the CPM and by (2.37)-(2.41) in the case of the RPM, are nonlinear. Indeed in the CPM-case the elements of $[M]$ depend on the (approximated) differential permeability $\hat{\mu}_{d}$ that is a function of the (approximated) magnetic field $H_{h}(x, t)$ and its history $H_{h, p a s t}(x, t)$. Similarly, in the RPM-case, the elements of $[M]$ depend on $\hat{\mu}_{\text {rev }}$, that is a function of $H_{h}(x, t)$, while the components of the stiffness matrix and of the force matrix depend on $\hat{k}_{1}$ and $\hat{k}_{2}$ respectively, both being functions of $H_{h}(x, t)$ and $H_{h, p a s t}(x, t)$.

### 2.6 Time discretisation: Modified Crank-Nicholson method

The nonlinear IVPs derived above will be solved numerically by a suitable FDM, viz by a modified Crank-Nicholson scheme, cf. the procedure described in Section 1.2 , combined with an iterative procedure. Thus, we will properly take into account the hysteresis behaviour of the material, reflected in the dependence of $\mu_{d}$ on $H$ and $H_{\text {past }}$ in the CPM-case and reflected in the dependence of $\mu_{\text {rev }}$ on $H$ and in the dependence of $D_{1}$ and $D_{2}$ on $H$ and $H_{\text {past }}$ in the RPM-case.

## Case of CPM

Let $\Delta t$ be a time step and let $t_{l}=l \cdot \Delta t, l=1,2,3,4, \ldots$, be the corresponding equidistant time points. We want to define an approximation $H_{l}^{*}(x)$ of $H_{h}\left(x, t_{l}\right)$,

$$
\begin{equation*}
H_{l}^{*}(x)=\sum_{i=1}^{2 n+1} c_{i}^{(l)} \varphi_{i}(x) \simeq \sum_{i=1}^{2 n+1} c_{i}\left(t_{l}\right) \varphi_{i}(x), \tag{2.42}
\end{equation*}
$$

by means of a recurrent set of nonlinear systems for

$$
\begin{equation*}
\left[C^{(l)}\right]=\left[c_{1}^{(l)}, c_{2}^{(l)}, \ldots, c_{2 n+1}^{(l)}\right]^{T}, l=1,2, \ldots \tag{2.43}
\end{equation*}
$$

First, notice the discontinuities with respect to time of the differential permeability $\hat{\mu}_{d}\left(x_{2 s}, t\right)=\frac{\partial B_{h}}{\partial H_{h}}\left(x_{2 s}, t\right),(2.31)$, in two cases: (a) when $\frac{d c_{2 s}}{d t}$ changes sign, (b) when a minor order loop is closed, cf. Fig.2.8. From (2.32) we get

$$
\begin{equation*}
\int_{t_{l}}^{t_{l+1}}[M] \frac{d[C]}{d t} d t+[K] \int_{t_{l}}^{t_{l+1}}[C] d t=\int_{t_{l}}^{t_{l+1}}[F] d t, t>0 . \tag{2.44}
\end{equation*}
$$

To properly take into account the possible jump of $\hat{\mu}_{d}\left(x_{2 s}, t\right)$ in the interval $\left[t_{l}, t_{l+1}\right]$, we approximate the first term as

$$
\begin{equation*}
\int_{t_{l}}^{t_{l+1}}[M] \frac{d[C]}{d t} d t \simeq\left[\tilde{M}^{(l+1)}\right]\left(\left[C^{(l+1)}\right]-\left[H_{e x t}^{(l+1)}\right]\right)+\left[\tilde{M}^{(l)}\right]\left(\left[H_{e x t}^{(l+1)}\right]-\left[C^{(l)}\right]\right) \tag{2.45}
\end{equation*}
$$

where $\left[\tilde{M}^{(l)}\right]$ is a square matrix and $\left[H_{e x t}^{(l+1)}\right]$ is a column matrix, defined by

$$
\begin{gather*}
\tilde{M}_{i j}^{(l)}=\int_{0}^{d} \tilde{\mu}_{d}\left(x, t_{l}\right) \varphi_{i}(x) \varphi_{j}(x) d x, \quad i, j=1, \ldots, 2 n+1  \tag{2.46}\\
H_{e x t, 2 r-1}^{(l+1)}=\frac{1}{2}\left[c_{2 r-1}^{(l+1)}+c_{2 r-1}^{(l)}\right], \quad r=1, \ldots, n+1,  \tag{2.47}\\
H_{e x t, 2 r}^{(l+1)}= \begin{cases}\frac{1}{2}\left[c_{2 r-1}^{(l+1)}+c_{2 r-1}^{(l)}\right] & \text { if there is no jump of } \tilde{\mu}_{d}(x, t) \text { in }\left[t_{l}, t_{l+1}\right] \\
g_{2 r, t_{l}} & \text { if there is a jump of } \tilde{\mu}_{d}(x, t) \text { in }\left[t_{l}, t_{l+1}\right] \\
r=1, \ldots, n\end{cases}
\end{gather*}
$$

Here, $g_{2 r, t_{l}}$ is the approximation of the extremal value of $c_{2 r}(t)$ in the interval $\left[t_{l}, t_{l+1}\right]$, as shown in Fig.2.8, corresponding to the cases (a) and (b) mentioned above. Moreover in (2.46), $\tilde{\mu}_{d}\left(x, t_{l}\right)$ stands for the approximation of $\hat{\mu}_{d}\left(x, t_{l}\right),(2.31)$, which is found when we use $H_{p}^{*}(x), 1 \leq p \leq l$, to describe the dependency on the magnetic field and its history up to $t=t_{l}$.

Let $0 \leq \theta \leq 1$ be a parameter of the method. We approximate the 2 nd and 3rd term of (2.44) as follows

$$
\begin{align*}
{[K] \int_{t_{l}}^{t_{l+1}}[C] d t } & \simeq[K]\left(\theta\left[C^{(l+1)}\right]+(1-\theta)\left[C^{(l)}\right]\right) \Delta t  \tag{2.49}\\
\int_{t_{l}}^{t_{l+1}}[F] d t & \simeq\left(\theta\left[F\left(t_{l+1}\right)\right]+(1-\theta)\left[F\left(t_{l}\right)\right]\right) \Delta t \tag{2.50}
\end{align*}
$$

Finally, combining (2.45), (2.49) and (2.50), we get from (2.44)

$$
\begin{gather*}
\left(\frac{\left[\tilde{M}^{(l+1)}\right]}{\Delta t}+\theta[K]\right)\left[C^{(l+1)}\right]=\left(\frac{\left[\tilde{M}^{(l)}\right]}{\Delta t}-(1-\theta)[K]\right)\left[C^{(l)}\right] \\
+\left(\frac{\left[\tilde{M}^{(l+1)}\right]-\left[\tilde{M}^{(l)}\right]}{\Delta t}\right)\left[H_{e x t}^{(l+1)}\right]+\theta\left(\left[F\left(t_{l+1}\right)\right]+(1-\theta)\left[F\left(t_{l}\right)\right]\right), \quad l=0,1,2 \ldots \tag{2.51}
\end{gather*}
$$



Figure 2.8: Parabolic interpolation arc for the magnetic field (upper curve); corresponding differential permeability (lower curve)
along with

$$
\begin{equation*}
\left[C^{(0)}\right]=0 . \tag{2.52}
\end{equation*}
$$

As the matrix $\left[\tilde{M}^{(l+1)}\right]$ and the matrix $\left[H_{\text {ext }}^{(l+1)}\right]$, introduced in (2.46) and (2.47)-(2.48), depend on the unknown $H_{l+1}^{*}(x)$, we set up a Newton-Raphson iteration procedure to solve the nonlinear system $(2.51)$ at each time point $t=t_{l}$. The approximation of $C^{(l)}$ at the $k$-th iteration level is denoted by $C^{(l),(k)}$. The corresponding approximation of (2.28) is written as $H_{h}^{(l),(k)}(x)$. In the final iteration level $n_{l}$ we write $H_{h}^{(l)}:=H_{h}^{(l),\left(n_{l}\right)}$, which is then used as the input for the iteration procedure at the subsequent time point $t_{l+1}$.

In practice, convergence has been observed in 4 iterations.

## Case of RPM

Let again $0 \leq \theta \leq 1$ be a parameter of the method. We now define an approximation $H_{l}^{*}(x)$ of $H_{h}\left(x, t_{l}\right),(2.42)$, by means of the following recurrent set of nonlinear
systems for $\left[C^{(l)}\right],(2.43), l=1,2, \ldots$,

$$
\begin{array}{r}
\left(\frac{\left[\tilde{M}^{(l+1)}\right]}{\Delta t}+\theta\left[\tilde{K}^{(l+1)}\right]\right)\left[C^{(l+1)}\right]=\left(\frac{\left[\tilde{M}^{(l+1)}\right]}{\Delta t}-(1-\theta)\left[\tilde{K}^{(l)}\right]\right)\left[C^{(l)}\right] \\
+\theta\left[\tilde{F}^{(l+1)}\right]+(1-\theta)\left[\tilde{F}^{(l)}\right], l=0,1,2, \ldots \tag{2.53}
\end{array}
$$

along with

$$
\begin{equation*}
\left[C^{(0)}\right]=0 \tag{2.54}
\end{equation*}
$$

Here, the approximated mass matrix $\left[\tilde{M}^{(l)}\right] \simeq\left[M\left(t_{l}\right)\right]$, stiffness matrix $\left[\tilde{K}^{(l)}\right] \simeq$ $\left[K\left(t_{l}\right)\right]$ and force matrix $\left[\tilde{F}^{(l)}\right] \simeq\left[F\left(t_{l}\right)\right]$ are defined by

$$
\begin{gather*}
\tilde{M}_{i j}^{(l)}=\int_{0}^{d} \tilde{\mu}_{r e v}^{(l)} \varphi_{i} \varphi_{j} d x  \tag{2.55}\\
\tilde{K}_{i j}^{(l)}=\frac{1}{\sigma} \int_{0}^{d} \frac{d \varphi_{i}}{d x} \frac{d \varphi_{j}}{d x} d x+\int_{0}^{d} \tilde{k}_{1}^{(l)}(x) \varphi_{i}(x) \varphi_{j}(x) d x  \tag{2.56}\\
\tilde{F}_{j}^{(l)}=\int_{0}^{d} \tilde{k}_{2}^{(l)}(x) \varphi_{j}(x) d x+\frac{1}{2} \frac{d \phi}{d t} \delta_{j(2 n+1)}, \tag{2.57}
\end{gather*}
$$

with

$$
\begin{equation*}
\tilde{\mu}_{\text {rev }}^{(l)}=(1-\theta) \hat{\mu}_{\text {rev }}\left(H_{l-1}^{*}(x)\right)+\theta \hat{\mu}_{\text {rev }}\left(H_{l}^{*}(x)\right) . \tag{2.58}
\end{equation*}
$$

Moreover, $\tilde{k}_{1}^{(l)}(x)$, appearing in (2.56), is the approximation of $\hat{k}_{1}\left(x, t_{l}\right),(2.41)$, that is found when we use $H_{p}^{*}(x), 1 \leq p \leq l$, to describe the dependency on the magnetic field and its history up to $t=t_{l} ; \tilde{k}_{2}^{(l)}(x)$ is obtained in a similar way.

As the mass, stiffness and force matrices, entering (2.53), all depend on the unknown, as just mentioned, we again set up a usual Newton-Raphson iterative procedure to solve the nonlinear system (2.53) at every time point $t_{l}$. Again, in practice, convergence has been observed for 4 iterations.

### 2.7 Experimental Validation

The magnetodynamic model, including either the CPM or the RPM, as well as its FE - FD discretisation, as outlined in this chapter, has been verified by numerous experiments. The numerical results obtained for relevant physical quantities, such as the $B H$-loops and the iron losses, are in good agreement with the values obtained by measurements.

Here, we consider two materials with different magnetic structure, referred to as Mat. 1 and Mat.2. The former is a material with high carbide contents and large mechanical stresses. Mat.2, known as V-450-50-E in the classification of [8], results from Mat. 1 by the process of decarbonizing and stress relieving. We compare the quasi-static and the dynamic behaviour of the two materials.

The quasi-static behaviour is obtained at sufficiently slowly varying period magnetic fields, such that a $B H$-loop occurs in which dynamic effects can be neglected. Typically we can take 10 seconds for one period.
A. Quasi-static characterisation

Fig.2.9 shows the measured Preisach functions $P(\alpha, \beta)$, being introduced in Section 2.2.2. for Mat. 1 and Mat.2. The Preisach function is measured by the technique of [9], which is based upon the Everett theory. Notice that the Preisach function for Mat. 1 shows two extrema, while Mat. 2 shows only one extremum. As a test for these Preisach functions, Fig.2.10 and Fig.2.11 show a very good agreement between the quasi-static measured BH -loops and the loops obtained from the hysteresis model.


Figure 2.9: Preisach function $P(\alpha, \beta)$ for Mat. 1 and Mat.2, $\Delta P$ denoting the difference between 2 neighbouring isolines of the Preisach function. The most inner isoline is the one with the highest P-value, denoted by $P_{\text {max }}$
B. Dynamic characterisation

We now consider the following type of excitation: we enforce the time dependent magnetic field strength at the outer boundary of the lamination, denoted by $H_{b}(t)$. The average magnetic induction $B_{a}(t)$ through the lamination is a direct result. The calculated and the measured dynamic $B_{a} H_{b}$-loops are observed to coincide, which, of course, results in a striking good agreement between the numerically obtained and the measured values of the total iron losses. The numerical values are evaluated from the expression (2.8).

The electrical conductivity $\sigma$, entering (2.20)-(2.21), is directly measured. It takes the values $\sigma=29.210^{5}$ and $\sigma=30.710^{5}$ for Mat. 1 and Mat. 2 respectively. The parameter $\theta$ in Section 2.6 is given the value 0.5.
B. 1 Limit cycles

The enforced magnetic field $H_{b}(t)$ is taken to be a piecewise linear function of time, namely the piecewise linear interpolant of the extremal values $H_{b}\left(t_{i}\right)$ in the successive points $t_{i}, \mathrm{i}=0,1,2, \ldots$
For brevity we denote this as:

$$
\left[\begin{array}{c}
H_{b}(t) \\
t
\end{array}\right]=\left[\begin{array}{ccccccc}
0 & H_{b}\left(t_{1}\right) & H_{b}\left(t_{2}\right) & \ldots & H_{b}\left(t_{i}\right) & H_{b}\left(t_{i+1}\right) & \ldots \\
0 & t_{1} & t_{2} & \ldots & t_{i} & t_{i+1} & \ldots
\end{array}\right]
$$

## Mat. 1

For this material the CPM is found to be sufficiently accurate for describing the dynamic behaviour. Fig. 2.12 shows the $B_{a} H_{b}$-loops, corresponding to the field

$$
\left[\begin{array}{c}
H_{b}(t) \\
t
\end{array}\right]=\left[\begin{array}{cccccc}
0 & 1200 & -1200 & 1200 & -1200 & \ldots \\
0 & \frac{1}{4 f} & \frac{3}{4 f} & \frac{5}{4 f} & \frac{7}{4 f} & \cdots
\end{array}\right], f=500 \mathrm{~Hz},
$$

while Fig.2.14 gives the total iron losses for one cycle as a function of the frequency $f$.

## Mat. 2

The hysteresis behaviour of this second material can no longer be described adequately by the CPM. Instead, this behaviour turns out to be rate-dependent. However, it can be modelled correctly by the RPM, with $k=55 \mathrm{~m} / A s$. (Moreover, this value itself is observed to be frequency independent). Fig.2.13 and Fig.2.14 show the $B_{a} H_{b}$-loops and the corresponding total iron losses respectively; the measured values are compared with the numerical values (obtained by both using the RPM and the CPM). In this case the enforced excitation reads

$$
\left[\begin{array}{c}
H_{b}(t) \\
t
\end{array}\right]=\left[\begin{array}{cccccc}
0 & 400 & -400 & 400 & -400 & \ldots \\
0 & \frac{1}{4 f} & \frac{3}{4 f} & \frac{5}{4 f} & \frac{7}{4 f} & \ldots
\end{array}\right], f=500 \mathrm{~Hz}
$$

For the FEM we typically take $\mathrm{n}=10$ (quadratic) elements. In the time discretisation we observed that the time step $\Delta t$ must be taken much smaller in the RPM-case than in the CPM to retain the same accuracy, typically $\Delta t=\frac{1}{4000 f}$ and $\Delta t=\frac{1}{400 f}$ respectively. The parameter $\theta$ in Section 2.6 is given the value 0.5 .
B. 2 Minor Loops

The mathematical model outlined in this chapter also provides adequate results for the minor order loops $B_{a} H_{b}$, corresponding to the local extrema of the magnetic field $H(t)$, as described for instance in [10]. Again for Mat. 1 the dynamic behaviour is found to be accurately modelled when using the CPM, while for Mat. 2 the RPM must be used to describe the hysteresis behaviour properly. As an example, we consider the $B_{a} H_{b}$-loops for Mat. 1 and Mat. 2 in the case of H -excitation, under the enforced fields

$$
\left.\begin{array}{c}
{\left[\begin{array}{c}
H_{b}(t) \\
t
\end{array}\right]} \\
=\left[\begin{array}{cccccccccc}
0 & -400 & 400 & -150 & 200 & -150 & 200 & -150 & 200 & -400 \\
0 & 0.02 & 0.03 & 0.0368 & 0.0412 & 0.0455 & 0.0498 & 0.0542 & 0.0585 & 0.0660
\end{array} 0.071\right.
\end{array}\right]
$$



Figure 2.10: Quasi static B-H loop for Mat. 1


Figure 2.12: $B_{a} H_{b}$-loop for Mat. 1 with $H$-excitation


Figure 2.11: Quasi static B-H loop for Mat. 2


Figure 2.13: $B_{a} H_{b}$-loop for Mat. 2 with $H$-excitation


Figure 2.14: Total electromagnetic losses, H-excitation



Figure 2.15: $B_{a} H_{b}$-loop for Mat. 1 with minor loops

Figure 2.16: $B_{a} H_{b}$-loop for Mat. 2 with minor loops
and

$$
\left[\begin{array}{c}
H_{b}(t) \\
t
\end{array}\right]=\left[\begin{array}{ccccccc}
0 & 1000 & -1000 & 1000 & -300 & 300 & -1000 \\
0 & 0.01 & 0.03 & 0.05 & 0.063 & 0.069 & 0.082
\end{array}\right]
$$

respectively. Fig.2.15 and Fig.2.16 show a good agreement between the measured and the numerically obtained loops.

## 3 2D Nonlinear Parabolic Problems with a scalar hysteresis model

### 3.1 A motivating physical problem and its mathematical model

In this part we deal with 2D nonlinear parabolic problems with memory effects arising in the context of electromagnetic field calculations in one lamination of an electrical machine. These field computations are important for the evaluation of the electromagnetic loss in the magnetic circuit. A part of such a magnetic circuit is shown in Fig.3.1.


Figure 3.1: A part of the magnetic circuit, with corresponding flux lines; T:tooth, Y:yoke

Fig.3.2-3.3 show the cross section of a tooth and a yoke respectively. The electromagnetic losses are determined from the magnetic field $\bar{H}$ in a cross section $S$, both of the tooth and the yoke, orthogonal to the direction of the time varying, enforced flux $\phi(t)$.

The relevant Maxwell equations for the magnetic field $\bar{H}$, the electric field $\bar{E}$, the electric flux density $\bar{D}$ and the magnetic induction $\bar{B}$ are given by (1.43)-(1.45), while the constitutive relation for the current density vector $\bar{J}$ is given by (1.50). Again neglecting the displacement current and the electric charge density, the magnetic field $\bar{H}$ is found to be related to the magnetic induction $\bar{B}$ by the following DE :

$$
\begin{equation*}
-\operatorname{rot}(\operatorname{rot}(\bar{H}))=\sigma \frac{\partial \bar{B}}{\partial t} \quad \text { in } S, \quad t>0 \tag{3.1}
\end{equation*}
$$

Integrating both sides over the section $S$, using Green's formula, see (1.21), and invoking the definition of the total flux, viz

$$
\begin{equation*}
\phi(t)=\int_{S} \bar{B} \cdot d \bar{S}, \quad t>0 \tag{3.2}
\end{equation*}
$$

$\bar{H}$ is seen to obey the following nonlocal, inhomogenous BC on $\partial S$ :

$$
\begin{equation*}
\int_{\partial S} \operatorname{rot} \bar{H} \cdot d \bar{l}=-\sigma \frac{d \phi(t)}{d t}, \quad t>0 \tag{3.3}
\end{equation*}
$$

The magnetic motoric force per unit interval of the space variable in the flux direction (with unit-vector $\overline{1}_{f l}$ ) may be assumed to be space independent along $\partial S$, as the magnetic flux lines, shown in Fig.3.1, can be approximated to be uniform along $\partial S$, see [11]. Thus, denoting the corresponding segment along a flux line by $\Gamma$, the following inhomogeneous Dirichlet BC must be imposed:

$$
\begin{equation*}
\int_{\Gamma} \bar{H} \cdot \overline{1}_{f l} d \gamma=C_{b}(t) \tag{3.4}
\end{equation*}
$$

Here $C_{b}(t)$, which varies in time, but which is space independent along $\partial S$, is not known a priori, but must be determined as part of the problem.

Finally, the system (3.1)-(3.4) must be completed with initial data, viz

$$
\bar{H}=0,\left\{\begin{array}{l}
\eta(\alpha, \beta, t)=+1 \quad \text { when } \alpha+\beta<0  \tag{3.5}\\
\eta(\alpha, \beta, t)=-1 \quad \text { when } \alpha+\beta>0
\end{array}, \quad \text { in } S, \text { at } t=0,\right.
$$

corresponding to the demagnetized state of the material.
Actually, the value $C_{b}(t)$ is the physical relevant quantity in the present field problem. Indeed, the electromagnetic loss [joule] over a time interval $\left(T_{1}, T_{2}\right)$ per unit interval of the space variable in the flux direction is given by [5]:

$$
\begin{equation*}
E=\int_{T_{1}}^{T_{2}} C_{b}(t) \frac{d \phi}{d t} d t \tag{3.6}
\end{equation*}
$$

Assuming the material isotropic, $\bar{H}$ may taken to be unidirectional, i.e. $\bar{H}=$ $H \cdot \overline{1}_{f l}$. Consequently, also $\bar{B}$ is unidirectional. Therefore, a scalar hysteresis model may be used to describe the $B H$-relation. We again will use the CPM and RPM presented in the previous sections. Thus, we are left with a scalar parabolic problem for $H$, with a nonlocal Neumann boundary condition on $\partial S$, as well as with a Dirichlet side condition, in which the boundary value of $H$ on $\partial S$ is unknown too.

Alternatively, we can consider the parabolic problem where the function $C_{b}(t)$, entering (3.4), is given, while the flux $\phi(t)$, appearing in (3.3), must be sought as part of the problem. We will consider the parabolic problem in both the tooth and the yoke cross section, cf. Fig.3.2 and Fig.3.3, where we use a cartesian and a cylindrical coordinate system, respectively.

### 3.2 Combined magnetodynamic-hysteresis model

### 3.2.1 Parabolic problem in a tooth cross-section $S$

## Case of CPM

Taking the cartesian coordinate system as in Fig.3.2, the problem (3.1)-(3.5) for the magnetic field $\bar{H}=H \cdot \overline{1}_{f l},\left(\overline{1}_{f l}=\overline{1}_{z}\right)$, in a cross section $S$ of a tooth simplifies to the following scalar parabolic problem for $H(x, y ; t)$ :

$$
\begin{gather*}
\frac{1}{\sigma}\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{\partial^{2} H}{\partial y^{2}}\right)=  \tag{3.7}\\
\mu_{d}\left(H(x, y, t), H_{\text {past }}(x, y, t)\right) \frac{\partial H}{\partial t} \text { in } S, \quad t>0,  \tag{3.8}\\
 \tag{3.9}\\
\quad \int_{\partial S} \frac{\partial H}{\partial n} d l=\sigma \frac{d \phi(t)}{d t}, t>0,  \tag{3.10}\\
H=0,\left\{\begin{array}{ll}
\eta(x, y, \alpha, \beta, t)=+1 & \text { when } \alpha+\beta<0 \\
\eta(x, y, \alpha, \beta, t)=-1 & \text { when } \alpha+\beta>0
\end{array}, \forall(x, y) \in S, \quad \text { at } t=0 .\right.
\end{gather*}
$$



Figure 3.2: Cross section of a tooth, orthogonal to the flux line

## Case of RPM

Now the governing DE becomes

$$
\begin{align*}
\frac{1}{\sigma}\left(\frac{\partial^{2} H}{\partial x^{2}}+\frac{\partial^{2} H}{\partial y^{2}}\right) & =\mu_{r e v} \frac{\partial H}{\partial t}+k_{1}\left(H(x, y, t), H_{\text {past }}(x, y, t)\right) H \\
& -k_{2}\left(H(x, y, t), H_{\text {past }}(x, y, t)\right) \text { in } S, \quad t>0 \tag{3.11}
\end{align*}
$$

along with the $\mathrm{BCs}(3.8)-(3.9)$ and the IC (3.10).
In both cases, as said above, we have one of the two situations: either $C_{b}(t)$ is not given a priori, while $\phi(t)$ is given (enforced), or vice versa.

### 3.2.2 Parabolic problem in a yoke cross section S

## Case of CPM

Taking the cylindrical coordinate system as in Fig.3.3, the problem (3.1)-(3.5) for the magnetic field $\bar{H}=H \overline{1}_{f l},\left(\overline{1}_{f l}=\overline{1}_{\varphi}\right)$, in a cross section $S$ of a yoke can now be reduced to the following scalar parabolic problem for $H(r, z ; t)$ :

$$
\begin{gather*}
\frac{1}{\sigma}\left(\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}(r H)\right)+\frac{\partial^{2} H}{\partial z^{2}}\right)=\mu_{d}\left(H(r, z, t), H_{p a s t}(r, z, t)\right) \frac{\partial H}{\partial t}, \\
\text { in } S, \quad t>0,  \tag{3.12}\\
\int_{\partial S}\left[\frac{\partial H}{\partial z} n_{z}+\frac{1}{r} \frac{\partial(r H)}{\partial r} n_{r}\right] d l=\sigma \frac{d \phi(t)}{d t}, t>0,  \tag{3.13}\\
r H=C_{b}(t), \text { on } \partial S, t>0,  \tag{3.14}\\
H=0,\left\{\begin{array}{ll}
\eta(r, z, \alpha, \beta, t)=+1 & \text { when } \alpha+\beta<0 \\
\eta(r, z, \alpha, \beta, t)=-1 & \text { when } \alpha+\beta>0
\end{array}, \forall(r, z) \in S, \text { at } t=0 .\right. \tag{3.15}
\end{gather*}
$$



Figure 3.3: Cross section of a yoke, orthogonal to the flux line

## Case of RPM

Now the governing DE becomes

$$
\begin{align*}
\frac{1}{\sigma}\left(\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}(r H)\right)+\frac{\partial^{2} H}{\partial z^{2}}\right) & =\mu_{r e v} \frac{\partial H}{\partial t}+k_{1}\left(H(r, z, t), H_{\text {past }}(r, z, t)\right) H \\
- & k_{2}\left(H(r, z, t), H_{\text {past }}(r, z, t)\right) \text { in } S, \quad t>0 \tag{3.16}
\end{align*}
$$

where we retain the BCs (3.13)-(3.14) and the IC (3.15).
In both cases, a similar remark concerning $C_{b}(t)$ and $\phi(t)$ applies as in Section 3.2.1.

### 3.3 Variational formulation

### 3.3.1 Parabolic problem in a tooth cross-section S

## Case of CPM

To derive a suitable variational form of this problem, we introduce the function space

$$
\begin{equation*}
V=\left\{v \in W_{2}^{1}(S)|v|_{\partial S} \text { is constant }\right\} . \tag{3.17}
\end{equation*}
$$

Here $W_{2}^{1}(S)$ is the usual first order Sobolev space on S and the condition $\left." v\right|_{\partial S}$ is constant " must be understood in the sense of traces, as defined e.g. in [2].

Then, multiplying both sides of (3.7) with a test function $v \in V$, integrating over $S$, applying Green's formula (1.21) and invoking the boundary condition (3.8), the problem (3.7)-(3.10) is found to be (formally) equivalent with the following variational problem:

Find $H(x, y ; t)$, obeying $H \in V$ and $\frac{\partial H}{\partial t} \in L_{2}(S)$ for every $t>0$, such that

$$
\begin{equation*}
\int_{S} \mu_{d} \frac{\partial H}{\partial t} v d x d y+\frac{1}{\sigma} \int_{S} \operatorname{gradH} \cdot \operatorname{gradv} d x d y=\left.\frac{d \phi(t)}{d t} v\right|_{\partial S}, \forall v \in V, t>0 \tag{3.18}
\end{equation*}
$$

along with the IC (3.10)
Notice that by the requirement $H \in V$ for every $t>0$, (3.9) is automatically taken into account.

## Case of RPM

The variational form of the problem (3.11), (3.8)-(3.10), is obtained in a similar way:
Find $H(x, y ; t)$, obeying $H \in V$ and $\frac{\partial H}{\partial t} \in L_{2}(S)$ for every $t>0$, such that

$$
\begin{gather*}
\int_{S} \mu_{\text {rev }} \frac{\partial H}{\partial t} v d x d y+\frac{1}{\sigma} \int_{S} g r a d H \cdot g r a d v d x d y+\int_{S} k_{1}(x, y, t) H v d x d y \\
=\int_{S} k_{2}(x, y, t) v d x d y+\left.\frac{d \phi(t)}{d t} v\right|_{\partial S}, \forall v \in V, t>0 \tag{3.19}
\end{gather*}
$$

along with the IC (3.10).

### 3.3.2 Parabolic problem in a yoke cross section S

## Case of CPM

Introducing the new unknown $\hat{H}(r, z ; t)=r H(r, z ; t)$ and retaining the function space $V$, (3.17), the problem (3.12)-(3.15) may be reduced to the (formally) equivalent variational problem:

Find $\hat{H}(r, z ; t)$, obeying $\hat{H} \in V$ and $\frac{\partial \hat{H}}{\partial t} \in L_{2}(S)$ for every $t>0$, such that

$$
\begin{equation*}
\int_{S} \mu_{d} \frac{1}{r} \frac{\partial \hat{H}}{\partial t} v d r d z+\frac{1}{\sigma} \int_{S} \frac{1}{r} \operatorname{grad\hat {H}} \operatorname{gradv} d r d z=\left.\frac{d \phi(t)}{d t} v\right|_{\partial S}, \forall v \in V, t>0, \tag{3.20}
\end{equation*}
$$

along with the $I C$ (3.15), rewritten for $\hat{H}$.

## Case of RPM

The problem (3.16), (3.13)-(3.15), now leads to the following variational problem:
Find $\hat{H}(r, z ; t)$, obeying $\hat{H} \in V$ and $\frac{\partial \hat{H}}{\partial t} \in L_{2}(S)$ for every $t>0$, such that

$$
\begin{align*}
& \int_{S} \mu_{\text {rev }} \frac{1}{r} \frac{\partial \hat{H}}{\partial t} v d r d z+\frac{1}{\sigma} \int_{S} \frac{1}{r} g r a d \hat{H} \cdot g r a d v d r d z+\int_{S} \frac{1}{r} k_{1}(r, z, t) \hat{H} v d r d z \\
& \quad=\int_{S} k_{2}(r, z, t) v d r d z+\left.\frac{d \phi(t)}{d t} v\right|_{\partial S}, \quad \text { for every } v \in V, t>0 \tag{3.21}
\end{align*}
$$

along with the $I C$ (3.15), rewritten for $\hat{H}$.
Notice that, by the choice of the new unknown $\hat{H}$, we arrive at a variational equation similar to (3.18) and (3.19), respectively, apart from a weight factor $\frac{1}{r}$, (which is of course smooth in $S$ ), entering the integrands. This is particularly attractive from computational point of view, viz when constructing the mass and stiffness matrices in the FEM-FDM, outlined in the next section, starting from the variational problems.

### 3.4 Nonstandard FE-approximation in the space variable

We extend the method described in Section 1.1, to take into account the nonstandard BCs.

### 3.4.1 Field problem in a tooth cross section S

For the triangulation $\tau_{h}$ ( h mesh parameter), shown in Fig.3.4, we consider a usual quadratic finite element mesh (with $n_{T}$ the number of triangles).

By $\varphi_{j}(x, y),(j=1, \ldots, J)$, we denote the standard cardinal basis functions, associated to the nodes $\left(x_{j}, y_{j}\right),(j=1, \ldots, J), J$ being the total number of nodes. Here, the nodes, being either vertices of the triangles or midpoints of their sides, are numbered such that the first $I$ of them, $I<J$, belong to the open domain $S$. We then have, with $C^{0}(\bar{S})$ being the space of continuous functions on $\bar{S}$ and with $P_{2}(T)$ being the space of polynomials of degree $\leq 2$ on the triangle $T$,

$$
\begin{equation*}
X_{h} \equiv\left\{v \in C^{0}(\bar{S}) ;\left.v\right|_{T} \in P_{2}(T), \forall T \in \tau_{h}\right\}=\operatorname{span}\left(\varphi_{j}\right)_{j=1}^{J} \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{0 h} \equiv\left\{v \in X_{h} ; v=0 \text { on } \partial S\right\}=\operatorname{span}\left(\varphi_{j}\right)_{j=1}^{I} \tag{3.23}
\end{equation*}
$$



Figure 3.4: The triangulation $\tau_{h}$ of $S$

Next we introduce the special function

$$
\begin{equation*}
\psi_{I+1}(x, y)=\sum_{j=I+1}^{J} \varphi_{j}(x, y) \in X_{h} \tag{3.24}
\end{equation*}
$$

On a side $\zeta$ of $T \in \tau_{h}$, for which $\zeta \subset \partial S$, we have $\left.\psi_{I+1}\right|_{\zeta} \equiv 1$, as clearly $\left.\psi_{I+1}\right|_{\zeta}$ is a quadratic function of one variable (either x or y ) showing the value 1 in the 3 nodes on $\zeta$. Consequently,

$$
\begin{equation*}
\psi_{I+1} \equiv 1 \text { on } \partial S \tag{3.25}
\end{equation*}
$$

Moreover, $\psi_{I+1}$ is readily understood to vanish throughout $S$ apart from the triangles $T \in \tau_{h}$ adjacent to $\partial S$.

Writing, for convenience, $\psi_{j}=\varphi_{j}, 1 \leq j \leq I$, we finally define

$$
\begin{equation*}
V_{h}=\operatorname{span}\left(\psi_{j}\right)_{j=1}^{I+1}=X_{0 h} \bigoplus \operatorname{span}\left(\psi_{I+1}\right) . \tag{3.26}
\end{equation*}
$$

This space $V_{h}$ is suitable for a conforming FEM as

$$
\begin{equation*}
V_{h} \subset V . \tag{3.27}
\end{equation*}
$$

Indeed, for $v \in V_{h}$ one evidently has $v \in X_{h} \subset W_{2}^{1}(S)$, while also $v$ is constant on $\partial S$, due to (3.25). Moreover, the particular choice of $\psi_{I+1},(3.24)$, will turn out to be attractive from computational point of view.

From here on we must distinguish between the cases CPM and RPM.

## Case of CPM

The finite element approximation $H_{h}(x, y ; t) \in V_{h}$ of $H(x, y ; t)$ is defined by a variational problem similar to (3.18), (3.10), now with $V$ replaced by $V_{h}$. Here, we simplify the space dependency of $\mu_{d}$, by passing to $\hat{\mu}_{d} \simeq \mu_{d}$,

$$
\begin{gather*}
\hat{\mu}_{d}\left(x, y, t, H_{h}(x, y ; t), H_{h, p a s t}(x, y ; t)\right) \\
=\mu_{d}\left(x_{T}^{c}, y_{T}^{c}, t, H_{h}\left(x_{T}^{c}, y_{T}^{c}, t\right), H_{h, p a s t}\left(x_{T}^{c}, y_{T}^{c}, t\right)\right), \text { in } T, \forall T \in \tau_{h}, t>0 \tag{3.28}
\end{gather*}
$$

where $\left(x_{T}^{c}, y_{T}^{c}\right)$ is the center of gravity of $T$. This will allow us to take properly into account the non-linear and hysteresis effects, resulting in the complicated form of
the differential permeability $\mu_{d} . \mu_{d}$ now depends upon the finite element approximation $H_{h}(x, y ; t)$ and $H_{h, p a s t}(x, y ; t)$ of the magnetic field $H(x, y ; t)$ and its history $H_{\text {past }}(x, y ; t)$ respectively.

Explicitly, decomposing $H_{h}$ as

$$
\begin{equation*}
H_{h}(x, y ; t)=\sum_{j=1}^{I+1} c_{j}(t) \psi_{j}(x, y), t>0 \tag{3.29}
\end{equation*}
$$

we have $c_{j}(t)=H_{h}\left(x_{j}, y_{j} ; t\right), 1 \leq j \leq I$, and $c_{I+1}(t)=\left.H_{h}(x, y ; t)\right|_{\partial S}$, due to the proper choice of the basis functions of $V_{h},(3.26)$. A similar result holds for the finite element approximation $H_{h, p a s t}(x, y ; t)$ of $H_{\text {past }}(x, y ; t)$, the expansion coefficients now being denoted as $c_{\text {past }, 1}(t), c_{p a s t, 2}(t), \ldots, c_{\text {past }, I+1}(t)$.
Thus, we are led to a system of first order ODEs for the coefficient functions $c_{j}(t)$, $1 \leq j \leq I+1$, viz,

$$
\begin{equation*}
[M(t)] \frac{d[C]}{d t}+[K][C]=[F], \quad t>0 \tag{3.30}
\end{equation*}
$$

along with the I.C.

$$
[C(0)]=0,\left\{\begin{array}{ll}
\eta\left(x_{T}^{c}, y_{T}^{c}, \alpha, \beta, t=0\right)=+1 & \text { when } \alpha+\beta<0  \tag{3.31}\\
\eta\left(x_{T}^{c}, y_{T}^{c}, \alpha, \beta, t=0\right)=-1 & \text { when } \alpha+\beta>0
\end{array} \quad \forall T \in \tau_{h}\right.
$$

where

$$
\begin{gather*}
{[C(t)]=\left[c_{1}(t), c_{2}(t), \ldots, c_{I+1}(t)\right]^{T}} \\
{\left[C_{\text {past }}(t)\right]=\left[c_{\text {past }, 1}(t), c_{\text {past }, 2}(t), \ldots, c_{\text {past }, I+1}(t)\right]^{T}} \tag{3.32}
\end{gather*}
$$

and

$$
\begin{equation*}
[M(t)]=\left[M_{l, m}\right]_{1 \leq l, m \leq I+1}, \quad[K]=\left[K_{l, m}\right]_{1 \leq l, m \leq I+1} \tag{3.33}
\end{equation*}
$$

with

$$
\begin{gather*}
K_{l, m}=\frac{1}{\sigma} \int_{S} \operatorname{grad} \psi_{l} \cdot \operatorname{grad} \psi_{m} d x d y  \tag{3.34}\\
M_{l, m}=\int_{S} \hat{\mu}_{d}\left(x, y, t, H_{h}(x, y ; t), H_{h, p a s t}(x, y ; t)\right) \psi_{l} \psi_{m} d x d y \tag{3.35}
\end{gather*}
$$

and moreover

$$
\begin{equation*}
[F(t)]=\frac{d \phi}{d t}[0,0, \ldots, 0,1]^{T} \tag{3.36}
\end{equation*}
$$

In the last equation we used (3.25) and the fact that $\psi_{1}, \psi_{2}, \ldots, \psi_{I}$ all vanish on $\partial S$.

## Case of RPM

Proceeding in a similar way, the IVP for $H_{h}(x, y, t) \simeq H(x, y, t)$ shows the same form as (3.30)-(3.31), however with the mass, stiffness and force matrix now being defined by

$$
\begin{gather*}
{[M(t)]=\left[M_{l m}\right]_{1 \leq l, m \leq I+1}, \quad M_{l m}=\int_{S} \hat{\mu}_{r e v} \psi_{l} \psi_{m} d x d y}  \tag{3.37}\\
{[K(t)]=\left[K_{l m}\right]_{1 \leq l, m \leq I+1}, \quad K_{l m}=\frac{1}{\sigma} \int_{S} g r a d \psi_{l} g r a d \psi_{m} d x d y} \\
 \tag{3.38}\\
+\int_{S} \hat{k}_{1}(x, y, t) \psi_{l} \psi_{m} d x d y  \tag{3.39}\\
{[F(t)]=\left[F_{l}\right]_{1 \leq l \leq I+1}, \quad F_{l}=} \\
\int_{S} \hat{k}_{2}(x, y, t) \psi_{l} d x d y+\frac{d \phi}{d t} \delta_{l(I+1)} .
\end{gather*}
$$

Here, for $g=\mu_{\text {rev }}, g=k_{1}$ and $g=k_{2}$, we put

$$
\begin{equation*}
\hat{g}(x, t)=g\left(x_{T}^{c}, y_{T}^{c}, t\right), \forall(x, y) \in T, \forall T \in \tau_{h} \tag{3.40}
\end{equation*}
$$

For brevity we denoted

$$
\begin{equation*}
\hat{k}_{1}(x, y, t)=\hat{k}_{1}\left(H_{h}(x, y, t), H_{h, p a s t}(x, y, t)\right) \tag{3.41}
\end{equation*}
$$

and similarly for $\hat{k}_{2}(x, t)$.

### 3.4.2 Field problem in a yoke cross section $S$

As mentioned above, by introducing the new unknown $\hat{H}(r, z, t)=r H(r, z, t)$, the magnetic field problem in a cross section $S=\left\{(r, z) \mid 0<r_{1}<r<r_{2}, z_{1}<z<z_{2}\right\}$ of a yoke, has been given a variational formulation similar to the problem (3.18),(3.10) for $H(x, y ; t)$ in the cross section of a tooth. Formally, the only modification required is due to the smooth weight factor $\frac{1}{r}$ in the integrand.

In particular, for the IVPs, when allowing for non-linear effects or hysteresis effects, it must be noted that in the CPM case, the evaluation of $\hat{\mu}_{d}$ rest upon $H_{h}$ and its history instead of $\hat{H}_{h}$ and its history. Similarly, in the RPM case, the evaluation of $\hat{\mu}_{\text {rev }}, \hat{k}_{1}, \hat{k}_{2}$ rest upon $H_{h}$ and its history.

### 3.5 A modified $\theta$-family of finite difference discretisations in time and an iterative procedure

We only discuss the time discretisation of the IVPs (3.30), (3.31), (3.34)-(3.36) and (3.30), (3.31), (3.37)-(3.39), resulting from the FEM for the field problems in a tooth cross section. The IVPs resulting from the FEM for the field problem in a yoke cross section may be discretised in a similar way. We recall that the underlying variational formulations took a similar form as in the case of a tooth cross section, when passing to a suitably chosen new unknown.

## Case of CPM

To take properly into account the jump discontinuities of $\mu_{d}$ with respect to time, we outline a modified $\theta$-family of FDMs in time for the problem (3.30)-(3.31), $0 \leq \theta \leq 1$.
Let $\Delta t$ be a time step and $t_{l}=l \Delta t,(l=0,1,2, \ldots)$, be the corresponding equidistant time points.
We define an approximation $H_{l}^{*}(x, y)$ of $H_{h}\left(x, y, t_{l}\right)$, explicitly

$$
\begin{equation*}
H_{l}^{*}(x, y) \equiv \sum_{i=1}^{I+1} c_{i}^{(l)} \psi_{i}(x, y) \simeq \sum_{i=1}^{I+1} c_{i}\left(t_{l}\right) \psi_{i}(x, y) \equiv H_{h}\left(x, y, t_{l}\right) \tag{3.42}
\end{equation*}
$$

by means of a recurrent set of nonlinear systems for $\left[C^{(l)}\right]=\left[c_{1}^{(l)}, c_{2}^{(l)}, \ldots, c_{I+1}^{(l)}\right]^{T}$, similar to (2.51)-(2.52).

Now, the stiffness matrix $K$ take the form (3.34), while the mass matrix is approximated by

$$
\begin{equation*}
\tilde{M}_{i j}=\int_{S} \tilde{\mu}_{d}\left(x, y, t, H_{h}(x, y, t), H_{h, p a s t}(x, y, t)\right) \psi_{i} \psi_{j} d x d y \tag{3.43}
\end{equation*}
$$

and the appearing column matrix $\left[H_{e x t}^{(l+1)}\right]$ is defined in a similar way as (2.47)-(2.48), explicitly

$$
H_{e x t, r}^{(l+1)}= \begin{cases}g_{T, t_{l}} & : \text { if there is a jump of } \tilde{\mu}_{d}(x, t) \text { in one of }  \tag{3.44}\\ & \text { the triangles } \mathrm{T} \text { sharing the node } r \text { in } \\ \frac{1}{2}\left[c_{r}^{(l+1)}+c_{r}^{(l)}\right]: & \text { in the other cases. }\end{cases}
$$

## Case of RPM

Let again $0 \leq \theta \leq 1$ be a parameter. We now introduce an approximation $H_{l}^{*}(x, y)$ of $H_{h}\left(x, y, t_{l}\right)$, viz

$$
\begin{equation*}
H_{l}^{*}(x, y)=\sum_{l=1}^{I+1} c_{i}^{(l)} \psi_{i}(x, y) \tag{3.45}
\end{equation*}
$$

by means of the following recurrent set of algebraic systems for $\left[C^{(l)}\right]=\left[c_{1}^{(l)}, \ldots, c_{I+1}^{(l)}\right]^{T}$, $l=0,1,2, \ldots$,

$$
\begin{array}{r}
\left(\frac{\left[\tilde{M}^{(l+1)}\right]}{\Delta t}+\theta\left[\tilde{K}^{(l+1)}\right]\right)\left[C^{(l+1)}\right]=\left(\frac{\left[\tilde{M}^{(l+1)}\right]}{\Delta t}-(1-\theta)\left[\tilde{K}^{(l)}\right]\right)\left[C^{(l)}\right] \\
+\theta\left[\tilde{F}^{(l+1)}\right]+(1-\theta)\left[\tilde{F}^{(l)}\right] \tag{3.46}
\end{array}
$$

starting from

$$
\begin{equation*}
\left[C^{(0)}\right]=0 \tag{3.47}
\end{equation*}
$$

Here, the approximated mass matrix $\left[\tilde{M}^{(l)}\right] \simeq\left[M\left(t_{l}\right)\right]$, stiffness matrix $\left[\tilde{K}^{(l)}\right] \simeq$ $\left[K\left(t_{l}\right)\right]$ and force matrix $\left[\tilde{F}^{(l)}\right] \simeq\left[F\left(t_{l}\right)\right]$ are defined by

$$
\begin{equation*}
\tilde{M}_{i j}^{(l)}=\int_{S} \tilde{\mu}_{r e v}^{(l)} \psi_{i} \psi_{j} d x d y \tag{3.48}
\end{equation*}
$$

$$
\begin{gather*}
\tilde{K}_{i j}^{(l)}=\frac{1}{\sigma} \int_{S} \operatorname{grad} \psi_{i} \cdot \operatorname{grad} \psi_{j} d x d y+\int_{S} \tilde{k}_{1}^{(l)}(x, y) \psi_{i} \psi_{j} d x d y  \tag{3.49}\\
\tilde{F}_{j}^{(l)}=\int_{S} \tilde{k}_{2}^{(l)}(x, y) \psi_{j} d x d y+\frac{d \phi}{d t} \delta_{j(I+1)} \tag{3.50}
\end{gather*}
$$

with

$$
\begin{equation*}
\tilde{\mu}_{r e v}^{(l)}=(1-\theta) \hat{\mu}_{r e v}\left(H_{l-1}^{*}(x, y)\right)+\theta \hat{\mu}_{r e v}\left(H_{l}^{*}(x, y)\right) . \tag{3.51}
\end{equation*}
$$

Moreover $\tilde{k}_{1}^{(l)}(x, y)$, appearing in (3.49), is the approximation of $\hat{k}_{1}\left(x, y, t_{l}\right)$, (3.41), which is found when we use $H_{p}^{*}(x, y), 1 \leq p \leq l$, to describe the dependency on the magnetic field and its history up to $t=t_{l} ; \tilde{k}_{2}^{(l)}(x, y)$ is obtained in a similar way.

As the mass, stiffness and force matrices, entering (3.46), all depend on the unknown, as just mentioned, we again set up a Newton-Raphson iterative procedure to solve the nonlinear system (3.46) at every time point $t_{l}$.

### 3.6 Computational aspects

In practice, the construction of the mass matrices $M$ and the stiffness matrices $K$, entering the IVPs that results from the FEM, only requires an adaption of a standard technique for BVPs with a classical Neumann condition throughout $\partial S$, see [2] and [3].

This attractive feature follows from the proper choice of the basis function $\psi_{I+1}$, (3.24). Indeed, return to the basis $\left(\varphi_{j}\right)_{j=1}^{J}$ of $X_{h}$, (3.22), and denote

$$
\begin{equation*}
M_{l, m}^{(c l)}=\int_{S} \hat{g} \varphi_{l} \varphi_{m} d x d y, 1 \leq l, m \leq J \tag{3.52}
\end{equation*}
$$

where

$$
\hat{g}= \begin{cases}\hat{\mu}_{d} & \text { in the CPM-case }  \tag{3.53}\\ \hat{\mu}_{\text {rev }} & \text { in the RPM-case }\end{cases}
$$

Then, we have for the (symmetric) mass matrix $M$,

$$
\begin{align*}
M_{l, m} & =M_{l, m}^{(c l)} \quad \text { for } 1 \leq l, m \leq I,  \tag{3.54}\\
M_{l, I+1} & =\sum_{k=I+1}^{J} M_{l, k}^{(c l)} \quad \text { for } 1 \leq l \leq I, \tag{3.55}
\end{align*}
$$

and

$$
\begin{equation*}
M_{I+1, I+1}=\sum_{k=I+1}^{J} \sum_{r=I+1}^{J} M_{r, k}^{(c l)} \tag{3.56}
\end{equation*}
$$

Thus, the assembling of the global mass matrix from the local element mass matrices, has to be modified as compared to the standard construction of $\left[M^{(c l)}\right]$, see e.g. [3], as follows: in the Boolean selection matrices associated to the triangles adjacent to $\partial S$, the nodes which belong to $\partial S$ must all be treated as one single node. The same remark applies to the stiffness matrix $K$. Similarly, in the case of RPM, the actual force matrix may be constructed out of the classical force matrix in a simple way.

### 3.7 Numerical results

The effectiveness and the reliability of the variational approximation method for the problem (3.1)-(3.5), as outlined in the previous sections, has been confirmed by several numerical experiments, both for the yoke and the tooth. Thus, Example 1 illustrates the reliability of the method, by comparison with results from a common 1D model, while Example 2 shows that the approach is effective for the evaluation of the physical quantity, we are looking for. In the numerical examples we have taken a quadratic finite element mesh similar to the one of Fig. 3.4 (with 348 triangular elements), while $\Delta t=\frac{1}{400 f}$, (f being introduced below). Again we have taken $\theta=0.5$ in Section 3.5.

## Example 1: Recovery of the electromagnetic loss in a tooth, calculated

 from the $1 D$ model.We consider a linear model, with $\mu_{d}=2000 \mu_{0}[\mathrm{H} / \mathrm{m}], \mu_{0}=4 \pi 10^{-7}$ and $\sigma=$ $30^{-1} 10^{8}[\mathrm{~S} / \mathrm{m}]$, for a tooth with cross section as shown in Fig.3.5, for the cases $2 d=0.35 \mathrm{~mm}, 2 d=0.50 \mathrm{~mm}$ and $2 d=0.65 \mathrm{~mm}$.


Figure 3.5: The cross section $S$ of the tooth with width $2 d$ and length $L$
The enforced flux is:

$$
\begin{equation*}
\phi=2 d L B_{a v} \sin (2 \pi f t) \tag{3.57}
\end{equation*}
$$

where $B_{a v}=1 T$ and $f=50 \mathrm{~Hz}$.
In Fig.3.6, the electromagnetic loss E, defined by (3.6), with $T_{2}-T_{1}=\frac{1}{f}$, is plotted versus $\Delta=\frac{L}{2 d}$. For increasing $\Delta$ (i.e. for increasing length relative to the width) the computed values of $E$ tend to these obtained by the 1 D model, as it should.

Example 2: Evaluation of the electromagnetic loss in a yoke (with increasing curvature)

According to (3.6) the electromagnetic loss over one time period is given by:

$$
\begin{equation*}
E=\oint^{+} C_{b}(\phi) d \phi \tag{3.58}
\end{equation*}
$$



Figure 3.6: The electromagnetic loss versus $\Delta=\frac{L}{2 d}$

We now consider the axi-symmetric model, with hysteresis effects, of the magnetic field in a cross section of a yoke, shown in Fig.3.7, with $2 d=0.5 \mathrm{~mm}$ and $r_{2}-r_{1}=$ 1 cm . We retain $\sigma=30^{-1} 10^{8}[S / \mathrm{m}] . \mu_{d}$ is derived from the Preisach model, directly using the experimentally obtained distribution function $P(\alpha, \beta)$, as described in [12] (in contrast to [13], where an approximating analytical expression for $P(\alpha, \beta)$ is constructed, based upon data fitting). Furthermore we retain $f=50 \mathrm{~Hz}$.


Figure 3.7: The cross section $S$ of the yoke


Figure 3.8: $\left(C_{b}, \phi\right)$-loops

| $r_{1}(m)$ | $E(\mathrm{~J})$ | $E_{v}(\mathrm{~J})$ |
| :---: | :---: | :---: |
| 0.0025 | 0.00014878 | 1.5095 |
| 0.0225 | 0.00055418 | 1.5334 |
| 0.0425 | 0.00096351 | 1.5435 |
| 0.0625 | 0.00135212 | 1.5243 |
| 0.0825 | 0.00175755 | 1.5285 |

Table 1: Electromagnetic loss $E$ and energy loss density $E_{v}$
In Fig.3.8, $C_{b}$ (i.e. the constant value of $\hat{H}$ on $\partial S$ ) is plotted versus the enforced flux for different values of $r_{1}$, viz $r_{1}=0.0025 ; r_{1}=0.0225 ; r_{1}=0.0425 ; r_{1}=$ $0.0625 ; r_{1}=0.0825$. The surface enclosed by the respective $\left(C_{b}, \phi\right)$-loops is a measure of the electromagnetic loss E, (3.58), shown in Table 1. For physical reasons it can be expected that for increasing $r_{1}$ (with retaining $r_{2}=r_{1}+1$ ) the influence of this radius (curvature of the yoke) on the energy loss density becomes neglectible. This is confirmed by our numerical experiment, summarized in the $E_{v}(J)$-column of Table 1.

## 4 A 1D nonlinear Parabolic Problem - use of a vector hysteresis model

### 4.1 A motivating physical problem and its mathematical model

The magnetic behaviour of ferromagnetic laminations can be described in terms of the macroscopic fields, taking into account the interacting hysteresis and eddy current phenomena.

We consider a single lamination of length $l$, width $w$ and thickness $2 d$, see Fig.4.1. Throughout the sheet, which is assumed isotropic, the time dependent total flux vector $\bar{\phi}(t)$ flows parallel to the $(x, y)$-plane. Thus the magnetic field and the magnetic induction take the form $\bar{H}=H_{x} \overline{1}_{x}+H_{y} \overline{1}_{y}$ and $\bar{B}=B_{x} \overline{1}_{x}+B_{y} \overline{1}_{y}$, respectively. As $d \ll w$ and $d \ll l$, eliminating the edge effects, we may assume $H_{x}, H_{y}$ and $B_{x}$, $B_{y}$ to vary in the z-direction only.

Next, we recall the relation $\bar{J}=\sigma \bar{E},(1.50)$, between the electric field $\bar{E}$ and the current density $\bar{J}$ (both parallel to the ( $x, y$ )-plane) and we eliminate these vectors from the relevant Maxwell equations (1.43)-(1.45). We arrive at the governing DEs for the magnetic field $\bar{H}(z, t), 0 \leq z \leq d, t \geq 0$ :

$$
\begin{align*}
& \frac{1}{\sigma} \frac{\partial^{2} H_{x}}{\partial z^{2}}=\frac{\partial B_{x}}{\partial t}, 0<z<d, t>0  \tag{4.1}\\
& \frac{1}{\sigma} \frac{\partial^{2} H_{y}}{\partial z^{2}}=\frac{\partial B_{y}}{\partial t}, 0<z<d, t>0 \tag{4.2}
\end{align*}
$$

along with the BCs

$$
\begin{gather*}
\frac{\partial H_{x}}{\partial z}(z=0, t)=\frac{\partial H_{y}}{\partial z}(z=0, t)=0, t>0  \tag{4.3}\\
\frac{\partial H_{x}}{\partial z}(z=d, t)=\frac{\sigma}{2} \frac{d \phi_{x}}{\partial t}, t>0  \tag{4.4}\\
\frac{\partial H_{y}}{\partial z}(z=d, t)=\frac{\sigma}{2} \frac{d \phi_{y}}{\partial t}, t>0 \tag{4.5}
\end{gather*}
$$

and the ICs

$$
\begin{equation*}
H_{x}(z, t=0)=0, H_{y}(z, t=0)=0,0<z<d \tag{4.6}
\end{equation*}
$$

The BCs (4.3) reflect the symmetry in the lamination. The BCs (4.4) and (4.5) follow when combining (4.1) and (4.2), respectively, with that symmetry and with the definition of the flux, viz

$$
\begin{equation*}
\bar{\phi}(t)=\phi_{x}(t) \overline{1}_{x}+\phi_{y}(t) \overline{1}_{y} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{x}(t)=\frac{1}{l} \int_{-d}^{d} \int_{0}^{l} B_{x} d y d z, \quad \phi_{y}(t)=\frac{1}{w} \int_{-d}^{d} \int_{0}^{w} B_{y} d x d z \tag{4.8}
\end{equation*}
$$

The ICs (4.6) correspond to the demagnetized state of the material.
In (4.1)-(4.2), the magnetic induction $\bar{B}$ is related to the magnetic field $\bar{H}$ by the vector Preisach hysteresis model [14].

The total electromagnetic losses per unit volume in the lamination during a time interval $\left[T_{1}, T_{2}\right]$ are calculated by summing up the hysteresis losses and the eddy current losses,respectively being given by, see e.g. [5],

$$
\begin{equation*}
P_{h}=\frac{1}{2 d} \int_{-d}^{d} d z \int_{T_{1}}^{T_{2}}\left(H_{x} \frac{\partial B_{x}}{\partial t}+H_{y} \frac{\partial B_{y}}{\partial t}\right) d t \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{e}=\frac{1}{2 d \sigma} \int_{-d}^{d} d z \int_{T_{1}}^{T_{2}}\left(\left(\frac{\partial H_{x}}{\partial z}\right)^{2}+\left(\frac{\partial H_{y}}{\partial z}\right)^{2}\right) d t . \tag{4.10}
\end{equation*}
$$



Figure 4.1: Magneto-dynamic model of one lamination

### 4.2 The vector Preisach theory

### 4.2.1 Scalar Preisach Model

The $B H$-relation can be described by a scalar Preisach model if $\bar{H}$ and $\bar{B}$ are unidirectional.

We recall that in the classical rate-independent Preisach model, as briefly discussed in Section 2.2, the material is assumed to consist of small dipoles, each being characterized by a rectangular hysteresis loop as shown in Fig.2.2 (dotted line), [6]. The magnetisation of the dipole $M_{d}$ takes the value -1 or +1 . The characteristic parameters $\alpha$ and $\beta$ are distributed statistically according to a Preisach function $P_{s}(\alpha, \beta)$.

Denoting the magnitude of the induction vector $\bar{B}$ and of the magnetic field vector $\bar{H}$ by $B=|\bar{B}|$ and by $H=|\bar{H}|$ respectively, the $B H$-relation is given by, cf. (2.13),

$$
\begin{equation*}
B\left(H, H_{\text {past }}\right)=\frac{1}{2} \int_{-H_{m}}^{H_{m}} d \alpha \int_{-H_{m}}^{\alpha} d \beta \eta_{s}(\alpha, \beta, t) P_{s}(\alpha, \beta), \tag{4.11}
\end{equation*}
$$

Here, $\eta_{s}(\alpha, \beta, t)$ takes the time dependent value of the magnetisation $M_{d}$ of the dipole with parameters $\alpha$ and $\beta$. Consequently, the induction $B$ depends upon the magnetic field $H(t)$ and its history, denoted by $H_{\text {past }}(t)$.

### 4.2.2 Vector Preisach model

In the magnetodynamic model of one lamination, the magnetic field $\bar{H}$ may rotate in a plane parallel to the $(x, y)$-plane. Therefore, we must pass to a vector hysteresis model.

In such a model, as described in [14], the vector $\bar{H}$ is projected on an axis $\bar{d}$, which encloses an angle $\gamma$ with the fixed $x$-axis, $-\frac{\pi}{2}<\gamma<\frac{\pi}{2}$, see Fig.4.2. The corresponding value

$$
\begin{equation*}
H_{\gamma}=H_{x} \cos \gamma+H_{y} \sin \gamma \tag{4.12}
\end{equation*}
$$

is taken to be the input of a scalar Preisach model on the axis $\bar{d}$.
The $B H$-relation is now given by [15]

$$
\begin{equation*}
\bar{B}\left(\bar{H}, \bar{H}_{p a s t}\right)=\frac{1}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d \gamma B_{\gamma}\left(H_{\gamma}, H_{p a s t, \gamma}\right) \overline{1}_{\gamma} \tag{4.13}
\end{equation*}
$$



Figure 4.2: Vector Preisach model
with

$$
\begin{equation*}
B_{\gamma}\left(H_{\gamma}, H_{p a s t, \gamma}\right)=\int_{-H_{m}}^{H_{m}} d \alpha \int_{-H_{m}}^{\alpha} d \beta \eta_{r}(\gamma, \alpha, \beta, t) P_{r}(\alpha, \beta), \tag{4.14}
\end{equation*}
$$

where $\eta_{r}(\gamma, \alpha, \beta, t)$ is obtained from the component $H_{\gamma}$, and thus depends on $\bar{H}(t)$ and $\bar{H}_{\text {past }}(t)$. The Preisach function $P_{r}$ used in this rotational model can be obtained from the function $P_{s}$, entering (4.11). From (4.12)-(4.14) we infer that the differential permeabilities $\mu_{x x}=\partial B_{x} / \partial H_{x}, \mu_{x y}=\partial B_{x} / \partial H_{y}, \ldots$, are given by

$$
\begin{gather*}
\mu_{x x}=\frac{1}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \mu_{\gamma}\left(H_{\gamma}, H_{p a s t, \gamma}\right) \cos ^{2} \gamma d \gamma, \\
\mu_{x y}=\frac{1}{\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \mu_{\gamma}\left(H_{\gamma}, H_{p a s t, \gamma}\right) \cos \gamma \sin \gamma d \gamma, \text { etc. } \tag{4.15}
\end{gather*}
$$

where, similar to (2.16),

$$
\begin{equation*}
\mu_{\gamma}=\frac{\partial B_{\gamma}}{\partial H_{\gamma}} \tag{4.16}
\end{equation*}
$$

is the differential permeability in the scalar Preisach model that corresponds to the axis $\bar{d}$.

### 4.2.3 Relation between $\frac{d B}{d t}$ and $H$

In view of the magnetodynamic model (4.1)-(4.2), $\frac{\partial B_{x}}{\partial t}$ and $\frac{\partial B_{y}}{\partial t}$ must be related to the magnetic field $\bar{H}(t)$. For the vector Preisach model one simply has

$$
\begin{align*}
& \frac{\partial B_{x}}{\partial t}=\mu_{x x}\left(\bar{H}, \bar{H}_{\text {past }}\right) \frac{\partial H_{x}}{\partial t}+\mu_{x y}\left(\bar{H}, \bar{H}_{p a s t}\right) \frac{\partial H_{y}}{\partial t}  \tag{4.17}\\
& \frac{\partial B_{y}}{\partial t}=\mu_{y x}\left(\bar{H}, \bar{H}_{p a s t}\right) \frac{\partial H_{x}}{\partial t}+\mu_{y y}\left(\bar{H}, \bar{H}_{p a s t}\right) \frac{\partial H_{y}}{\partial t} . \tag{4.18}
\end{align*}
$$

### 4.3 Combined magnetodynamic model - hysteresis model

Combining (4.17) and (4.18) with (4.1) and (4.2) respectively, we get

$$
\begin{align*}
& \frac{1}{\sigma} \frac{\partial^{2} H_{x}}{\partial z^{2}}=\mu_{x x}\left(\bar{H}, \bar{H}_{\text {past }}\right) \frac{\partial H_{x}}{\partial t}+\mu_{x y}\left(\bar{H}, \bar{H}_{\text {past }}\right) \frac{\partial H_{y}}{\partial t}, 0<z<d, t>0  \tag{4.19}\\
& \frac{1}{\sigma} \frac{\partial^{2} H_{y}}{\partial z^{2}}=\mu_{y x}\left(\bar{H}, \bar{H}_{p a s t}\right) \frac{\partial H_{x}}{\partial t}+\mu_{y y}\left(\bar{H}, \bar{H}_{p a s t}\right) \frac{\partial H_{y}}{\partial t}, 0<z<d, t>0 \tag{4.20}
\end{align*}
$$

where now $\mu_{x x}, \mu_{x y}, \mu_{y x}$ and $\mu_{y y}$ also depend on the space variable, through $\bar{H}(z, t)$ and $\bar{H}_{\text {past }}(z, t)$.

As stated above, to these respective governing DEs for $\bar{H}(z, t)$, we add the BCs (4.3)-(4.5). Finally, the IC will be taken to be

$$
\begin{align*}
& H_{x}(z, t=0)=0, H_{y}(z, t=0)=0, \\
& \left\{\begin{array}{l}
\eta_{r}(\gamma, z, \alpha, \beta, t=0)=+1 \\
\eta_{r}(\gamma, z, \alpha, \beta, t=0)=-1 \\
: \alpha+\beta<0 \\
\hline
\end{array},-d<z<d,-\frac{\pi}{2}<\gamma<\frac{\pi}{2},\right. \tag{4.21}
\end{align*}
$$

reflecting the chosen initial (demagnetized) state of the material at $t=0$. Due to the complexity of the material model used, (4.19)-(4.20) constitutes a system of highly nonlinear coupled PDEs with memory.

### 4.4 Variational formulation

Proceeding similarly as before, the BVP above leads to the following variational problem:

Find the functions $H_{x}(z, t), H_{y}(z, t)$, which for each $t>0$ fulfill that $H_{x}(., t)$ and $H_{y}(., t) \in W_{2}^{1}(] 0, d[)$, with $\frac{\partial H_{x}(., t)}{\partial t}$ and $\frac{\partial H_{y}(., t)}{\partial t} \in L_{2}(] 0, d[)$, and which moreover obey

$$
\begin{array}{r}
\frac{1}{\sigma} \int_{0}^{d} \frac{\partial H_{x}(z, t)}{\partial z} \frac{d w(z)}{d z} d z+\int_{0}^{d} \mu_{x x} \frac{\partial H_{x}(z, t)}{\partial t} w(z) d z \\
+\int_{0}^{d} \mu_{x y} \frac{\partial H_{y}(z, t)}{\partial t} w(z) d z=\frac{w(d)}{2} \frac{d \phi_{x}}{d t}, \forall w \in W_{2}^{1}(] 0, d[), \forall t>0 \tag{4.22}
\end{array}
$$

and

$$
\begin{gather*}
\frac{1}{\sigma} \int_{0}^{d} \frac{\partial H_{y}(z, t)}{\partial z} \frac{d w(z)}{d z} d z+\int_{0}^{d} \mu_{y x} \frac{\partial H_{x}(z, t)}{\partial t} w(z) d z \\
+\int_{0}^{d} \mu_{y y} \frac{\partial H_{y}(z, t)}{\partial t} w(z) d z=\frac{w(d)}{2} \frac{d \phi_{y}}{d t}, \forall w \in W_{2}^{1}(] 0, d[), \forall t>0 \tag{4.23}
\end{gather*}
$$

along with the IC (4.21).
This variational problem may be shown to be formally equivalent with the original BVP (4.19)-(4.20), (4.3)-(4.5) and (4.21).

### 4.5 Fully discrete numerical scheme

The variational problem (4.22)-(4.23) is solved numerically. We combine (a) a finite element method using quadratic interpolation functions for the discretisation in space, (b) a suitable Crank-Nicholson finite difference scheme for the time discretisation, (c) a numerical quadrature formula with equidistant nodes for the integration over the angle $\gamma$ in (4.13).

A major computational difficulty in the discretisation arises from the hysteresis behaviour of the material, reflected in the dependency of the functions $\mu_{x x}, \ldots, \mu_{y y}$ on the vector $\bar{H}_{\text {past }}(t)$ (as well as on $\bar{H}(t)$ itself).

### 4.5.1 Space discretisation by a FEM

We retain the partition $0 \equiv z_{1}<z_{2}<\ldots z_{2 n}<z_{2 n+1} \equiv d$ of $[0, d]$ with $2 n+1$ equidistant nodes, as in Section 2.5. We also consider the same approximation space $W_{h},(2.26)$, and its canonical basis (2.27).
We consider the FE-approximation of (4.22)-(4.23) by determining the functions $H_{x, h}(z, t)$ and $H_{y, h}(z, t)$ of the form,

$$
\begin{align*}
& H_{x, h}(z, t)=\sum_{i=1}^{2 n+1} c_{x, i}(t) \varphi_{i}(z), z \in[0, d], t \geq 0  \tag{4.24}\\
& H_{y, h}(z, t)=\sum_{i=1}^{2 n+1} c_{y, i}(t) \varphi_{i}(z), z \in[0, d], t \geq 0 \tag{4.25}
\end{align*}
$$

which obeys the discrete version of (4.22)-(4.23), viz

$$
\begin{align*}
& \frac{1}{\sigma} \int_{0}^{d} \frac{\partial H_{x, h}(z, t)}{\partial z} \frac{d w(z)}{d z} d z+\int_{0}^{d} \hat{\mu}_{x x} \frac{\partial H_{x, h}(z, t)}{\partial t} w(z) d z \\
+ & \int_{0}^{d} \hat{\mu}_{x y} \frac{\partial H_{y, h}(z, t)}{\partial t} w(z) d z=\frac{w(d)}{2} \frac{d \phi_{x}}{d t}, \forall w \in W_{h}, \forall t>0 \tag{4.26}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{1}{\sigma} \int_{0}^{d} \frac{\partial H_{y, h}(z, t)}{\partial z} \cdot \frac{d w(z)}{d z} d z+\int_{0}^{d} \hat{\mu}_{y x} \frac{\partial H_{x, h}(z, t)}{\partial t} w(z) d z \\
+ & \int_{0}^{d} \hat{\mu}_{y y} \frac{\partial H_{y, h}(z, t)}{\partial t} w(z) d z=\frac{w(d)}{2} \frac{d \phi_{y}}{d t}, \forall w \in W_{h}, \forall t>0 \tag{4.27}
\end{align*}
$$

along with

$$
\begin{gather*}
H_{x, h}(z, t=0)=0, H_{y, h}(z, t=0)=0 \\
\left\{\begin{array}{ll}
\eta_{r}\left(\gamma, z_{2 s}, \alpha, \beta, t=0\right)=+1 & : \alpha+\beta<0 \\
\eta_{r}\left(\gamma, z_{2 s}, \alpha, \beta, t=0\right)=-1 & : \alpha+\beta>0
\end{array}, 1 \leq s \leq n,-\frac{\pi}{2}<\gamma<\frac{\pi}{2}\right. \tag{4.28}
\end{gather*}
$$

Here, we have approximated the space dependency of the differential permeability $\mu_{g}$ by passing to $\hat{\mu}_{g}$, introduced by

$$
\hat{\mu}_{g}(z, t)=\mu_{g}\left(z_{2 s}, \bar{H}_{h}\left(z_{2 s}, t\right), \bar{H}_{h, p a s t}\left(z_{2 s}, t\right)\right)
$$

$$
\begin{equation*}
z_{2 s-1} \leq z \leq z_{2 s+1}, 1 \leq s \leq n, t>0 \tag{4.29}
\end{equation*}
$$

with the index $g$ referring to $x x, x y$, etc, and with $\bar{H}_{h}$ and $\bar{H}_{p a s t, h}$ being defined by

$$
\begin{equation*}
\bar{H}_{h}=H_{x, h} \overline{1}_{x}+H_{y, h} \overline{1}_{y} ; \text { etc. } \tag{4.30}
\end{equation*}
$$

The resulting IVP for the nodal values $H_{x, h}\left(z_{i}, t\right) \equiv c_{x, i}(t)$ and $H_{y, h}\left(z_{i}, t\right) \equiv c_{y, i}(t)$ $t>0$, reads:

Find the column matrices $\left[C_{x}(t)\right]=\left[c_{x, 1}(t), \ldots, c_{x, 2 n+1}(t)\right]^{T}$ and $\left[C_{y}(t)\right]=\left[c_{y, 1}(t), \ldots, c_{y, 2 n+1}(t)\right]^{T}$ which obey

$$
\left[\begin{array}{ll}
M_{x x} & M_{x y}  \tag{4.31}\\
M_{y x} & M_{y y}
\end{array}\right] \frac{d}{d t}\left[\begin{array}{l}
H_{x, h} \\
H_{y, h}
\end{array}\right]+\left[\begin{array}{cc}
K & 0 \\
0 & K
\end{array}\right]\left[\begin{array}{c}
H_{x, h} \\
H_{y, h}
\end{array}\right]=\left[\begin{array}{c}
F_{x} \\
F_{y}
\end{array}\right],
$$

along with

$$
\begin{align*}
& {\left[C_{x}(0)\right]=0,\left[C_{y}(0)\right]=0,\left\{\begin{array}{l}
\eta_{r}\left(\gamma, z_{2 s}, \alpha, \beta, t=0\right) \\
\eta_{r}\left(\gamma, z_{2 s}, \alpha, \beta, t=0\right)
\end{array}=-1 \quad \text { when } \alpha+\beta<0\right.} \\
& \text { when } \alpha+\beta>0 \tag{4.32}
\end{align*},
$$

Here, the block mass matrix entering (4.31) is defined by

$$
\begin{equation*}
\left(M_{x x}\right)_{i j}=\int_{0}^{d} \hat{\mu}_{x x} \varphi_{i} \varphi_{j} d z, i \text { and } j=1,2, \ldots, 2 n+1 ; \quad \text { etc. } \tag{4.33}
\end{equation*}
$$

The block $[K]=\left[K_{i j}\right]_{1 \leq i, j \leq 2 n+1}$ in the total stiffness matrix that enters (4.31), is defined by

$$
\begin{equation*}
(K)_{i j}=\int_{0}^{d} \frac{1}{\sigma} \frac{d \varphi_{i}}{d z} \frac{d \varphi_{j}}{d z} d z \tag{4.34}
\end{equation*}
$$

Moreover the total force matrix $\left[F_{x}(t) \quad F_{y}(t)\right]^{T}$ is given by

$$
\left[F_{x}\right]=\left[\begin{array}{llll}
0 & 0 & \ldots & \frac{1}{2} \frac{d \phi_{x}}{d t}
\end{array}\right]^{T}, \quad\left[F_{y}\right]=\left[\begin{array}{llll}
0 & 0 & \ldots & \frac{1}{2} \frac{d \phi_{y}}{d t} \tag{4.35}
\end{array}\right]^{T}
$$

### 4.5.2 Time discretisation by a Crank-Nicholson method

The nonlinear IVP (4.31)-(4.32) will again be solved numerically by a $\theta$-family of finite difference schemes, introduced in Section 1.2, combined with an iterative procedure. The procedure is a bit simpler than the one followed in Section 2.6. Indeed, at a fixed time point $t$ there are only a finite number of possible discontinuity points in the integration interval $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ in the expression of (4.15) of $\mu_{x x}, \ldots, \mu_{y y}$, not affecting their continuity as a function of time. Let $\Delta t$ be a time step and let $t_{l}=l \cdot \Delta t$, $l=1,2,3,4, \ldots$, be the corresponding equidistant time points. We want to define an approximation $H_{x l}^{*}(z)$ of $H_{x, h}\left(z, t_{l}\right)$ and $H_{y l}^{*}(z)$ of $H_{y, h}\left(z, t_{l}\right)$, i.e.

$$
\begin{align*}
& H_{x l}^{*}(z)=\sum_{i=1}^{2 n+1} c_{x, i}^{(l)} \varphi_{i}(z) \simeq \sum_{i=1}^{2 n+1} c_{x, i}\left(t_{l}\right) \varphi_{i}(z),  \tag{4.36}\\
& H_{y l}^{*}(z)=\sum_{i=1}^{2 n+1} c_{y, i}^{(l)} \varphi_{i}(z) \simeq \sum_{i=1}^{2 n+1} c_{y, i}\left(t_{l}\right) \varphi_{i}(z), \tag{4.37}
\end{align*}
$$

by means of a recurrent set of nonlinear systems for

$$
\begin{equation*}
\left[C_{x}^{(l)}\right]=\left[c_{x, 1}^{(l)}, c_{x, 2}^{(l)}, \ldots, c_{x, 2 n+1}^{(l)}\right]^{T}, l=1,2, \ldots . \tag{4.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[C_{y}^{(l)}\right]=\left[c_{y, 1}^{(l)}, c_{y, 2}^{(l)}, \ldots, c_{y, 2 n+1}^{(l)}\right]^{T}, l=1,2, \ldots . \tag{4.39}
\end{equation*}
$$

involving a parameter $\theta \in[0,1]$ of the method.

From (4.31) we get

$$
\begin{gather*}
\int_{t_{l}}^{t_{l+1}}\left[\begin{array}{ll}
M_{x x} & M_{x y} \\
M_{y x} & M_{y y}
\end{array}\right] \frac{d}{d t}\left[\begin{array}{c}
C_{x} \\
C_{y}
\end{array}\right] d t+\int_{t_{l}}^{t_{l+1}}\left[\begin{array}{cc}
K & 0 \\
0 & K
\end{array}\right]\left[\begin{array}{l}
C_{x} \\
C_{y}
\end{array}\right] d t \\
=\int_{t_{l}}^{t_{l+1}}\left[\begin{array}{c}
F_{x} \\
F_{y}
\end{array}\right] d t \tag{4.40}
\end{gather*}
$$

We approximate the first term as

$$
\begin{align*}
& \int_{t_{l}}^{t_{l+1}}\left[\begin{array}{ll}
M_{x x} & M_{x y} \\
M_{y x} & M_{y y}
\end{array}\right] \frac{d}{d t}\left[\begin{array}{c}
C_{x} \\
C_{y}
\end{array}\right] d t \\
& \simeq\left[\begin{array}{cc}
\tilde{M}_{x x}^{(l+1)} & \tilde{M}_{x y}^{(l+1)} \\
\tilde{M}_{y x}^{(l+1)} & \tilde{M}_{y y}^{(l+1)}
\end{array}\right]\left(\left[\begin{array}{l}
C_{x}^{(l+1)} \\
C_{y}^{(l+1)}
\end{array}\right]-\left[\begin{array}{c}
C_{x}^{(l)} \\
C_{y}^{(l)}
\end{array}\right]\right) \tag{4.41}
\end{align*}
$$

Here, $\tilde{M}_{x x}^{(l)}, \tilde{M}_{x y}^{(l)}, \ldots$, are defined by

$$
\begin{equation*}
\left(\tilde{M}_{x x}^{(l)}\right)_{i j}=\int_{0}^{d} \tilde{\mu}_{x x}^{(l)} \varphi_{i} \varphi_{j} d z, \quad \text { etc. } \tag{4.42}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\mu}_{x x}^{(l)}=\theta \hat{\mu}_{x x}^{(l)}+(1-\theta) \hat{\mu}_{x x}^{(l-1)}, \tag{4.43}
\end{equation*}
$$

where $\hat{\mu}_{x x}^{(l)}$ is the approximation of $\hat{\mu}_{x x}\left(z, t_{l}\right),(4.29)$, when we use $H_{x p}^{*}$, (4.36), and $H_{y p}^{*}$, (4.37), $1 \leq p \leq l$, to describe the dependency on the magnetic field and its history up to $t=t_{l}$.

We approximate the 2 nd and 3rd term of (4.40) as follows

$$
\begin{gather*}
\int_{t_{l}}^{t_{l+1}}\left[\begin{array}{cc}
K & 0 \\
0 & K
\end{array}\right]\left[\begin{array}{l}
C_{x} \\
C_{y}
\end{array}\right] d t \\
\simeq\left[\begin{array}{cc}
K & 0 \\
0 & K
\end{array}\right]\left(\theta\left[\begin{array}{l}
C_{x}^{(l+1)} \\
C_{y}^{(l+1)}
\end{array}\right]+(1-\theta)\left[\begin{array}{c}
C_{x}^{(l)} \\
C_{y}^{(l)}
\end{array}\right]\right) \Delta t \tag{4.44}
\end{gather*}
$$

and

$$
\int_{t_{l}}^{t_{l+1}}\left[\begin{array}{l}
F_{x}  \tag{4.45}\\
F_{y}
\end{array}\right] d t \simeq\left(\theta\left[\begin{array}{l}
F_{x}\left(t_{l+1}\right) \\
F_{y}\left(t_{l+1}\right)
\end{array}\right]+(1-\theta)\left[\begin{array}{l}
F_{x}\left(t_{l}\right) \\
F_{y}\left(t_{l}\right)
\end{array}\right]\right) \Delta t .
$$

Finally, combining (4.41), (4.44) and (4.45), we get from (4.40)

$$
\begin{align*}
\left(\frac{1}{\Delta t}\right. & {\left.\left[\begin{array}{cc}
\tilde{M}_{x x}^{(l+1)} & \tilde{M}_{x y}^{(l+1)} \\
\tilde{M}_{y x}^{(l+1)} & \tilde{M}_{y y}^{(l+1)}
\end{array}\right]+\theta\left[\begin{array}{cc}
K & 0 \\
0 & K
\end{array}\right]\right)\left[\begin{array}{c}
C_{x}^{(l+1)} \\
C_{y}^{(l+1)}
\end{array}\right] } \\
& =\left(\frac{1}{\Delta t}\left[\begin{array}{cc}
\tilde{M}_{x x}^{(l+1)} & \tilde{M}_{x y}^{(l+1)} \\
\tilde{M}_{y x}^{(l+1)} & \tilde{M}_{y y}^{l(+1)}
\end{array}\right]-(1-\theta)\left[\begin{array}{cc}
K & 0 \\
0 & K
\end{array}\right]\right)\left[\begin{array}{c}
C_{x}^{(l)} \\
C_{y}^{(l)}
\end{array}\right] \\
& +\theta\left[\begin{array}{l}
F_{x}\left(t_{l+1}\right) \\
F_{y}\left(t_{l+1}\right)
\end{array}\right]+(1-\theta)\left[\begin{array}{l}
F_{x}\left(t_{l}\right) \\
F_{y}\left(t_{l}\right)
\end{array}\right], \quad l=0,1,2 \ldots \tag{4.46}
\end{align*}
$$

along with, see (4.32),

$$
\begin{equation*}
\left[H_{x, h}^{(0)}\right]=\left[H_{y, h}^{(0)}\right]=0 . \tag{4.47}
\end{equation*}
$$

As the matrices $\left[\tilde{M}_{x x}^{(l+1)}\right],\left[\tilde{M}_{x y}^{(l+1)}\right]$, etc., depend on the unknown $H_{x p}^{*}(z)$ and $H_{y p}^{*}(z)$, $1 \leq p \leq l+1$, (4.36)-(4.37), we set up a Newton-Raphson iteration procedure to solve the nonlinear system (4.46) at each time point $t=t_{l}$.

### 4.5.3 Discretisation of the Preisach model

We choose a natural number $N$ and we consider the partition of $[-\pi / 2, \pi / 2]$ given by $\gamma_{s}=-\pi / 2+(s-1) \pi / N, 1 \leq s \leq N$.We then discretize the equation (4.13) by

$$
\begin{equation*}
\bar{B}\left(\bar{H}, \bar{H}_{p a s t}\right) \simeq \frac{1}{N} \sum_{s=1}^{N} B_{\gamma_{s}}\left(H_{\gamma_{s}}, H_{p a s t, \gamma_{s}}\right) \overline{1}_{\gamma_{s}} \tag{4.48}
\end{equation*}
$$

where $H_{\gamma_{s}}$ and $H_{\text {past }, \gamma_{s}}$ are the projections of $\bar{H}$ and $\bar{H}_{\text {past }}$, respectively, on the axis $\bar{d}_{s}$ enclosing an angle $\gamma_{s}$ with the $x$-axis.

Similarly as in (4.15) we now get

$$
\begin{equation*}
\mu_{x x} \simeq \frac{1}{N} \sum_{s=1}^{N} \mu_{s} \cos ^{2} \gamma_{s}, \text { etc. } \tag{4.49}
\end{equation*}
$$

In practice, a choice of $N$ exceeding 20 is found to give no relevant increase of accuracy.

### 4.6 Numerical results

We present some numerical results obtained from the combined magnetodynamic model described in Section 4.3. Again in the finite element discretisation we have taken $\mathrm{n}=10$ (quadratic) elements, while in the time discretisation, $\Delta t=\frac{T}{400}$, $(T$ being defined below). Again we have taken $\theta=0.5$ in Section 4.5.2. The magnetic field strength at the outer boundary of the lamination is enforced:

$$
\left\{\begin{array}{l}
H_{x}(z=d, t)=H_{x, b}=H_{x \max } \cos \left(\frac{2 \pi t}{T}\right)  \tag{4.50}\\
H_{y}(z=d, t)=H_{y, b}=H_{y \max } \sin \left(\frac{2 \pi t}{T}\right)
\end{array}\right.
$$

Fig.4.3 depicts the average induction $B_{x, a}$ (with respect to $z$ ) as a function of the magnetic field strength $H_{x, b}$ at the outer boundary of the lamination under alternating conditions (dashed line) and rotational excitation (full line). In both cases $T=20 \mathrm{~ms}$.

A full validation, similarly as the one in Section 2.7, of the numerical model developed above is not yet possible as experimental results are still lacking. However, several properties, both qualitative and quantitative, of the combined magnetodynamic model - hysteresis model, described above, indicate its reliability and efficiency.


Figure 4.3: Dynamic $B_{x, a} H_{x, b^{-}}$and $B_{y, a} H_{y, b}{ }^{-}$ loops under alternating and rotating conditions using the vector hysteresis model


Figure 4.4: Quasi-static and dynamic $B_{x, a} H_{x, b^{-}}, B_{y, a} H_{y, b}$-loops under elliptical excitation


Figure 4.5: Dynamic $B_{x, a} H_{x, b^{-}}$and $B_{y, a} H_{y, b^{-}}$ loops under alternating conditions using the model of section 2 and the model of section 4

For instance, for the limit case of alternating excitation, there is a good agreement with the results obtained from the model of Section 2.3, where a scalar Preisach theory was used. This is shown in Fig.4.5.

At the other hand, Fig.4.4 confirms the enclosed area of the BH-loops to increase with increasing frequency. This reflects the physically evident increase of the electromagnetic losses due to the eddy current effects.

## 5 A 2D Elliptic Problem - use of a vector hysteresis model

### 5.1 A motivating physical problem and its mathematical model

We consider a single tooth region, see Fig.5.1, where the electrical conductivity $\sigma$ now is assumed to be zero. The relevant Maxwell equations for the magnetic field $\bar{H}=H_{x} \overline{1}_{x}+H_{y} \overline{1}_{y}$ and the magnetic induction $\bar{B}=B_{x} \overline{1}_{x}+B_{y} \overline{1}_{y}$, in the 2 D domain $D$ now read, see (1.43), (1.45),

$$
\begin{align*}
\operatorname{rot} \bar{H} & =0,  \tag{5.1}\\
\operatorname{div} \bar{B} & =0, \tag{5.2}
\end{align*}
$$

where the relation between $\bar{H}$ and $\bar{B}$ is again defined by the material characteristics obtained by the vector Preisach hysteresis model, described in Section 4.2.

The boundary $\partial D$ is divided into six parts $\partial D_{1}, \partial D_{2}, \ldots, \partial D_{6}$, see again Fig.5.1. We consider a total flux $\phi_{s}(t)$ through the parts $\partial D_{s}, \mathrm{~s}=1,2,3$, which are assumed to be perfect magnetically conducting (i.e. $\int_{a_{1}}^{a_{2}} \bar{H} \cdot \bar{d} l=0$ for each couple of points $a_{1}$ and $a_{2}$ on $\partial D_{s}$ ). Thus we are led to the following BCs

$$
\begin{equation*}
\phi_{s}(t)=\int_{\partial D_{s}} \bar{B} \cdot \bar{n} d l, t>0, s=1,2,3, \tag{5.3}
\end{equation*}
$$



Figure 5.1: Model of one tooth region
and

$$
\begin{equation*}
\bar{H} \times \bar{n}=\overline{0} \text { on } \partial D_{s}, t>0, s=1,2,3, \tag{5.4}
\end{equation*}
$$

where $\bar{n}$ is the unit outward normal vector to the boundary part $\partial D_{s}$.
At the other hand a zero flux leakage through $\partial D_{4}, \partial D_{5}$ and $\partial D_{6}$ results in the additional BCs:

$$
\begin{equation*}
\bar{B} \cdot \bar{n}=0 \text { on } \partial D_{s}, t>0, s=4,5,6 . \tag{5.5}
\end{equation*}
$$

The demagnetized state of the material at $t=0$ is expressed by the IC, cf.(4.21),

$$
\begin{gather*}
\bar{H}(x, y, t=0)=0,\left\{\begin{array}{l}
\eta_{r}(\gamma, x, y, \alpha, \beta, t=0)=+1 \quad \text { when } \alpha+\beta<0 \\
\eta_{r}(\gamma, x, y, \alpha, \beta, t=0)=-1 \quad \text { when } \alpha+\beta>0
\end{array}\right. \\
-\frac{\pi}{2}<\gamma<\frac{\pi}{2}, \forall(x, y) \in D \tag{5.6}
\end{gather*}
$$

### 5.2 A nonstandard variational formulation

First, we rewrite the Maxwell equations (5.1)-(5.2) in a suitable form. From (5.1) a scalar potential $\zeta(x, y, t)$ may be introduced such that $\bar{H}=-\operatorname{grad} \zeta$ (of course, $\zeta$ can only be determined apart from a constant, the choice of which will be specified below). The Maxwell equation $\operatorname{div} \bar{B}=0$ can not be rewritten in a manageable way in terms of the scalar potential $\zeta$, entering $\bar{H}=-\operatorname{grad} \zeta$, to take properly into account the material characteristics of the vector Preisach model given by (4.13)(4.14).

To overcome this difficulty, notice that the differential permeabilities $\mu_{x x}=$ $\partial B_{x} / \partial H_{x}, \mu_{x y}=\partial B_{x} / \partial H_{y}, \mu_{y x}=\partial B_{y} / \partial H_{x}$ and $\mu_{y y}=\partial B_{y} / \partial H_{y}$ are uniquely defined by the vector Preisach model. Hence, a suitable reformulation of the problem should incorporate the material characteristics by means of these permeabilities. Therefore, we pass to the auxiliarly unknown $u$, defined as

$$
\begin{equation*}
u(x, y, t)=\frac{\partial \zeta}{\partial t} \tag{5.7}
\end{equation*}
$$

First, from the representation of $\bar{H}$ and from the definition of the permeabilities, we have

$$
\begin{align*}
& -\frac{\partial B_{x}}{\partial t}=\mu_{x x} \frac{\partial u}{\partial x}+\mu_{x y} \frac{\partial u}{\partial y}  \tag{5.8}\\
& -\frac{\partial B_{y}}{\partial t}=\mu_{y x} \frac{\partial u}{\partial x}+\mu_{y y} \frac{\partial u}{\partial y} \tag{5.9}
\end{align*}
$$

Consequently, (5.2) leads to the elliptic DE for the auxiliarly function $u(x, y, t)$, (5.7),

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(\mu_{x x} \frac{\partial u}{\partial x}+\mu_{x y} \frac{\partial u}{\partial y}\right)+\frac{\partial}{\partial y}\left(\mu_{y x} \frac{\partial u}{\partial x}+\mu_{y y} \frac{\partial u}{\partial y}\right)=0, \quad \text { in } S, t>0 \text { (param.). } \tag{5.10}
\end{equation*}
$$

in which the time variable $t>0$ is only a parameter appearing in the coefficient functions $\mu_{x x}, \ldots, \mu_{y y}$. The BCs (5.3), (5.4) and (5.5) respectively imply

$$
\begin{gather*}
\frac{d \phi_{s}(t)}{d t}=\int_{\partial D_{s}} \frac{d \bar{B}}{d t} \cdot \bar{n} d l, t>0, s=1,2,3  \tag{5.11}\\
\zeta=C_{s}(t)\left(\text { constant ) on } \partial D_{s}, t>0, s=1,2,3\right. \tag{5.12}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{d \bar{B}}{d t} \cdot \bar{n}=0 \text { on } \partial D_{s}, t>0, s=4,5,6 \tag{5.13}
\end{equation*}
$$

Here, to remove the degree of freedom involved in the scalar potential $\zeta$, we choose

$$
\begin{equation*}
\zeta=0 \text { on } \partial D_{3}, t>0 . \tag{5.14}
\end{equation*}
$$

We must add the IC resulting from (5.6) and (5.14), viz

$$
\begin{align*}
& \zeta(x, y, t=0)=0,\left\{\begin{array}{ll}
\eta_{r}(\gamma, x, y, \alpha, \beta, t=0) & =+1 \\
\eta_{r}(\gamma, x, y, \alpha, \beta, t=0) & =-1
\end{array} \quad \text { when } \alpha+\beta<0\right. \\
& \text { when } \alpha+\beta>0
\end{aligned}, \quad \begin{aligned}
\frac{\pi}{2}<\gamma<\frac{\pi}{2}, \quad \forall(x, y) \in D \tag{5.15}
\end{align*}
$$

## Source conditions

Two types of source conditions occur.
(a) With $\phi$-type excitation, the total flux $\phi_{s}(t)$ through $\partial D_{s}, \mathrm{~s}=1,2,3$ is enforced. On account of (5.2), (5.3) and (5.5) we must require that $\sum_{s=1}^{3} \phi_{s}(t)=0, t>0$. Then,
the uniform but time depending value of the scalar potential $\zeta$ on $\partial D_{s}$, denoted by $C_{s}(t), s=1$ or 2 , is not given a priori, but must be determined as part of the problem.
(b) With so called $\zeta$-excitation, the uniform value $\zeta(t)=C_{s}(t), t>0$, at $\partial D_{s}, s=1$ and 2 , is enforced, (recall (5.14)). From the BVP (5.10), (5.12)-(5.13), (5.15), we may obtain the magnetic induction $\bar{B}$. The total flux $\phi_{s}(t), s=1,2$ or 3 , then follows from (5.11) when we take into account that $\phi_{s}(t=0)=0$ due to(5.15).

To derive a suitable variational form of this problem, we introduce the function space

$$
\begin{equation*}
V=\left\{v \in W_{2}^{1}(D) ;\left.v\right|_{\partial D_{s}} \text { is a constant depending on } s, s=1,2,3\right\} . \tag{5.16}
\end{equation*}
$$

Here, $W_{2}^{1}(D)$ is the usual first order Sobolev space on $D$ and the condition " $\left.v\right|_{\partial D_{s}}$ is constant" must be understood in the sense of traces, as defined e.g. in [2]. Multiplying both sides of (5.10) with a test function $v(x, y) \in V$, integrating over $D$, applying Green's formula (1.21) and invoking the BC (5.11), the problem (5.10)(5.15) is found to be (formally) equivalent with the following variational problem:

Find a function $\zeta(x, y, t)$, with $u(x, y ; t)=\frac{\partial \zeta}{\partial t}$, that shows the property $\zeta \in V$ and $\frac{\partial \zeta}{\partial t} \in L_{2}(D)$ for every $t>0$, and obeys

$$
\begin{equation*}
\int_{D}\left[\left(\mu_{x x} \frac{\partial u}{\partial x}+\mu_{x y} \frac{\partial u}{\partial y}\right) \frac{\partial v}{\partial x}+\left(\mu_{y x} \frac{\partial u}{\partial x}+\mu_{y y} \frac{\partial u}{\partial y}\right) \frac{\partial v}{\partial y}\right] d x d y=\left.\sum_{s=1}^{3} \frac{d \phi_{s}(t)}{d t} v\right|_{\partial D_{s}} \tag{5.17}
\end{equation*}
$$

along with the IC (5.15)
Notice that by the requirement $\zeta \in V$, for every $t>0$, (5.12) is automatically taken into account.

### 5.3 A combined FE-FD-discretized vector Preisach model

### 5.3.1 Space discretisation by finite elements

For a usual triangulation $\tau_{h}$ of the domain $D$, (h mesh parameter), shown in Fig.5.2, we consider a quadratic finite element mesh, as introduced in Section 1.1.

By $\varphi_{j}(x, y),(j=1, \ldots, J)$, we denote the standard cardinal basis functions, associated to the nodes $\left(x_{j}, y_{j}\right),(j=1, \ldots, J), J$ being the total number of nodes. Here, the nodes are numbered such that the first $I$ of them, $I<J$, belong to the domain $D$ or to the boundaries $\partial D_{4}, \partial D_{5}$ and $\partial D_{6}$. On the boundaries $\partial D_{1}, \partial D_{2}$ and $\partial D_{3}$ we have $J_{1}, J_{2}$ and $J_{3}$ nodes, respectively $\left(J-I=J_{1}+J_{2}+J_{3}\right)$. We introduce the spaces $X_{h}$ and $X_{0 h}$ similarly as in (3.22)-(3.23).
Next we introduce the special functions belonging to $X_{h}$ :

$$
\begin{equation*}
\psi_{I+1}(x, y)=\sum_{j=I+1}^{I+J_{1}} \varphi_{j}(x, y) \tag{5.18}
\end{equation*}
$$



Figure 5.2: Triangulation $\tau_{h}$ for the domain $D$

$$
\begin{align*}
\psi_{I+2}(x, y) & =\sum_{j=I+J_{1}+1}^{I+J_{1}+J_{2}} \varphi_{j}(x, y)  \tag{5.19}\\
\psi_{I+3}(x, y) & =\sum_{j=I+J_{1}+J_{2}+1}^{J} \varphi_{j}(x, y) \tag{5.20}
\end{align*}
$$

showing the property

$$
\begin{equation*}
\psi_{I+s} \equiv 1 \text { on } \partial D_{s}, s=1,2,3 \tag{5.21}
\end{equation*}
$$

Moreover, $\psi_{I+s}$ is readily understood to vanish throughout $D$ apart from the triangles $T \in \tau_{h}$ adjacent to $\partial D_{s}$.

Writing, for convenience, $\psi_{j}=\varphi_{j}, 1 \leq j \leq I$, we finally define the space $V_{h}$ by:

$$
\begin{equation*}
V_{h}=\operatorname{span}\left(\psi_{j}\right)_{j=1}^{I+3}=X_{0 h} \bigoplus \operatorname{span}\left(\psi_{I+s}\right)_{s=1}^{3} . \tag{5.22}
\end{equation*}
$$

This space $V_{h}$ is suitable for a conforming FEM as $V_{h} \subset V$. Indeed, for $v \in V_{h}$ one evidently has $v \in X_{h} \subset W_{2}^{1}(D)$, while moreover $v$ is constant on $\partial D_{1}, \partial D_{2}$ and $\partial D_{3}$, due to (5.21).

The finite element approximation $\zeta_{h}(x, y ; t) \in V_{h}$ of $\zeta(x, y ; t)$ is defined by a variational problem similar to (5.17)-(5.15), now with $V$ replaced by $V_{h}$. Here, we approximate the space dependency of $\mu_{k l}$, by passing to $\hat{\mu}_{k l} \simeq \mu_{k l}$, defined by

$$
\begin{gather*}
\hat{\mu}_{k l}\left(x, y, t, \zeta_{h}(x, y ; t), \zeta_{h, p a s t}(x, y ; t)\right) \\
=\mu_{k l}\left(x_{T}^{c}, y_{T}^{c}, t, \zeta_{h}\left(x_{T}^{c}, y_{T}^{c}, t\right), \zeta_{h, p a s t}\left(x_{T}^{c}, y_{T}^{c}, t\right)\right), \\
\forall(x, y) \in T, \forall T \in \tau_{h}, t>0, \tag{5.23}
\end{gather*}
$$

where $\left(x_{T}^{c}, y_{T}^{c}\right)$ is the center of gravity of $T$. This allows us to take properly into account the nonlinear and hysteresis effects, resulting in the complicated form of the differential permeability $\mu_{k l}$. Here, $\mu_{k l}$ now depends upon the finite element approximation $H_{h}(x, y ; t)=-g r a d \zeta_{h}$ and $H_{h, p a s t}(x, y ; t)=-g r a d \zeta_{h, p a s t}$ of the magnetic field $H(x, y ; t)$ and its history $H_{\text {past }}(x, y ; t)$, respectively.

Explicitly, recalling (5.14) and decomposing $\varphi_{h}$ as

$$
\begin{equation*}
\zeta_{h}(x, y ; t)=\sum_{j=1}^{I+2} c_{j}(t) \psi_{j}(x, y), t>0 \tag{5.24}
\end{equation*}
$$

we have $c_{j}(t)=\zeta_{h}\left(x_{j}, y_{j} ; t\right), 1 \leq j \leq I$, and moreover $c(t)=\left.\zeta_{h}(x, y ; t)\right|_{\partial D_{s}}, s=1,2$, due to the proper choice of the basis functions of $V_{h}$, (5.22).

Notice that in the case of $\phi$-excitation (case (a) in Section 5.2), all coefficient functions $c_{j}(t), 1 \leq j \leq I+2$, are unknown, while in the case of $\zeta$-excitation (case (b) in Section 5.2), the coefficient functions $c_{I+1}(t)$ and $c_{I+2}(t)$ are given.

These unknown coefficient functions will be derived from a system of first order ODEs, resulting from the finite element discretisation of (5.17). More precisely, take as test functions in (5.17) either $v=\psi_{i}, 1 \leq i \leq I+2$ (case (a)), or $v=\psi_{i}$, $1 \leq i \leq I$, (case (b)). Then, we are led to the following system of ODEs

$$
\begin{equation*}
\left[M\left(t, C(t), C^{(p a s t)}(t)\right)\right] \frac{d[C]}{d t}=[F], \quad t>0 \tag{5.25}
\end{equation*}
$$

along with the ICs, cf. (5.15),

$$
\begin{equation*}
[C(0)]=0 \tag{5.26}
\end{equation*}
$$

and

$$
\left\{\begin{array}{ll}
\eta_{r}(x, y, \alpha, \beta, t=0)=+1 & \text { when } \alpha+\beta<0  \tag{5.27}\\
\eta_{r}(x, y, \alpha, \beta, t=0)=-1 & \text { when } \alpha+\beta>0
\end{array}, \forall(x, y) \in D .\right.
$$

The second IC corresponds to the history of the material at $\mathrm{t}=0$ (i.e. the demagnetized state of the material).

Here, the matrices involved read as follows.

## case (a): $\phi$-type excitation

$[C]$ and $\left[C^{(\text {past })}\right]$ are the column matrices,

$$
\begin{gather*}
{[C(t)]=\left[c_{1}(t), c_{2}(t), \ldots, c_{I+2}(t)\right]^{T}} \\
{\left[C_{\text {past }}(t)\right]=\left[c_{1, p a s t}(t), c_{2, p a s t}(t), \ldots, c_{I+2, p a s t}(t)\right]^{T}} \tag{5.28}
\end{gather*}
$$

while $[M]$ is the mass matrix given by

$$
\begin{equation*}
\left[M\left(t, C(t), C_{\text {past }}(t)\right)\right]=\left[M_{l, m}\right]_{1 \leq l, m \leq I+2}, \tag{5.29}
\end{equation*}
$$

with

$$
M_{l, m}=
$$

$$
\begin{equation*}
\int_{D}\left(\hat{\mu}_{x x} \frac{\partial \psi_{l}}{\partial x} \frac{\partial \psi_{m}}{\partial x}+\hat{\mu}_{x y} \frac{\partial \psi_{l}}{\partial x} \frac{\partial \psi_{m}}{\partial y}+\hat{\mu}_{y x} \frac{\partial \psi_{l}}{\partial y} \frac{\partial \psi_{m}}{\partial x}+\hat{\mu}_{y y} \frac{\partial \psi_{l}}{\partial y} \frac{\partial \psi_{m}}{\partial y}\right) d x d y \tag{5.30}
\end{equation*}
$$

Finally, the force matrix $[F]$, corresponding to the RHS of (5.17), is a column matrix with $(I+2)$ elements, viz

$$
\begin{equation*}
[F(t)]=\frac{d \phi_{1}}{d t}[0,0, \ldots, 0,1,0]^{T}+\frac{d \phi_{2}}{d t}[0,0, \ldots, 0,0,1]^{T} \tag{5.31}
\end{equation*}
$$

where we used (5.21) and the fact that $\psi_{1}, \psi_{2}, \ldots, \psi_{I}$ all vanish on $\partial D_{1}$ and $\partial D_{2}$.

## case (b): $\zeta$-type excitation

$[C],\left[C_{\text {past }}\right]$ and $[M]$ take a similar form as in case (a), of course with the proper dimensions: now in the system (5.25) I equations are left.
The force matrix now has the form

$$
\begin{equation*}
[F(t)]=\left[F_{1}(t), F_{2}(t), \ldots, F_{I}(t)\right]^{T} \tag{5.32}
\end{equation*}
$$

with

$$
\begin{equation*}
F_{i}(t)=-M_{i, I+1} \frac{d}{d t} c_{I+1}(t)-M_{i, I+2} \frac{d}{d t} c_{I+2}(t), 1 \leq i \leq I \tag{5.33}
\end{equation*}
$$

in which $c_{I+1}(t) \equiv \zeta_{I+1}(t)$ and $c_{I+2}(t) \equiv \zeta_{I+2}(t)$ are given. (5.33) results from transferring to the RHS of (5.25) the terms containing the known functions $\frac{d c_{I+1}}{d t}$ and $\frac{d c_{I+2}}{d t}$.

### 5.3.2 Time discretisation by finite differences

The IVP (5.25)-(5.27) is solved numerically by a suitable FDM, extending the classical technique introduced in Section 1.2. We may restrict ourselves to the case of $\phi$-excitation, (case (a)), the case of $\zeta$-excitation being completely analogous. The analysis proceeds similarly as in [12].

Let $\Delta t$ be a time step and let $t_{k}=k \cdot \Delta t,(k=0,1,2, \ldots)$, be the corresponding equidistant time points. Let $\theta \in[0,1]$ be a parameter of the method. We define an approximation $C^{(k)}=\left[c_{1}^{(k)}, c_{2}^{(k)}, \ldots, c_{I+2}^{(k)}\right]^{T}$ of $C\left(t_{k}\right)=\left[c_{1}\left(t_{k}\right), c_{2}\left(t_{k}\right), \ldots, c_{I+2}\left(t_{k}\right)\right]^{T},(k=$ $1,2, \ldots)$, by the following recurrent set of algebraic systems

$$
\begin{equation*}
\left[\tilde{M}^{(k)}\right] \frac{\left[C^{(k)}\right]-\left[C^{(k-1)}\right]}{\Delta t}=\theta\left[F\left(t_{k}\right)\right]+(1-\theta)\left[F\left(t_{k-1}\right)\right], k=1,2, \ldots \tag{5.34}
\end{equation*}
$$

starting from, see (5.26),

$$
\begin{equation*}
\left[C^{(0)}\right]=0 . \tag{5.35}
\end{equation*}
$$

Here, the matrix $\left[\tilde{M}^{(k)}\right]$ is constructed out of the matrix $[M]$, (5.29)-(5.30), by a time averaging technique for the differential permeabilities in the time interval $\left[t_{k-1}\right.$, $t_{k}$ ]. More precisely, $\hat{\mu}_{x x}$ is replaced by

$$
\begin{equation*}
\tilde{\mu}_{x x}^{(k)}=\theta \hat{\mu}_{x x}\left(t_{k}\right)+(1-\theta) \hat{\mu}_{x x}\left(t_{k-1}\right) \tag{5.36}
\end{equation*}
$$

and similarly for $\hat{\mu}_{x y}, \ldots, \hat{\mu}_{y y}$.
By means of $\left[C^{(k)}\right]$ we construct an approximation $\zeta_{h}^{(k)}(x, y)$ of $\zeta_{h}\left(x, y, t_{k}\right)$, (5.24), viz

$$
\begin{equation*}
\zeta_{h}^{(k)}(x, y)=\sum_{j=1}^{I+2} c_{j}^{(k)} \psi_{j}(x, y) \tag{5.37}
\end{equation*}
$$

As the matrix $\tilde{M}^{(k)}$ depends on the unknown $C^{(k)}$, we set up an iterative NewtonRaphson procedure to solve the nonlinear system (5.34) at every time point $t_{k}$, similarly as in (2.51). In practice we take $\theta=0.5$.

### 5.4 Numerical results

The effectiveness of the variational approximation method for the problem (5.10)(5.15), as outlined in the previous section, has been confirmed by several numerical experiments, both for the case of $\phi$-excitation and for the case of $\zeta$-excitation. Here, we consider a test problem with practical relevance, viz the evaluation of the local field patterns in one tooth region of an asynchronuous machine, shown in Fig.5.1. We used the triangulation shown in Fig.5.2. The time step used was again $\Delta t=\frac{1}{400 f}$, ( $f$ being introduced below).

The numerical results obtained with the present model are compared with these resulting from more common models based upon a single valued material characteristic. More precisely, we will compare the numerical results for the time variation of $\bar{H}$ and $\bar{B}$ in selected points of the tooth region $D$. As both the scalar potential excitation and the flux excitation are periodic in time, we may use a complex Fourier decomposition for the local vector fields $\bar{H}(x, y ; t)$ and $\bar{B}(x, y ; t)$, viz

$$
\begin{align*}
\bar{H}(x, y ; t) & \equiv \sum_{k=-\infty}^{+\infty} H_{k}(x, y) \cdot e^{j\left(k \omega t+\alpha_{k}\right)}  \tag{5.38}\\
\bar{B}(x, y ; t) & \equiv \sum_{k=-\infty}^{+\infty} B_{k}(x, y) \cdot e^{j\left(k \omega t+\beta_{k}\right)} \tag{5.39}
\end{align*}
$$

Here, $\omega$ is $2 \pi$ times the basic frequency, $\alpha_{k}$ [resp. $\left.\beta_{k}\right]$ and $H_{k}$ [resp. $\left.B_{k}\right]$ are the phase angle and the amplitude of the $k$-th harmonic of $\bar{H}$ [resp. $\bar{B}]$.

For the magnetic material we used the Preisach function $P_{r}$ which obeys

$$
\begin{gather*}
\int_{H_{1}}^{H_{2}} d \alpha \int_{H_{1}}^{\alpha} d \beta P_{r}(\alpha, \beta)=13 \cdot 10^{-6}\left|H_{1}-H_{2}\right| \\
+0.56\left(q\left(H_{1}\right)-q\left(H_{2}\right)\right)\left(q\left(-H_{2}\right)-q\left(-H_{1}\right)\right),-H_{m} \leq H_{1} \leq H_{2} \leq H_{m} \tag{5.40}
\end{gather*}
$$

with

$$
\begin{equation*}
q(x)=\arctan (x / 200) \tag{5.41}
\end{equation*}
$$

This corresponds to a physically relevant function $P_{r}$ for an industrial available material, intensively analyzed. We present numerical results for the 2 types of excitation mentioned above.
case 1: $\zeta$-excitation
We enforce a simple time variation of the scalar potential at the boundary parts $\partial D_{1}$ and $\partial D_{2}$, viz

$$
\begin{equation*}
\zeta_{I+1}(t)=\zeta_{\max } \cos \left(2 \pi f t+\gamma_{1}\right) \tag{5.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta_{I+2}(t)=-\zeta_{\max } \cos \left(2 \pi f t+\gamma_{2}\right) \tag{5.43}
\end{equation*}
$$

with $\zeta_{\max }=120, f=50 \mathrm{~Hz}, \gamma_{1}=25^{\circ}$ and $\gamma_{2}=6^{\circ}$.
For this excitation we compute the field pattern in the domain $D$ and we consider point 2 in Fig.5.1. Fig.5.3 reveals the difference between the $B_{x} B_{y}$-loci obtained with the vector Preisach model and the one obtained with the more common single valued material characteristic.


Figure 5.3: $B_{x} B_{y}$-loci in point 2, case 1
Up to now, no measurement set up for rotating magnetic fields are available to the authors to validate experimentally the numerical approach.

## case 2: $\phi$-excitation

The enforced (realistic) flux patterns through $\partial D_{1}$ and $\partial D_{2}$ are

$$
\begin{array}{r}
\phi_{j}(t)=a_{j, 1} \cos \left(2 \pi f t+\gamma_{j, 1}\right)+a_{j, 15} \cos \left(30 \pi f t+\gamma_{j, 15}\right)+a_{j, 17} \cos \left(34 \pi f t+\gamma_{j, 17}\right), \\
j=1,2, \tag{5.44}
\end{array}
$$

where the amplitudes and phase angles are given in Table 2 and where $f=50 \mathrm{~Hz}$.


Figure 5.4: $B_{x} H_{x^{-}}$and $B_{y} H_{y}$-loops in point 1 and point 2, case 2
We consider the 2 points indicated in Fig.5.1, for which we expect a different type of field pattern. The corresponding $B_{x} H_{x}$-loop and $B_{y} H_{y}$-loops are shown in Fig.5.4. For point 1, the $B_{x} H_{x}$-loop is ommitted as, in correspondence with the alternating character of the flux pattern, $B_{x} \simeq H_{x} \simeq 0$. Fig.5.5 shows the scaled spectra of the amplitudes for the vectors $\bar{B}$ and $\bar{H}$ for point 1 , according to (5.38)-(5.39).

Again the values obtained with the vector Preisach model deviates from those obtained with the single valued material characteristics (the more when the scaling factors are different, as indicated). Moreover, notice the symmetry for each pair of positive and negative harmonics. This corresponds to alternating field vectors, which is in agreement with a qualitative property for points such as point 1 in $D$. This symmetry is lost in the case of point 2 in $D$, see Fig.5.6, corresponding to rotational fields $\bar{H}$ and $\bar{B}$ in this point.

|  | $a_{j, 1}$ | $a_{j, 15}$ | $a_{j, 17}$ | $\gamma_{j, 1}$ | $\gamma_{j, 15}$ | $\gamma_{j, 17}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\phi_{1}$ | 1.262 | 0.0178 | 0.0105 | 25. | 109. | -36. |
| $\phi_{2}$ | 1.268 | 0.0067 | 0.0050 | 5.9 | -155 | 27. |

Table 2: amplitudes (1,2 and 3th column in Tesla) and angles ( 4,5 and 6 th column in degrees) of the excitation in case 2, see formulas (5.42) and (5.43)


Figure 5.5: Spectrum of the amplitude of $\bar{B}$ and $\bar{H}$ in point 1, case 2


Figure 5.6: Spectrum of the amplitude of $\bar{B}$ and $\bar{H}$ in point 2, case 2

## 6 Concluding Remarks

In this paper we dealt with several types of nonlinear elliptic and parabolic BVPs with memory properties, both in 2D and 1D, in the former case with nonlocal BCs, arising e.g. from the mathematical modelling of the electromagnetic fields in magnetic materials with hysteresis behaviour. We presented effective numerical methods, proceeding in 3 steps: (1) a suitable (weak) variational formulation of the BVPs considered, (2) a nonstandard finite element method with quadratic elements w.r.t. the space dependency and (3) a time discretisation method of the Crank-Nicholson type, combined with Newton-Raphson iteration techniques. The major difficulty concerns the hysteresis behaviour of the material, reflected in the coefficient function (magnetic permeability) of the PDEs. The material models used are either scalar Preisach models (both rate-dependent and rate-independent) and a vector (rate-independent) Preisach model.

In the case of the scalar Preisach models the numerically obtained BH -loops and corresponding values of the electromagnetic losses agree with the experimental results, obtained by measurements. Actually, the material behaviour is described adequately by the material model. The calculations performed with the RPM are considerably more CPU-time consuming than those for the CPM, viz about 30 times more.

For the situations where the magnetic induction vector $\bar{B}$ and the magnetic field vector $\bar{H}$ are no longer uni-directional, a vector hysteresis model must be used. Although the vector Preisach theory has experimentally been found not to be adequate in all cases, this material model is the mostly elaborated and mostly used one in the literature. We have been able to incorporate it into the magnetic field calculations, although in a more complex way than for the scalar Preisach models. The combination of more refined vector hysteresis models, not available yet in the literature, with the magnetic field calculations will proceed along similar lines as in Sections 4-5.

The combined finite element - finite difference codes, which properly take into account the complex material behaviour in the BVPs considered, have been developped by the authors themselves, as the existing packages turned out not to be feasible, mainly due to that hysteresis behaviour.

Finally, we indicate some limitations of the paper and corresponding directions for further research. First, as emphasized from the beginning, in this article we restrict ourselves to BVPs in 1D and 2D, however showing memory properties (hysteresis) and, for the 2D-problem, showing also nonlocal BCs of the Neumann type. These 2 features make the BVPs nonstandard. In principle, 3D problems could be dealed with as well by the FEM-FDMs described, of course on the cost of higher computational complexity. However, as far as hysteresis models of Preisach-type are concerned, which must be coupled with the parabolic or elliptic problems, no thorough experimentally validated models in 3D exist (The mathematically much involved models developped by Mayergoyz, [14], for instance, are not really validated by measurements).

Other, more specific limitations concern the 2D-problems in Section 3 and 5. In
the underlying physical problems of Section 3 of electromagnetic field calculations in one lamination of an electric machine, the enforced flux is taken to be orthogonal to the cross section of both the yoke and the tooth, while in Section 5, the flux lies in the plane of the cross section, however with neglecting eddy current effects (i.e. $\bar{J}=0$ in (1.43)). Without these physical assumptions the resulting BVPs are considerably more difficult. Thus, for instance, in Section 5, a scalar potential formulation would be no longer possible and, for the numerical approximation, the use of edge elements would be more appropriate than the one of finite elements. These extensions are topics for further research.
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