# On quenching of solutions for some semilinear parabolic equations of second order 
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## 1 Introduction

Let $\Omega$ be a bounded domain in $R^{n}$ with boundary $\partial \Omega$ of class $C^{2}$. Consider the following boundary value problems:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=L u+f(u) \quad \text { in } \quad \Omega \times(0, T), \tag{1.1}
\end{equation*}
$$

I) $\quad \mu \frac{\partial u}{\partial N}+(1-\mu) u=0 \quad$ on $\quad \partial \Omega \times(0, T)$,

$$
\begin{equation*}
u(x, 0)=u_{o}(x) \quad \text { in } \quad \Omega \tag{I}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial u}{\partial t}=L u \quad \text { in } \quad \Omega \times(0, T) \tag{1.4}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial u}{\partial N}=g(u) \quad \text { on } \quad \partial \Omega \times(0, T)  \tag{II}\\
u(x, 0)=u_{*}(x) \quad \text { in } \quad \Omega \tag{1.5}
\end{gather*}
$$

where

$$
L u=\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{j}}\right), \quad \frac{\partial u}{\partial N}=\sum_{i, j=1}^{n} \cos \left(\nu, x_{i}\right) a_{i j}(x) \frac{\partial u}{\partial x_{j}} .
$$
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Here the coefficients $a_{i j}(x) \in C^{1}(\bar{\Omega})$ satisfy the inequalities

$$
\lambda_{2}|\xi|^{2} \geq \sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \geq \lambda_{1}|\xi|^{2}
$$

for any $\xi \in R^{n}$ and $x \in \bar{\Omega}$ with positive constants $\lambda_{i}(i=1,2), \nu$ is the exterior normal unit vector on $\partial \Omega, \mu \in\left[0,1\left[\right.\right.$ is a function of class $C^{1}$ on $\partial \Omega$. For positive values of $u, f(u), g(u)$ are positive and increasing functions with

$$
\begin{aligned}
& f(0)>0, \quad \lim _{u \rightarrow b^{-}} f(u)=\infty, \\
& g(0)>0, \quad \lim _{u \rightarrow b^{-}} g(u)=\infty,
\end{aligned}
$$

where $b$ is a positive number. $u_{o}(x)$ and $u_{*}(x)$ are two nonnegative functions of class $C^{1}(\Omega)$ such that

$$
M=\sup _{x \in \Omega} u_{o}(x)<b, \quad M^{\prime}=\sup _{x \in \Omega} u_{*}(x)<b
$$

$\mu \frac{\partial u_{o}}{\partial N}+(1-\mu) u_{o}=0$ on $\partial \Omega$ and $\frac{\partial u_{*}}{\partial N}=g\left(u_{*}\right)$ on $\partial \Omega$. In this note, we study the phenomenon of quenching for the problems (1.1) - (1.3) and (1.4) - (1.6).
Definition 1.1. We say that the solution $u$ of the problem (1.1)-(1.3) or (1.4)-(1.6) quenches in a finite time if there exists a finite time $T_{o}$ such that

$$
\lim _{t \rightarrow T_{o}} \sup _{x \in \Omega} u(x, t)=b
$$

$T_{o}$ is the quenching time of the solution $u . x \in \bar{\Omega}$ is a quenching point of the solution $u$ if there exists a sequence $\left(x_{n}, t_{n}\right)$ such that $x_{n} \rightarrow x, t_{n} \uparrow T_{o}$ and $\lim _{n \rightarrow \infty} u\left(x_{n}, t_{n}\right)=b$. The set

$$
E_{Q}=\{x \in \bar{\Omega} \quad \text { such that } \quad x \text { is a quenching point of the solution } u\}
$$

is the quenching set of the solution $u$.
The problem of quenching has been the subject of study of many authors (see, for instance $[1,3,4,6,7,8,9,10]$ and others). In particular in [1], the authors have considered the problem (1.1) - (1.3) in the case where $\mu=0$. They have shown that if $\Omega$ is small enough, then the solution of the problem (1.1) - (1.3) exists in $\Omega \times(0, \infty)$ whereas if $\Omega$ is large enough, the solution quenches in a finite time. In this paper, we give other characterizations of quenching for the problem (1.1) - (1.3) based on the nature of certains stationary solutions. These characterizations will be used to obtain the existence and nonexistence of the solution for the problem (1.1) - (1.3) in the case where $\Omega$ is unbounded. Moreover, using some isoperimetric inequalities, we also precise some results of Acker and Walter in [1]. Another subject of investigation of the phenomenon of quenching is the quenching set. For the problem (1.1) - (1.3), some results about quenching set have been given in [4]. More precisely, it is proved that under some conditions, the solution of the problem (1.1) - (1.3) in the case where $\mu=0$ quenches in a finite time and its quenching set is in a compact subset of $\Omega$. For the problem (1.4) - (1.6), we show that under some hypotheses the solution
of (1.4) - (1.6) quenches in a finite time and its quenching set is on the boundary $\partial \Omega$ of the domain $\Omega$. The paper is written in the following manner. In Section 2, we obtain the local existence of the solution for the problem (1.1) - (1.3). In Section 3, we characterize the quenching and global existence of the solution for the problem (1.1) - (1.3) in terms of a certain stationary solution. In Section 4, we apply the results of Section 3 to study the existence and nonexistence of the solution for the problem (1.1) - (1.3) in the case where $\Omega$ is unbounded. In Section 5 , we show that the existence of the solution for the problem (1.1) - (1.3) depends on the existence of a certain stationary solution of this problem. In Section 6, we get other quenching conditions of the solution for the problem (1.1) - (1.3). We also give the asymptotic behavior near the quenching time of this solution. In Sections 7 and 8, we obtain some conditions under which the solution of the problem (1.4) - (1.6) quenches in a finite time and estimate the quenching time of this solution. We also describe its quenching set.

## 2 Local existence

In this section, we show that for small $T$, the solution of the problem (1.1) - (1.3) exists in $\Omega \times(0, T)$.

Theorem 2.1. There exists a finite time $T$ such that the solution $u$ of the problem (1.1) - (1.3) exists in $\Omega \times(0, T)$.

Theorem 2.2. If the solution $u$ of the problem (1.1) - (1.3) exists in $\Omega \times(0, T)$ with

$$
\sup _{(x, t) \in \Omega \times(0, T)} u(x, t)<b,
$$

then there exists $T^{\prime}>T$ such that $u$ exists in $\Omega \times\left(0, T^{\prime}\right)$.
Proof of Theorem 2.1. Let $U(x, y, t)$ defined on $\bar{\Omega} \times \bar{\Omega} \times(0, \infty)$, be the fundamental solution of the equation

$$
\frac{\partial v}{\partial t}-L v=0 \quad \text { in } \quad \Omega \times(0, \infty)
$$

with the boundary condition

$$
\mu \frac{\partial v}{\partial N}+(1-\mu) v=0 \quad \text { on } \quad \partial \Omega \times(0, \infty)
$$

It is well known that

$$
\begin{equation*}
U(x, y, t)>0 \quad \text { in } \quad \Omega \times(0, \infty), \quad \int_{\bar{\Omega}} U(x, y, t) d y \leq 1 \tag{2.1}
\end{equation*}
$$

and $u$ is the solution of the problem (1.1) - (1.3) if and only if

$$
\begin{gather*}
u(x, t)=\int_{\Omega} U(x, y, t) u(y, 0) d y \\
+\int_{0}^{t} \int_{\Omega} f(u(y, \tau)) U(x, y, t-\tau) d y d \tau \quad \text { in } \quad \Omega \times(0, T) . \tag{2.2}
\end{gather*}
$$

Put

$$
\begin{gathered}
u_{1}(x, t)=0 \\
u_{n+1}(x, t)=\int_{\Omega} U(x, y, t) u(y, 0) d y+\int_{0}^{t} \int_{\Omega} f\left(u_{n}(y, \tau)\right) U(x, y, t-\tau) d y d \tau
\end{gathered}
$$

Since $f$ is increasing and $U>0$, it follows that $u_{n}>0$ for all $n>1$. Also by recurrence, we easily show that $u_{n+1} \geq u_{n}$ in $\overline{\Omega \times(0, T)}$. Let $\delta$ be a positive number. Suppose that $u_{o}(x) \leq b-2 \delta$ and $u_{n} \leq b-\delta$, then $u_{n+1} \leq b-\delta$ also provided $T$ is so small that

$$
(b-2 \delta)+f(b-\delta) \int_{0}^{T} \int_{\Omega} U(x, y, t-\tau) d y d \tau \leq b-\delta
$$

that is to say $T$ is so small that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} U(x, y, t-\tau) d y d \tau \leq \frac{\delta}{f(b-\delta)} \tag{2.3}
\end{equation*}
$$

Since

$$
\lim _{t \rightarrow 0} \int_{0}^{t} \int_{\Omega} U(x, y, t-\tau) d y d \tau=0
$$

take $T$ so small that (2.3) be satisfied. Thus the sequence $\left(u_{n}\right)_{n \geq 1}$ is an increasing sequence of continuous functions defined in $\Omega \times(0, T)$ and bounded above by $b-\delta$. By the monotone convergence theorem, $\lim _{n \rightarrow \infty} u_{n}=u$ exists in $\Omega \times(0, T)$ and satisfies the following equality

$$
\begin{gathered}
u(x, t)=\int_{\Omega} U(x, y, t) u(y, 0) d y \\
+\int_{0}^{t} \int_{\Omega} f(u(y, \tau)) U(x, y, t-\tau) d y d \tau \quad \text { in } \quad \Omega \times(0, T) .
\end{gathered}
$$

Then we have the result.
Remark 2.3. Changing slightly the proof of Theorem 2.1, we easily prove Theorem 2.2.

## 3 Sufficient conditions of quenching and global existence

In this section, we characterize the quenching and global existence of the solution for the problem (1.1) - (1.3) in terms of the stationary solution described in the following proposition:

## Proposition 3.1.

There exists a unique $w$ solution of the following problem:

$$
\begin{gathered}
L w+1=0 \quad \text { in } \quad \Omega \\
\mu \frac{\partial w}{\partial N}+(1-\mu) w=0 \quad \text { on } \quad \partial \Omega .
\end{gathered}
$$

Proof. It is a well known result (see, for instance [5]).

Theorem 3.2. Let $w_{o}$ be the maximum of the solution for the following boundary value problem:

$$
\begin{gathered}
L w+1=0 \quad \text { in } \quad \Omega \\
\mu \frac{\partial w}{\partial N}+(1-\mu) w=0 \quad \text { on } \quad \partial \Omega .
\end{gathered}
$$

( $\alpha$ ) If $w_{o}>\int_{0}^{b} \frac{d s}{f(s)}$, then the solution $u$ of the problem (1.1) - (1.3) quenches in a finite time.
( $\beta$ ) If $\sup _{0<s<b-M} \frac{s}{f(s+M)} \geq w_{o}$, then the solution $u$ of the problem (1.1)-(1.3) exists in $\Omega \times(0, \infty)$ and

$$
\sup _{(x, t) \in \Omega \times(0, \infty)} u(x, t) \leq s(M)+M<b
$$

where $M=\sup _{x \in \Omega} u_{o}(x)$ and

$$
s(M)=\inf \left\{s \in(0, b-M) \quad \text { such that } \quad\left[\sup _{0<s<b-M} \frac{s}{f(s+M)}\right] f(s+M)=s\right\} .
$$

Proof.
( $\alpha$ ) Assume at first that $u_{o}(x)=0$. Let $\left(0, T_{\max }\right)$ be the maximum time interval in which the classical solution $u$ of the problem (1.1) - (1.3) exists. From the maximum principle, $u(x, t) \geq 0$ in $\Omega \times\left(0, T_{\text {max }}\right)$. Put

$$
\begin{equation*}
v(x, t)=F(u(x, t))=\int_{0}^{u} \frac{d s}{f(s)} \tag{3.1}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
\frac{\partial v}{\partial t}-L v=\frac{1}{f(u)}\left(u_{t}-L u\right)+\left[\sum_{i, j=1}^{n} a_{i j}(x) u_{x_{i}} u_{x_{j}}\right] \frac{f^{\prime}(u)}{f^{2}(u)} \tag{3.2}
\end{equation*}
$$

Since $f(u)$ is an increasing function, from (1.1) we have

$$
\begin{equation*}
\frac{\partial v}{\partial t}-L v-1 \geq 0 \quad \text { in } \quad \Omega \times\left(0, T_{\max }\right) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
v(x, t)=\int_{0}^{u} \frac{d s}{f(s)} \geq \frac{u}{f(u)} \tag{3.4}
\end{equation*}
$$

From (3.4) and (1.2), we also have

$$
\begin{equation*}
\mu \frac{\partial v}{\partial N}=\frac{1}{f(u)} \mu \frac{\partial u}{\partial N}=\frac{-(1-\mu) u}{f(u)} \geq-(1-\mu) v \tag{3.5}
\end{equation*}
$$

that is to say

$$
\begin{equation*}
\mu \frac{\partial v}{\partial N}+(1-\mu) v \geq 0 \quad \text { on } \quad \partial \Omega \times\left(0, T_{\max }\right) \tag{3.6}
\end{equation*}
$$

Since $w_{o}>\int_{0}^{b} \frac{d s}{f(s)}$ and $u(x, t) \leq b$ in $\Omega \times\left(0, T_{\max }\right)$, from (3.1) it follows that

$$
\begin{equation*}
\sup _{(x, t) \in \Omega \times\left(0, T_{\max }\right)} v(x, t)<w_{o} . \tag{3.7}
\end{equation*}
$$

Let $z$ be the solution of the following problem:

$$
\begin{gather*}
\frac{\partial z}{\partial t}=L z+1 \quad \text { in } \quad \Omega \times(0, \infty),  \tag{3.8}\\
\mu \frac{\partial z}{\partial N}+(1-\mu) z=0 \quad \text { on } \quad \partial \Omega \times(0, \infty),  \tag{3.9}\\
z(x, 0)=0 \quad \text { in } \quad \Omega . \tag{3.10}
\end{gather*}
$$

¿From the maximum principle, we deduce that

$$
\begin{equation*}
v(x, t) \geq z(x, t) \quad \text { in } \quad \Omega \times\left(0, T_{\max }\right) \tag{3.11}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} z(x, t)=w(x) . \tag{3.12}
\end{equation*}
$$

Therefore from (3.7) and (3.12), there exist $x_{o} \in \Omega$ and a finite $t_{o}$ such that

$$
\begin{equation*}
z\left(x_{o}, t_{o}\right)>\sup _{(x, t) \in \Omega \times\left(0, T_{\max }\right)} v(x, t), \tag{3.13}
\end{equation*}
$$

which implies that $t_{o} \geq T_{\text {max }}$. In fact, suppose that $t_{o}<T_{\max }$. From (3.11), we have $v\left(x_{o}, t_{o}\right) \geq z\left(x_{o}, t_{o}\right)$ which contradicts (3.13). Consequently, $T_{\max }$ is finite and $u$ quenches in a finite time.
Now, suppose that $u_{o}(x) \geq 0$. From the maximum principle

$$
\begin{equation*}
u(x, t) \geq u_{1}(x, t) \quad \text { in } \quad \Omega \times\left(0, T_{1}\right) \tag{3.14}
\end{equation*}
$$

where $u_{1}$ is the solution of the problem (1.1) - (1.2) with $u_{1}(x, 0)=0$ in $\Omega$ and $\left(0, T_{1}\right)$ is the maximum time interval in which the solutions $u$ and $u_{1}$ exist. From the above result, we know that $u_{1}$ quenches in a finite time because

$$
\begin{equation*}
w_{o}>\int_{0}^{b} \frac{d s}{f(s)} . \tag{3.15}
\end{equation*}
$$

Therefore, from (3.14), $u$ also quenches in a finite time which yields the result.
$(\beta)$ Assume at first that $u_{o}(x)=0$. Then $M=0$. Put $s(M)=s_{o}$ and show that for any $h$ satisfying the following problem

$$
\begin{gather*}
L h+f\left(s_{o}\right)=0 \quad \text { in } \quad \Omega,  \tag{3.16}\\
\mu \frac{\partial h}{\partial N}+(1-\mu) h=0 \quad \text { on } \quad \partial \Omega, \tag{3.17}
\end{gather*}
$$

we have $h \leq s_{o}$. In fact put $k(x)=f\left(s_{o}\right) w(x)-h(x)$. We obtain

$$
\begin{gather*}
L k(x)=-f\left(s_{o}\right)-L h(x)=0  \tag{3.18}\\
\mu \frac{\partial k(x)}{\partial N}+(1-\mu) k(x)=0 \tag{3.19}
\end{gather*}
$$

From the maximum principle, we deduce that

$$
k(x)=f\left(s_{o}\right) w(x)-h(x) \geq 0 \quad \text { in } \quad \Omega,
$$

that is to say

$$
\begin{equation*}
h(x) \leq f\left(s_{o}\right) w(x) \leq f\left(s_{o}\right) w_{o} \leq s_{o} \tag{3.20}
\end{equation*}
$$

By Theorem 2.1, there exists a time $T_{2}$ such that $u$ exists in $\Omega \times\left(0, T_{2}\right)$. Put $z(x, t)=h(x)-u(x, t)$. From the maximum principle, $h(x) \geq 0$ in $\Omega$. It follows that

$$
\begin{equation*}
z(x, 0) \geq 0 \quad \text { in } \quad \Omega \tag{3.21}
\end{equation*}
$$

because $u_{o}(x)=0$ in $\Omega$. Since $f$ is an increasing function, from (3.20), we also have

$$
\begin{equation*}
z_{t}-L z=f\left(s_{o}\right)-f(u(x, t)) \geq f(h)-f(u)=f^{\prime}(\xi) z \quad \text { in } \quad \Omega \times\left(0, T_{2}\right) \tag{3.22}
\end{equation*}
$$

where $\xi=(1-\theta) h+\theta u<b$ with $0 \leq \theta \leq 1$. Finally we have

$$
\begin{equation*}
\mu \frac{\partial z}{\partial N}+(1-\mu) z=0 \quad \text { on } \quad \partial \Omega \times\left(0, T_{2}\right) \tag{3.23}
\end{equation*}
$$

From the maximum principle, we obtain $h(x) \geq u$ in $\Omega \times\left(0, T_{2}\right)$. Consequently

$$
\begin{equation*}
u(x, t) \leq s_{o}<b \quad \text { in } \quad \Omega \times\left(0, T_{2}\right) \tag{3.24}
\end{equation*}
$$

Owing to Theorem 2.2, there exists $T_{2}^{\prime}>T_{2}$ such that the solution $u$ of (1.1) - (1.3) exists in $\Omega \times\left(0, T_{2}^{\prime}\right)$. Reasoning as above, we have $u(x, t) \leq s_{o}<b$ in $\Omega \times\left(0, T_{2}^{\prime}\right)$. Iterating this process, we obtain $u(x, t) \leq s_{o}<b$ in $\Omega \times(0, \infty)$.
Now, suppose that $u_{o}(x) \geq 0$ and let $w_{1}$ be the solution of the following problem:

$$
\begin{gather*}
\frac{\partial w_{1}}{\partial t}=L w_{1}+f\left(w_{1}\right) \quad \text { in } \quad \Omega \times(0, T)  \tag{3.25}\\
\mu \frac{\partial w_{1}}{\partial N}+(1-\mu) w_{1}=(1-\mu) M \quad \text { on } \quad \partial \Omega \times(0, T),  \tag{3.26}\\
w_{1}(x, 0)=M \quad \text { in } \quad \Omega . \tag{3.27}
\end{gather*}
$$

Put $v_{1}(x, t)=w_{1}(x, t)-M$. We have

$$
\begin{gather*}
\frac{\partial v_{1}}{\partial t}=L v_{1}+f_{1}\left(v_{1}\right) \quad \text { in } \quad \Omega \times(0, T)  \tag{3.28}\\
\mu \frac{\partial v_{1}}{\partial N}+(1-\mu) v_{1}=0 \quad \text { on } \quad \partial \Omega \times(0, T)  \tag{3.29}\\
v_{1}(x, 0)=0 \tag{3.30}
\end{gather*} \quad \text { in } \quad \Omega,
$$

where $f_{1}\left(v_{1}\right)=f\left(v_{1}+M\right)$. We obtain $f_{1}(0)=f(M)>0$ and $\lim _{t \rightarrow b-M} f_{1}(t)=\infty$. From the above result, we know that $v_{1}(x, t)$ exists in $\Omega \times(0, \infty)$ and $v_{1}(x, t) \leq s(M)$ in $\Omega \times(0, \infty)$ because

$$
\begin{equation*}
w_{o} \leq \sup _{0<s<b-M} \frac{s}{f_{1}(s)}=\sup _{0<s<b-M} \frac{s}{f(s+M)} \tag{3.31}
\end{equation*}
$$

This implies that $w_{1}(x, t)$ exists in $\Omega \times(0, \infty)$. Therefore from (3.25) - (3.27), $u$ exists in $\Omega \times\left(0, T_{\max }\right)$ and

$$
\begin{equation*}
u(x, t) \leq w_{1}(x, t) \leq s(M)+M<b \quad \text { in } \quad \Omega \times\left(0, T_{\max }\right), \tag{3.32}
\end{equation*}
$$

where $\left(0, T_{\max }\right)$ is the maximum time interval in which $u$ exists. Consequently from (3.32) and Theorem 2.2, we deduce that $T_{\max }=\infty$, which yields the result.

Remark 3.3. If $f(s)=(b-s)^{-p}$ with $p>0$, we have

$$
\int_{0}^{b} \frac{d s}{f(s)}=\frac{b^{p+1}}{p+1}, \quad \sup _{0<s<b-M} \frac{s}{f(s+M)}=\frac{(b-M)^{p+1} p^{p}}{(p+1)^{p+1}} \quad \text { and } \quad s(M)=\frac{b-M}{p+1} .
$$

Corollary 3.4. Suppose that $L=\Delta$ and $\Omega$ contains a domain $\Omega_{*}$ with piecewise analytic boundary. For $x \in \Omega_{*}$, denote its harmonic radius by $R_{x}\left(\Omega_{*}\right)$. If

$$
\sup _{x \in \Omega_{*}} R_{x}^{2}\left(\Omega_{*}\right)>2 n \int_{0}^{b} \frac{d s}{f(s)},
$$

then the solution $u$ of the problem (1.1) - (1.3) quenches in a finite time. If $f(s)=$ $(b-s)^{-p}$, then the result holds when

$$
\sup _{x \in \Omega_{*}} R_{x}^{2}\left(\Omega_{*}\right)>\frac{2 n b^{p+1}}{p+1}
$$

Proof. Let $v$ be the solution of the following problem:

$$
\begin{gather*}
\frac{\partial v}{\partial t}=\Delta v+f(v) \quad \text { in } \quad \Omega_{*} \times(0, T),  \tag{3.33}\\
v=0 \quad \text { on } \quad \partial \Omega_{*} \times(0, T),  \tag{3.34}\\
v(x, 0)=u_{o}(x) \quad \text { in } \quad \Omega_{*} . \tag{3.35}
\end{gather*}
$$

¿From the maximum principle $u \geq v$ in $\Omega_{*} \times\left(0, T_{\max }\right)$ where $\left(0, T_{\max }\right)$ is the maximum time interval in which the solutions $u$ and $v$ exist. Let $w$ be the solution of the following problem:

$$
\Delta w+1=0 \quad \text { in } \quad \Omega_{*}, \quad w=0 \quad \text { on } \quad \partial \Omega_{*} .
$$

From the results in ( [2], Theorem 2.9, p.70), w(x) satisfies the inequality

$$
w(x) \geq \frac{R_{x}^{2}\left(\Omega_{*}\right)}{2 n} .
$$

By Theorem $3.2(\alpha)$, the solution $v$ quenches in a finite time because

$$
w_{o}=\sup _{x \in \Omega_{*}} w(x) \geq \frac{\sup _{x \in \Omega_{*}} R_{x}^{2}\left(\Omega_{*}\right)}{2 n}>\int_{0}^{b} \frac{d s}{f(s)} .
$$

This implies that $u$ also quenches in a finite time and we have the result. The case where $f(s)=(b-s)^{-p}$ is a direct consequence of Remark 3.3.

Remark 3.5. Let $\Omega_{*}$ be a bounded domain in $R^{n}$ with piecewise analytic boundary. For $x \in \Omega_{*}$, denote its harmonic radius by $R_{x}\left(\Omega_{*}\right)$. Then we have $R_{x}\left(\Omega_{*}\right) \geq$ $\operatorname{dist}\left(x, \partial \Omega_{*}\right)$ (see, for instance[2]).

Corollary 3.6. Suppose that $\Omega$ contains a ball $B$ of radius $R$ and let $L=\Delta$. Then the solution $u$ of (1.1) - (1.3) quenches in a finite time if

$$
R^{2}>2 n \int_{0}^{b} \frac{d s}{f(s)}
$$

If $f(s)=(b-s)^{-p}$, then the result holds when

$$
R^{2}>\frac{2 n b^{p+1}}{p+1}
$$

Proof. For $x \in B$, let $R_{x}(B)$ be the harmonic radius of the ball $B$. by Remark 3.5, we get $\sup _{x \in B} R_{x}^{2}(B) \geq R^{2}$. The rest of the proof is a direct consequence of Corollary 3.4.

Corollary 3.7. Let $L=\Delta$. Suppose that

$$
|\Omega| \leq\left(2 n \sup _{0<s<b-M} \frac{s}{f(s+M)}\right)^{\frac{n}{2}} \omega_{n}
$$

where $\omega_{n}$ denote the volume of the unit sphere in $R^{n}$. Then the solution $u$ of the problem (1.1) - (1.3) with $\mu=0$ exists in $\Omega \times(0, \infty)$ and

$$
u(x, t) \leq s(M)+M \quad \text { in } \quad \Omega \times(0, \infty)
$$

where $M=\sup _{x \in \Omega} u_{o}(x)$ and

$$
s(M)=\inf \left\{s \in(0, b-M) \quad \text { such that } \quad\left[\sup _{0<s<b-M} \frac{s}{f(s+M)}\right] f(s+M)=s\right\} .
$$

If $f(s)=(b-s)^{-p}$, then the result holds when

$$
|\Omega| \leq\left(2 n \frac{(b-M)^{p+1} p^{p}}{(p+1)^{p+1}}\right)^{\frac{n}{2}} \omega_{n}
$$

Proof. From the results in ([2]), we know that

$$
w(x) \leq \frac{1}{2 n}\left(\frac{|\Omega|}{\omega_{n}}\right)^{\frac{2}{n}}
$$

Then by Theorem $3.2(\beta)$, we obtain the result.
Corollary 3.8. Let $L=\Delta$. Suppose that $\Omega \subset \subset(0, l) \times D$ where $D \subset R^{n-1}$ is a bounded domain and $(0, l) \subset R^{1}$. Suppose also that

$$
l \leq \sqrt{8 \sup _{0<s<b-M} \frac{s}{f(s+M)}}
$$

Then the solution $u$ of the problem (1.1) - (1.3) with $\mu=0$ exists in $\Omega \times(0, \infty)$ and

$$
u(x, t) \leq s(M)+M \quad \text { in } \quad \Omega \times(0, \infty)
$$

where $M=\sup _{x \in \Omega} u_{o}(x)$ and

$$
s(M)=\inf \left\{s \in(0, b-M) \quad \text { such that } \quad\left[\sup _{0<s<b-M} \frac{s}{f(s+M)}\right] f(s+M)=s\right\} .
$$

Proof. Since $D$ is a bounded domain, there exist numbers $l_{i}(i=2, \ldots, n)$ such that $\Omega \subset \subset(0, l) \times \prod_{i=2}^{n}\left[0, l_{i}\right]=I$. Let $\psi\left(x_{1}, x^{\prime}\right)$ be a function defined in $I$ by

$$
\psi\left(x_{1}, x^{\prime}\right)=\frac{1}{2} x_{1}\left(l-x_{1}\right),
$$

with $x_{1} \in(0, l)$ and $x^{\prime} \in \prod_{i=2}^{n}\left[0, l_{i}\right]$. We obtain

$$
\Delta \psi\left(x_{1}, x^{\prime}\right)+1=0 \quad \text { in } \quad I, \quad \psi\left(x_{1}, x^{\prime}\right) \geq 0 \quad \text { on } \quad \partial I .
$$

Since $\psi\left(x_{1}, x^{\prime}\right)>0$ in $\bar{\Omega}$, from the maximum principle, $\psi \geq w$ in $\Omega$, where $w(x)$ is the solution of the following problem

$$
\Delta w+1=0 \quad \text { in } \quad \Omega, \quad w=0 \quad \text { on } \quad \partial \Omega .
$$

Since $\|\psi\|_{L^{\infty}(I)}=\frac{l^{2}}{8}$, we also have $w_{o}=\|w\|_{L^{\infty}(\Omega)} \leq \frac{l^{2}}{8}$. Then, by Theorem $3.2(\beta)$, $u$ exists in $\Omega \times(0, \infty)$ and

$$
u(x, t) \leq s(M)+M \quad \text { in } \quad \Omega \times(0, \infty)
$$

because

$$
w_{o}=\|w\|_{L^{\infty}(\Omega)} \leq \frac{l^{2}}{8} \leq \sup _{0<s<b-M} \frac{s}{f(s+M)}
$$

Therefore, we obtain the result.

## 4 Application

In this section, we are interested in the existence and nonexistence of the solution for the problem (1.1) - (1.3) in the case where $\Omega=R^{m} \times \Omega_{o}$ with $0 \leq m<n$ and $\Omega_{o} \subset R^{n-m}$ is a bounded domain. Putting $x=\left(x_{m}, y\right)$, we suppose that the coefficients $a_{i j}(x)=a_{i j}\left(x_{m}, y\right)$ and $\mu(x)=\mu\left(x_{m}, y\right)$ are invariant under the translation of $x_{m}$ for $x_{m} \in R^{m}$.

Theorem 4.1. Let $w_{\Omega_{o}}$ be the maximum of the solution for the following boundary value problem:

$$
\begin{gathered}
L \psi+1=0 \quad \text { in } \quad \Omega_{o}, \\
\mu \frac{\partial \psi}{\partial N}+(1-\mu) \psi=0 \quad \text { on } \quad \partial \Omega_{o} .
\end{gathered}
$$

( $\alpha$ ) If $w_{\Omega_{o}}>\int_{0}^{b} \frac{d s}{f(s)}$, then the solution $u$ of the problem (1.1) - (1.3) quenches in a finite time.
( $\beta$ ) If $\sup _{0<s<b-M} \frac{s}{f(s+M)} \geq w_{\Omega_{o}}$, then the solution $u$ of the problem (1.1) - (1.3) exists in $\Omega \times(0, \infty)$ and

$$
\sup _{(x, t) \in \Omega \times(0, \infty)} u(x, t) \leq s(M)+M<b
$$

where $M=\sup _{x \in \Omega} u_{o}(x)$ and

$$
s(M)=\inf \left\{s \in(0, b-M) \quad \text { such that } \quad\left[\sup _{0<s<b-M} \frac{s}{f(s+M)}\right] f(s+M)=s\right\} .
$$

In the proof of Theorem 4.1, the following lemma will be used.
Lemma 4.2. Suppose that $\Omega=R^{m} \times \Omega_{o}$, where $\Omega_{o} \subset R^{n-m}$ is a bounded domain. Then, the problem (1.1) - (1.3) has at most one nonnegative classical solution.
Proof. Let $u_{1}$ and $u_{2}$ be two nonnegative classical solutions of the problem (1.1) (1.3). Put $w_{2}=u_{1}-u_{2}$. We obtain

$$
\begin{aligned}
\frac{\partial w_{2}}{\partial t}=L w_{2}+f^{\prime}(\xi) w_{2} & \text { in } \quad \Omega \times(0, T), \\
\mu \frac{\partial w_{2}}{\partial N}+(1-\mu) w_{2}=0 & \text { on } \quad \partial \Omega \times(0, T), \\
w_{2}(x, 0)=0 & \text { in } \quad \Omega,
\end{aligned}
$$

where $\xi=(1-\theta) u_{1}+\theta u_{2}$ with $\theta \in[0,1]$. We also have

$$
0 \leq\left|w_{2}(x, t)\right|<b \quad \text { in } \quad \Omega \times(0, T)
$$

because for $i \in\{1,2\}, 0 \leq u_{i}(x, t)<b \quad$ in $\quad \Omega \times(0, T)$. Since $f^{\prime}(\xi)$ is bounded for $t<T$, the result follows from the Phragmèn-Lindelöf principle (see, for instance [12]).

## Proof of Theorem 4.1.

$(\alpha)$ Consider the following problem:

$$
\begin{gather*}
\frac{\partial v}{\partial t}=L v+f(v) \quad \text { in } \quad \Omega \times(0, T),  \tag{4.1}\\
\mu \frac{\partial v}{\partial N}+(1-\mu) v=0 \quad \text { on } \quad \partial \Omega \times(0, T),  \tag{4.2}\\
v(x, 0)=0 \quad \text { in } \quad \Omega . \tag{4.3}
\end{gather*}
$$

Put $x=\left(x_{m}, y\right)$ where $x_{m} \in R^{m}$ and $y \in \Omega_{o}$. Let $v(x, t)=v\left(x_{m}, y, t\right)$ be a nonnegative classical solution of the problem (4.1) - (4.3). Since the operators $\frac{\partial}{\partial t}-L, \frac{\partial}{\partial N}$, the domain $\Omega$ and the function $\mu$ are invariant under the translation of $x_{m}$, for any $h \in R^{m}, v_{1}(x, t)=v\left(x_{m}+h, y, t\right)$ is also a nonnegative solution of the problem (4.1)-(4.3). From the uniqueness of the solution, we have $v_{1}(x, t) \equiv v(x, t)$. Therefore $v(x, t)=v\left(x_{m}, y, t\right)$ depends only on $y$ and $t$. This implies that the problem (4.1) - (4.3) can be reduced to the following form:

$$
\begin{gather*}
\frac{\partial v}{\partial t}=L_{n-m} v+f(v) \quad \text { in } \quad \Omega_{o} \times(0, T)  \tag{4.4}\\
\mu \frac{\partial v}{\partial N_{n-m}}+(1-\mu) v=0 \quad \text { on } \quad \partial \Omega_{o} \times(0, T),  \tag{4.5}\\
v(x, 0)=0 \quad \text { in } \quad \Omega_{o}, \tag{4.6}
\end{gather*}
$$

where

$$
L_{n-m} v=\sum_{i, j=m+1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial v}{\partial x_{j}}\right), \quad \frac{\partial v}{\partial N_{n-m}}=\sum_{i, j=m+1}^{n} \cos \left(\nu, x_{i}\right) a_{i j}(x) \frac{\partial v}{\partial x_{j}} .
$$

By Theorem $3.2(\alpha)$, we know that $v$ quenches in a finite time because

$$
\begin{equation*}
w_{\Omega_{o}}>\int_{0}^{b} \frac{d s}{f(s)} \tag{4.7}
\end{equation*}
$$

From the maximum principle, we have

$$
u(x, t) \geq v(x, t) \quad \text { in } \quad R^{m} \times \Omega_{o} \times\left(0, T_{\max }\right)
$$

where $\left(0, T_{\text {max }}\right)$ is the maximum time interval in which $u$ and $v$ exist. This implies that $u$ also quenches in a finite time.
$(\beta)$ Now consider the following problem:

$$
\begin{gather*}
\frac{\partial w}{\partial t}=L w+f(w) \quad \text { in } \quad \Omega \times(0, T)  \tag{4.8}\\
\mu \frac{\partial w}{\partial N}+(1-\mu) w=(1-\mu) M \quad \text { on } \quad \partial \Omega \times(0, T)  \tag{4.9}\\
w(x, 0)=M \quad \text { in } \quad \Omega \tag{4.10}
\end{gather*}
$$

where $M=\sup _{x \in \Omega} u_{o}(x)<b$. Put $w_{*}(x, t)=w(x, t)-M$. We obtain

$$
\begin{align*}
\frac{\partial w_{*}}{\partial t}=L w_{*}+f_{*}\left(w_{*}\right) & \text { in } \quad \Omega \times(0, T),  \tag{4.11}\\
\mu \frac{\partial w_{*}}{\partial N}+(1-\mu) w_{*}=0 & \text { on } \quad \partial \Omega \times(0, T),  \tag{4.12}\\
w_{*}(x, 0)=0 & \text { in } \quad \Omega, \tag{4.13}
\end{align*}
$$

where $f_{*}\left(w_{*}\right)=f\left(w_{*}+M\right)$. We also have $f_{*}(0)=f(M)>0$ and $\lim _{t \rightarrow b-M} f_{*}(t)=\infty$. As above, we know that $w_{*}(x, t)=w_{*}\left(x_{m}, y, t\right)$ depends only on $y$ and $t$. Moreover (4.11) - (4.13) may be written in the following form

$$
\begin{gather*}
\frac{\partial w_{*}}{\partial t}=L_{n-m} w_{*}+f_{*}\left(w_{*}\right) \quad \text { in } \quad \Omega_{o} \times(0, T),  \tag{4.14}\\
\mu \frac{\partial w_{*}}{\partial N_{n-m}}+(1-\mu) w_{*}=0 \quad \text { on } \quad \partial \Omega_{o} \times(0, T),  \tag{4.15}\\
w_{*}(x, 0)=0 \quad \text { in } \quad \Omega_{o} . \tag{4.16}
\end{gather*}
$$

Therefore by Theorem $3.2(\beta), w_{*}(x, t)$ exists in $R^{m} \times \Omega_{o} \times(0, \infty)$ and is bounded above by $s(M) \in] 0, b-M[$ because

$$
\begin{equation*}
w_{\Omega_{o}} \leq \sup _{0<s<b-M} \frac{s}{f_{*}(s)}=\sup _{0<s<b-M} \frac{s}{f(s+M)} \tag{4.17}
\end{equation*}
$$

Consequently $w(x, t)$ exists in $R^{m} \times \Omega_{o} \times(0, \infty)$ and is bounded above by $s(M)+$ $M \in] 0, b[$. Therefore from (4.8) - (4.10) and the maximum principle, $u$ exists in $R^{m} \times \Omega_{o} \times\left(0, T_{\max }\right)$ and

$$
\begin{equation*}
u(x, t) \leq w(x, t) \leq s(M)+M \quad \text { in } \quad R^{m} \times \Omega_{o} \times\left(0, T_{\max }\right) \tag{4.18}
\end{equation*}
$$

where $\left(0, T_{\text {max }}\right)$ is the maximum time interval in which the solution $u$ exists. Since $s(M)+M<b$, from (4.18) and Theorem 2.2, $T_{\max }=\infty$ and we have the result.

Corollary 4.3. Let $L=\Delta$ and suppose that $\Omega=R^{m} \times \Omega_{o}$ where $0 \leq m \leq n$ and $\Omega_{o} \subset R^{n-m}$ is a bounded domain.
(i) First case: If $m=n$, then the solution $u$ of the problem (1.1) - (1.3) quenches in a finite time.
(ii) Second case: If $0 \leq m<n$ and $\Omega_{o}$ contains a domain $\Omega_{*}$ with piecewise analytic boundary such that

$$
\sup _{x \in \Omega_{*}} R_{x}^{2}\left(\Omega_{*}\right)>2 n \int_{0}^{b} \frac{d s}{f(s)},
$$

then the solution $u$ of the problem (1.1) - (1.3) quenches in a finite time. If $\mu=0$ and $\Omega_{o} \subset \subset(0, l) \times D_{o}$ with

$$
l \leq \sqrt{8 \sup _{0<s<b-M} \frac{s}{f(s+M)}}
$$

then the solution $u$ of the problem (1.1) - (1.3) exists in $\Omega \times(0, \infty)$ and

$$
\sup _{(x, t) \in \Omega \times(0, \infty)} u(x, t) \leq s(M)+M<b
$$

where $M=\sup _{x \in \Omega} u_{o}(x)$ and

$$
s(M)=\inf \left\{s \in(0, b-M) \quad \text { such that } \quad\left[\sup _{0<s<b-M} \frac{s}{f(s+M)}\right] f(s+M)=s\right\}
$$

$\operatorname{Proof}(i) n=m$. The proof is an easy consequence of Corollary 3.6. In fact, since the Green's function of the heat equation is positive, we have $u \geq 0$ in $R^{n} \times(0, T)$. Let $B$ be a ball of radius $R$ such that

$$
R^{2}>2 n \int_{0}^{b} \frac{d s}{f(s)}
$$

From the maximum principle, we have $u \geq v$ in $B \times\left(0, T_{\max }\right)$ where $v$ is a solution of the problem (1.1) - (1.2) with $v(x, 0)=0$ in the case where $\Omega=B, \mu=0$ and $\left(0, T_{\max }\right)$ is the maximum time interval in which the solutions $u$ and $v$ exist. Then, by Corollary $3.6, v$ quenches in a finite time because

$$
R^{2}>2 n \int_{0}^{b} \frac{d s}{f(s)}
$$

This implies that $u$ also quenches in a finite time, which yields the result.
(ii) Let $v$ be the solution of the following problem:

$$
\begin{gather*}
\frac{\partial v}{\partial t}=\Delta v+f(v) \quad \text { in } \quad \Omega_{p} \times(0, T)  \tag{4.19}\\
v=0 \quad \text { on } \quad \partial \Omega_{p} \times(0, T)  \tag{4.20}\\
v(x, 0)=u_{o}(x) \quad \text { in } \quad \Omega_{p} \tag{4.21}
\end{gather*}
$$

where $\Omega_{p}=\Omega_{*} \times(0, T)$. ¿From the maximum principle $u \geq v$ in $R^{m} \times \Omega_{*} \times\left(0, T_{\text {max }}\right)$ where $\left(0, T_{\max }\right)$ is the maximum time interval in which the solutions $u$ and $v$ exist. Let $w_{\Omega_{*}}$ be the maximum of the solution for the following problem:

$$
\Delta w+1=0 \quad \text { in } \quad \Omega_{*}, \quad w=0 \quad \text { on } \quad \partial \Omega_{*} .
$$

From the results in ([2], Theorem 2.9, p.70), w(x) satisfies the inequality

$$
w(x) \geq \frac{R_{x}^{2}\left(\Omega_{*}\right)}{2 n}
$$

By Theorem $4.1(\alpha)$, the solution $v$ quenches in a finite time because

$$
w_{\Omega_{*}}=\sup _{x \in \Omega_{*}} w(x) \geq \frac{\sup _{x \in \Omega_{*}} R_{x}^{2}\left(\Omega_{*}\right)}{2 n}>\int_{0}^{b} \frac{d s}{f(s)} .
$$

This implies that $u$ also quenches in a finite time and we obtain the first result. Now let $w_{\Omega_{o}}$ be the maximum of the solution for the following problem:

$$
\Delta w+1=0 \quad \text { in } \quad \Omega_{o}, \quad w=0 \quad \text { on } \quad \partial \Omega_{o} .
$$

To prove the second part of our theorem, by Theorem $4.1(\beta)$, it is sufficient to show that

$$
w_{\Omega_{o}}=\|w\|_{L^{\infty}\left(\Omega_{o}\right)} \leq \frac{l^{2}}{8} \leq \sup _{0<s<b-M} \frac{s}{f(s+M)} .
$$

But, this follows from the proof of Corollary 3.8.

## 5 Another characterization of quenching

In this section, we show that the global existence of the solution for the problem (1.1) - (1.3) depends on the existence of a certain stationary solution of this problem.

## Theorem 5.1.

Consider the following problem:

$$
\begin{gather*}
L v+f(v)=0 \quad \text { in } \quad \Omega  \tag{P1}\\
\mu \frac{\partial v}{\partial N}+(1-\mu) v=0 \quad \text { on } \quad \partial \Omega \tag{P2}
\end{gather*}
$$

First case: If the solution $v$ of the problem $(P 1)-(P 2)$ exists with $v_{o}=\sup _{x \in \bar{\Omega}} v(x)<b$, then the solution $u$ of the problem (1.1) - (1.3) exists in $\Omega \times(0, \infty)$ for $u_{o}(x) \leq v(x)$ in $\Omega$. Moreover

$$
u(x, t) \leq v_{o} \quad \text { in } \quad \Omega \times(0, \infty)
$$

Second case: If the solution $v$ of the problem $(P 1)-(P 2)$ does not exist, then the solution $u$ of the problem (1.1) - (1.3) quenches in a finite time.
The following lemma will be used in the proof of Theorem 5.1.
Lemma 5.2. Suppose that $l(s)$ is a bounded and increasing function in $(0, \infty)$. Then we have

$$
\lim _{t \rightarrow \infty} l^{\prime}(t)=0
$$

Proof. We get

$$
\int_{0}^{t} l^{\prime}(s) d s=l(t)-l(0) \leq C<\infty
$$

It follows that $\int_{0}^{\infty} l^{\prime}(s) d s<\infty$, which leads to the result.

## Proof of Theorem 5.1.

First case:
Since $u$ is the solution of the problem (1.1) - (1.3), owing to Theorem 2.1, there is a finite time $T$ such that $u(x, t)$ exists in $\Omega \times(0, T)$. From the maximum principle, it follows that $u(x, t) \leq v(x)<b$ in $\Omega \times(0, T)$ because $u_{o}(x) \leq v(x)$. By Theorem 2.2 , there exists $T^{\prime}>T$ such that $u(x, t)$ exists in $\Omega \times\left(0, T^{\prime}\right)$. Reasoning as above, we have $u(x, t) \leq v_{o}<b$ in $\Omega \times\left(0, T^{\prime}\right)$. Iterating this process, we obtain the result. Second case:
Suppose that $\sup _{x \in \Omega} u(x, t)<b$ for all $t \geq 0$. Assume at first that $u(x, 0)=0$. Let $G(x, y)$ be the Green's function of $-L$ with the following boundary condition :

$$
\mu \frac{\partial G(x, y)}{\partial N_{x}}+(1-\mu) G(x, y)=0
$$

Put

$$
\begin{equation*}
w(x, t)=\int_{\Omega} G(x, y) u(y, t) d y \tag{5.1}
\end{equation*}
$$

We obtain

$$
\begin{equation*}
w_{t}(x, t)=\int_{\Omega} G(x, y) u_{t}(y, t) d y \tag{5.2}
\end{equation*}
$$

From (1.1) and (5.2), we also have

$$
\begin{equation*}
w_{t}(x, t)=-u(x, t)+\int_{\Omega} G(x, y) f(u(y, t)) d y \tag{5.3}
\end{equation*}
$$

From the maximum principle

$$
\begin{equation*}
u_{t} \geq 0 \quad \text { in } \quad \Omega \times(0, T) \tag{5.4}
\end{equation*}
$$

because $L u(x, 0)+f(u(x, 0)) \geq 0$. Therefore

$$
\begin{equation*}
\lim _{t \rightarrow \infty} u(x, t):=z(x) \tag{5.5}
\end{equation*}
$$

exists because $u$ is a bounded and increasing function. Consequently, from (5.3), (5.4), (5.5) and the monotone convergence theorem, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} w_{t}(x, t)=-z(x)+\int_{\Omega} G(x, y) f(z(y)) d y \tag{5.6}
\end{equation*}
$$

Since

$$
G(x, y) \geq 0 \quad \text { and } \quad \sup _{x \in \Omega} \int_{\Omega} G(x, y) d y<\infty
$$

from (5.1), (5.2) and (5.4), it follows that $w_{t}(x, t) \geq 0$ and $w$ is bounded. Then Lemma 5.2 implies that $\lim _{t \rightarrow \infty} w_{t}(x, t)=0$ for all $x \in \Omega$. Therefore from (5.6), we obtain

$$
z(x)=\int_{\Omega} G(x, y) f(z(y)) d y
$$

Consequently we have

$$
\begin{gathered}
L z+f(z)=0 \quad \text { in } \quad \Omega \\
\mu \frac{\partial z}{\partial N}+(1-\mu) z=0 \quad \text { on } \quad \partial \Omega
\end{gathered}
$$

which is a contradiction to our hypothesis. Therefore, $u$ quenches in a finite time. Now suppose that $u(x, 0)=u_{o}(x) \geq 0$. From the maximum principle,

$$
\begin{equation*}
u(x, t) \geq v(x, t) \quad \text { in } \quad \Omega \times\left(0, T_{\max }\right) \tag{5.7}
\end{equation*}
$$

where $v$ is the solution of the problem (1.1) - (1.2) with $v(x, 0)=0$ and $\left(0, T_{\text {max }}\right)$ is the maximum time interval in which $u$ and $v$ exist. From the above result, we know that $v$ quenches in a finite time. Then from (5.7), $u$ also quenches in a finite time, which yields the result.

## 6 Asymptotic behavior near the quenching time

In this section, we obtain some conditions under which the solution of the problem (1.1) - (1.3) quenches in a finite time and we describe the asymptotic behavior of this solution near its quenching time.

Theorem 6.1.
Suppose that the function $f(s)$ is positive, increasing, convex for positive values of s, $L u_{o}(x)+f\left(u_{o}(x)\right) \geq 0$ in $\Omega$ and $\int_{0}^{b} \frac{d s}{f(s)}<\infty$. Finally suppose that there is a constant $A<b$ close to $b$ such that

$$
s f^{\prime}(s) \geq f(s) \quad \text { for } \quad s \geq A
$$

Then the solution $u$ of the problem (1.1) - (1.3) quenches in a finite time $T$ and there exist two constants $c_{1}$ and $c_{2}$ such that

$$
H_{f}\left(c_{2}(T-t)\right) \leq \sup _{x \in \bar{\Omega}} u(x, t) \leq H_{f}\left(c_{1}(T-t)\right)
$$

where $H_{f}(s)$ is the inverse function of $F(s)=\int_{s}^{b} \frac{d s}{f(s)}$.
Corollary 6.2. Suppose that $f(u)=(b-u)^{-p}$ with $p>0$ and $L u_{o}(x)+f\left(u_{o}(x)\right) \geq$ 0 in $\Omega$. Then the solution $u$ of the problem (1.1) - (1.3) quenches in a finite time $T$ and there exist two constants $C_{1}$ and $C_{2}$ such that

$$
b-C_{2}(T-t)^{\frac{1}{p+1}} \leq \sup _{x \in \bar{\Omega}} u(x, t) \leq b-C_{1}(T-t)^{\frac{1}{p+1}} .
$$

Proof of Theorem 6.1.
Let $(0, T)$ be the maximum time interval in which the solution $u$ of the problem (1.1) - (1.3) exists. Since $u_{o}(x) \geq 0$, from the maximum principle, we have $u \geq 0$ in $\Omega \times(0, T)$. Put $w=\frac{\partial u}{\partial t}$. We obtain

$$
\begin{gather*}
\frac{\partial w}{\partial t}=L w+f^{\prime}(u) w \quad \text { in } \quad \Omega \times(0, T)  \tag{6.1}\\
\mu \frac{\partial w}{\partial N}+(1-\mu) w=0 \quad \text { on } \quad \partial \Omega \times(0, T) \tag{6.2}
\end{gather*}
$$

$$
\begin{equation*}
w(x, 0) \geq 0 \quad \text { in } \quad \Omega \tag{6.3}
\end{equation*}
$$

From the maximum principle, it follows that

$$
\begin{equation*}
\frac{\partial u}{\partial t} \geq c>0 \quad \text { in } \quad \Omega \times\left(\varepsilon_{o}, T\right) \tag{6.4}
\end{equation*}
$$

for $\varepsilon_{o}>0$. Put $J(x, t)=u_{t}-\delta f(u)$ where $\delta$ is a constant which will be determined later. We have

$$
\begin{aligned}
\frac{\partial J}{\partial t}-L J & =\frac{\partial}{\partial t}\left(u_{t}-L u\right)-\delta f^{\prime}(u)\left(u_{t}-L u\right)+f^{\prime \prime}(u)\left[\sum_{i, j=1}^{n} a_{i j}(x) u_{x_{i}} u_{x_{j}}\right] \\
& \geq f^{\prime}(u) u_{t}-\delta f^{\prime}(u) f(u)=f^{\prime}(u) J \quad \text { in } \quad \Omega \times(0, T)
\end{aligned}
$$

because $f$ is convex and $u_{t}-L u=f(u)$. We also have

$$
J\left(x, \varepsilon_{o}\right)=u_{t}\left(x, \varepsilon_{o}\right)-\delta f\left(u\left(x, \varepsilon_{o}\right)\right) \quad \text { in } \Omega
$$

From (6.4), choose $\delta<\frac{c}{f(A)}$ small enough that

$$
\begin{equation*}
J\left(x, \varepsilon_{o}\right)>0 \quad \text { in } \quad \Omega \tag{6.5}
\end{equation*}
$$

Show that $J(x, t) \geq 0$ in $\bar{\Omega} \times\left(\varepsilon_{o}, T\right)$. In fact suppose that $J$ admits a negative minimum in $\left(x_{o}, t_{o}\right)$ in $\bar{\Omega} \times\left(\varepsilon_{o}, T\right)$. From the maximum principle, $\left(x_{o}, t_{o}\right) \in \partial \Omega \times$ $\left(\varepsilon_{o}, T\right)$.
If $u\left(x_{o}, t_{o}\right)<A<b$, from (6.4), we have

$$
J\left(x_{o}, t_{o}\right)=u_{t}\left(x_{o}, t_{o}\right)-\delta f\left(u\left(x_{o}, t_{o}\right)\right) \geq c-\delta f(A)
$$

because $f$ is an increasing function. Since $\delta<\frac{c}{f(A)}$, we obtain $J\left(x_{o}, t_{o}\right)>0$ which is a contradiction.

If $u\left(x_{o}, t_{o}\right)>A$, then we have $\mu \frac{\partial J}{\partial N}\left(x_{o}, t_{o}\right)+(1-\mu) J\left(x_{o}, t_{o}\right)<0$, which implies that

$$
u\left(x_{o}, t_{o}\right) f^{\prime}\left(u\left(x_{o}, t_{o}\right)\right)<f\left(u\left(x_{o}, t_{o}\right)\right) .
$$

Therefore, we have again a contradiction because by hypothesis $u f^{\prime}(u) \geq f(u)$ for $u \geq A$. We deduce that $u_{t}(x, t) \geq f(u)$ in $\Omega \times\left(\varepsilon_{o}, T\right)$ that is

$$
\begin{equation*}
-(F(u))_{t} \geq \delta . \tag{6.6}
\end{equation*}
$$

Integrating (6.6) over $\left(\varepsilon_{o}, T\right)$, it follows that

$$
\begin{equation*}
\infty>F\left(u\left(x, \varepsilon_{o}\right)\right) \geq F\left(u\left(x, \varepsilon_{o}\right)\right)-F(u(x, T)) \geq \delta\left(T-\varepsilon_{o}\right) \tag{6.7}
\end{equation*}
$$

Therefore, $T$ is finite and $u$ quenches in a finite time. Integrating again (6.6) over $(t, T)$, we have

$$
\begin{equation*}
F(u(x, t)) \geq F(u(x, t))-F(u(x, T)) \geq \delta(T-t) \tag{6.8}
\end{equation*}
$$

Since $H_{f}$ is a decreasing function, from (6.8) we obtain

$$
\sup _{x \in \bar{\Omega}} u(x, t) \leq H_{f}(\delta(T-t)) .
$$

Now put $U(t)=\sup _{x \in \bar{\Omega}} u(x, t)$. Since $\bar{\Omega}$ is compact, there exist $x_{i} \in \bar{\Omega}(i=1,2)$ such that $U\left(t_{i}\right)=u\left(x_{i}, t_{i}\right)$ for $t_{i} \geq 0$. Let $h=t_{2}-t_{1}$. We also have

$$
U\left(t_{2}\right)-U\left(t_{1}\right) \leq u\left(x_{2}, t_{2}\right)-u\left(x_{2}, t_{1}\right)=h u_{t}\left(x_{2}, t_{2}\right)+0(h) .
$$

Consequently

$$
\begin{equation*}
\frac{U\left(t_{2}\right)-U\left(t_{1}\right)}{t_{2}-t_{1}} \leq u_{t}\left(x_{2}, t_{2}\right)+0(1) \tag{6.9}
\end{equation*}
$$

Since $L u\left(x_{2}, t_{2}\right) \leq 0$, we obtain

$$
\begin{equation*}
u_{t}\left(x_{2}, t_{2}\right) \leq f\left(u\left(x_{2}, t_{2}\right)\right)=f\left(U\left(t_{2}\right)\right) \tag{6.10}
\end{equation*}
$$

In the fact that

$$
\lim _{t_{1} \rightarrow t_{2}} \frac{U\left(t_{2}\right)-U\left(t_{1}\right)}{t_{2}-t_{1}}=U^{\prime}\left(t_{2}\right)
$$

from (6.9) and (6.10), we deduce that $U^{\prime}\left(t_{2}\right) \leq f\left(U\left(t_{2}\right)\right)$. Therefore

$$
\sup _{x \in \bar{\Omega}} u(x, t) \geq H_{f}(T-t)
$$

which gives the result.

## 7 Quenching time.

In this section, we give some conditions under which the solution of the problem (1.4) - (1.6) quenches in a finite time and estimate its quenching time.

Theorem 7.1. Suppose that $\int_{0}^{b} \frac{d s}{g(s)}<\infty$ and for positive values of $s, g(s)$ is positive and increasing. Then the solution $u$ of the problem (1.4) - (1.6) quenches in a finite time $T$ and

$$
T \leq \frac{|\Omega|}{|\partial \Omega|} \int_{m}^{b} \frac{d s}{g(s)}
$$

where $m=\inf _{x \in \Omega} u_{*}(x)$.
Proof. Let $(0, T)$ be the maximum time interval in which the solution $u$ of the problem (1.4) - (1.6) exists. Our aim is to show that $T$ is finite and satisfies the above inequality. Since $u_{*}(x) \geq 0$ in $\Omega$, from the maximum principle $u(x, t) \geq 0$ in $\Omega \times(0, T)$. Multiplying (1.4) by $\frac{1}{g(u)}$, we have after integration over $\Omega$

$$
\begin{equation*}
-\frac{d}{d t} \int_{\Omega} G(u(x, t)) d x=\int_{\partial \Omega} d s+\int_{\Omega} \frac{g^{\prime}(u)}{g^{2}(u)} \sum_{i, j=1}^{n} a_{i j}(x) \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}} d x \tag{7.1}
\end{equation*}
$$

where $G(s)=\int_{s}^{b} \frac{d z}{g(z)}$. Since $g$ is an increasing function, from (7.1) we obtain

$$
\begin{equation*}
-\frac{d}{d t} \int_{\Omega} G(u(x, t)) d x \geq|\partial \Omega| . \tag{7.2}
\end{equation*}
$$

Integrating (7.2) over $(0, T)$ and using the fact that $G(u(x, T)) \geq 0$, we have

$$
\begin{equation*}
\infty>|\Omega| \int_{m}^{b} \frac{d s}{g(s)} \geq \int_{\Omega} \int_{u_{*}(x)}^{b} \frac{d s}{g(s)} d x \geq T|\partial \Omega| \tag{7.3}
\end{equation*}
$$

Then the solution $u$ of the problem (1.4) - (1.6) quenches in a finite time $T$ and we obtain the result.

## 8 Quenching set.

In this section, we describe the quenching set of the solution for the problem (1.4) (1.6). More precisely, we show that under some conditions, the solution of the problem (1.4) - (1.6) quenches in a finite time and its quenching set is on the boundary $\partial \Omega$ of the domain $\Omega$.

## Theorem 8.1.

Suppose that $\int_{0}^{b} \frac{d z}{g(z)}<+\infty, L u_{*}(x) \geq 0$ and for positive values of $s, g(s)$ is positive, increasing and convex. Then the solution $u$ of the problem (1.4) - (1.6) quenches in a finite time $T$ and there is a constant $\delta>0$ such that the following estimate holds:

$$
\sup _{x \in \bar{\Omega}} u(x, t) \leq H_{g}(\delta(T-t))
$$

where $H_{g}(s)$ is the inverse function of $G(s)=\int_{s}^{b} \frac{d z}{g(z)}$.
Theorem 8.2. Suppose that the hypotheses of Theorem 8.1 are satisfied. Suppose also that there is a positive constant $C_{o}$ such that

$$
s g^{\prime}\left(H_{g}(s)\right) \leq C_{o} \quad \text { for } \quad s>0
$$

Then the solution $u$ of the problem (1.4) - (1.6) quenches in a finite time $T$ and $E_{Q} \subset \partial \Omega$, where $E_{Q}$ is the quenching set of the solution $u$.
Remark 8.3. If $g(s)=(b-s)^{-p}$, then we may take $C_{o}=\frac{p}{p+1}$.
Proof of Theorem 8.1. Let $(0, T)$ be the maximum time interval in which the solution $u$ of the problem (1.4) - (1.6) exists and put $w=u_{t}$. Since $L u_{*}(x) \geq 0$, we have

$$
\begin{array}{cc}
\frac{\partial w}{\partial t}-L w=0 & \text { in } \quad \Omega \times(0, T) \\
\frac{\partial w}{\partial N}=g^{\prime}(u) w & \text { on } \quad \\
w(x, 0) \geq 0 & \quad \text { in } \quad \Omega
\end{array}
$$

¿From the maximum principle

$$
\begin{equation*}
w(x, t) \geq c>0 \quad \text { in } \quad \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.1}
\end{equation*}
$$

for $\varepsilon_{o}>0$. Consider the following function: $J(x, t)=u_{t}-\delta g(u)$. From (8.1), take $\delta$ small enough that

$$
\begin{equation*}
J\left(x, \varepsilon_{o}\right)=u_{t}\left(x, \varepsilon_{o}\right)-\delta g\left(u\left(x, \varepsilon_{o}\right)\right)>0 \tag{8.2}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\frac{\partial J}{\partial N}=g^{\prime}(u)\left(u_{t}-\delta g(u)\right)=g^{\prime}(u) J \quad \text { on } \quad \partial \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.3}
\end{equation*}
$$

Finally we have

$$
\frac{\partial J}{\partial t}-L J=\frac{\partial}{\partial t}\left(u_{t}-L u\right)-\delta g^{\prime}(u)\left(u_{t}-L u\right)+g^{\prime \prime}(u)\left[\sum_{i, j=1}^{n} a_{i j}(x) u_{x_{i}} u_{x_{j}}\right] .
$$

Since $g$ is a convex function, from (1.4) we obtain

$$
\begin{equation*}
J_{t}-L J \geq 0 \quad \text { in } \quad \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.4}
\end{equation*}
$$

From the maximum principle, we deduce that

$$
J(x, t) \geq 0 \quad \text { in } \quad \Omega \times\left(\varepsilon_{o}, T\right)
$$

that is to say

$$
\begin{equation*}
u_{t} \geq \delta g(u) \quad \text { in } \quad \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.5}
\end{equation*}
$$

Since $\int_{0}^{b} \frac{d z}{g(z)}<+\infty$, then the function $G(s)=\int_{s}^{b} \frac{d z}{g(z)}$ is well defined. Therefore from (8.5), it follows that

$$
\begin{equation*}
-(G(u))_{t} \geq \delta \quad \text { in } \quad \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.6}
\end{equation*}
$$

Integrating (8.6) over $\left(\varepsilon_{o}, T\right)$, we have

$$
\infty>G\left(u\left(x, \varepsilon_{o}\right)\right) \geq G\left(u\left(x, \varepsilon_{o}\right)\right)-G(u(x, T)) \geq \delta\left(T-\varepsilon_{o}\right)
$$

This implies that $T$ is finite and $u$ quenches in a finite time. On the other hand, integrating (8.6) over $(t, T)$, we also have

$$
G(u(x, t)) \geq G(u(x, t))-G(u(x, T)) \geq \delta(T-t)
$$

Since $G$ is a decreasing function, so is $H_{g}$ and we obtain

$$
\sup _{x \in \bar{\Omega}} u(x, t) \leq H_{g}(\delta(T-t))
$$

Therefore, the theorem is proved.

## Proof of Theorem 8.2.

By Theorem 8.1, we know that $u$ quenches in a finite time $T$. Then our aim is to show that $E_{Q} \subset \partial \Omega$. Let $d(x)=\operatorname{dist}(x, \partial \Omega)$ and $v(x)=d^{2}(x)$ for $x \in N_{\varepsilon}(\partial \Omega)$ where

$$
N_{\varepsilon}(\partial \Omega)=\{x \in \Omega \quad \text { such that } \quad d(x)<\varepsilon\} .
$$

Since $\partial \Omega$ is of class $C^{2}$, then the function $v(x) \in C^{2}\left(\overline{N_{\varepsilon}(\partial \Omega)}\right)$ if $\varepsilon$ is sufficiently small. On $\partial \Omega$, we have

$$
\begin{gathered}
L v-\frac{C_{o}}{v} \sum_{i, j=1}^{n} a_{i j}(x) v_{x_{i}} v_{x_{j}} \\
=\sum_{i=1}^{n} a_{i i}(x) v_{x_{i} x_{i}}+\sum_{i=1}^{n}\left(\sum_{j=1}^{n} \frac{\partial a_{i j}(x)}{\partial x_{j}}\right) v_{x_{i}}-\frac{C_{o}}{v} \sum_{i, j=1}^{n} a_{i j}(x) v_{x_{i}} v_{x_{j}} \\
=2 \sum_{i=1}^{n} a_{i i}(x)+2 d \sum_{i=1}^{n}\left(\sum_{j=1}^{n} \frac{\partial a_{i j}(x)}{\partial x_{j}}\right) d_{x_{i}}-4 C_{o} \sum_{i, j=1}^{n} a_{i j}(x) d_{x_{i}} d_{x_{j}} \\
\geq-2 \sum_{i=1}^{n}\left|a_{i i}(x)\right|-2 d^{\prime} \sum_{i=1}^{n}\left|\sum_{j=1}^{n} \frac{\partial a_{i j}(x)}{\partial x_{j}}\right||\nabla d|-4 C_{o} \lambda_{2}|\nabla d|^{2}
\end{gathered}
$$

where $d^{\prime}=\sup _{x \in \bar{\Omega}, y \in \bar{\Omega}}\|x-y\|$. Therefore, there exists a positive constant $C_{1}$ such that

$$
L v-\frac{C_{o}}{v} \sum_{i, j=1}^{n} a_{i j}(x) v_{x_{i}} v_{x_{j}} \geq-C_{1} \quad \text { on } \quad \partial \Omega
$$

Since $v \in C^{2}\left(\overline{N_{\varepsilon}(\partial \Omega)}\right)$ for $\varepsilon$ sufficiently small, let $\varepsilon_{o}$ be so small that

$$
L v-\frac{C_{o}}{v} \sum_{i, j=1}^{n} a_{i j}(x) v_{x_{i}} v_{x_{j}} \geq-2 C_{1} \quad \text { in } \quad \overline{N_{\varepsilon_{o}}(\partial \Omega)} .
$$

We extend $v$ to a function on $\bar{\Omega}$ such that $v \in C^{2}(\bar{\Omega})$ and $v \geq C_{o}^{*}>0$ in $\overline{\Omega-N_{\varepsilon_{o}}(\partial \Omega)}$. Then we have

$$
\begin{equation*}
L v-\frac{C_{o}}{v} \sum_{i, j=1}^{n} a_{i j}(x) v_{x_{i}} v_{x_{j}} \geq-C^{*} \quad \text { in } \quad \bar{\Omega} \tag{8.7}
\end{equation*}
$$

for some $C^{*}>0$. Since $H_{g}(0)=b$, multiplying (8.7) by $\epsilon$ small enough, we may assume without loss of generality that $C^{*}$ and $v$ are sufficiently small so that

$$
\begin{equation*}
H_{g}\left(\delta\left(v(x)+C^{*}\left(T-\varepsilon_{o}\right)\right)\right)>u\left(x, \varepsilon_{o}\right) . \tag{8.8}
\end{equation*}
$$

Put $w(x, t)=H_{g}(\tau)$ where $\tau=\delta\left(v(x)+C^{*}(T-t)\right)$. From (8.8), we obtain

$$
w\left(x, \varepsilon_{o}\right)>u\left(x, \varepsilon_{o}\right) \quad \text { in } \quad \Omega .
$$

We also have

$$
\begin{equation*}
w_{t}-L w=-\delta H_{g}^{\prime}(\tau)\left[C^{*}+L v+\delta \frac{H_{g}^{\prime \prime}(\tau)}{H_{g}^{\prime}(\tau)} \sum_{i, j=1}^{n} a_{i j}(x) v_{x_{i}} v_{x_{j}}\right] \tag{8.9}
\end{equation*}
$$

Since $H_{g}(s)$ is the inverse function of $G(s)$, we have $H_{g}^{\prime}(s)=-g\left(H_{g}(s)\right)$ and $H_{g}^{\prime \prime}(s)=$ $-H_{g}^{\prime}(s) g^{\prime}\left(H_{g}(s)\right)$. Consequently

$$
\begin{equation*}
w_{t}-L w=\delta g\left(H_{g}(s)\right)\left[C^{*}+L v-\delta g^{\prime}\left(H_{g}(\tau)\right) \sum_{i, j=1}^{n} a_{i j}(x) v_{x_{i}} v_{x_{j}}\right] . \tag{8.10}
\end{equation*}
$$

Since $s g^{\prime}\left(H_{g}(s)\right) \leq C_{o}$ for $s>0$, using the fact that $g^{\prime}\left(H_{g}(s)\right)$ is a decreasing function ( $g^{\prime}$ is increasing and $H_{g}$ is decreasing), we have

$$
\begin{equation*}
w_{t}-l w \geq \delta g\left(H_{g}(\tau)\right)\left[C^{*}+L v-\frac{C_{o}}{v} \sum_{i, j=1}^{n} a_{i j}(x) v_{x_{i}} v_{x_{j}}\right] \tag{8.11}
\end{equation*}
$$

From (8.7) and (8.11), we deduce that

$$
\begin{equation*}
w_{t}-L w \geq 0 \quad \text { in } \quad \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.12}
\end{equation*}
$$

We also have

$$
\begin{equation*}
w(x, t)=H_{g}\left(\delta C^{*}(T-t)\right)>H_{g}(\delta(T-t)) \quad \text { on } \quad \partial \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.13}
\end{equation*}
$$

because $C^{*}<1$, which implies that

$$
\begin{equation*}
w(x, t)>u(x, t) \quad \text { on } \quad \partial \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.14}
\end{equation*}
$$

Consequently, from the maximum principle, it follows that

$$
\begin{equation*}
u(x, t)<w(x, t) \quad \text { in } \quad \Omega \times\left(\varepsilon_{o}, T\right) \tag{8.15}
\end{equation*}
$$

Since $H_{g}$ is decreasing, we obtain

$$
\begin{equation*}
u(x, t) \leq H_{g}\left(\delta\left(v(x)+C^{*}(T-t)\right)\right) \leq H_{g}(\delta v(x)) . \tag{8.16}
\end{equation*}
$$

Then if $\Omega^{\prime} \subset \subset \Omega$, from (8.16) we have

$$
\sup _{x \in \Omega^{\prime}, t \in[\varepsilon o, T)} u(x, t) \leq \sup _{x \in \Omega^{\prime}} H_{g}(\delta v(x))<b,
$$

which yields the result.
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