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#### Abstract

We prove in this paper some regularity results of solutions of the Poisson equation $\Delta u=f$, in Orlicz spaces.


## 1 Introduction

Let $\Omega$ be an open subset of $\mathbb{R}^{N}$ with $N \geq 2$ and let $f$ be a distribution on $\Omega$. We consider the Poisson equation

$$
\begin{equation*}
\Delta u=f \quad \text { in } \Omega . \tag{E}
\end{equation*}
$$

The regularity of solutions $u$ of equation $(E)$, in relation to the regularity of the second member $f$ is one of the classical questions concerning this equation (cf.[4-5]). In particular, it's well be known that:
$\left(R_{1}\right)$ If $f$ is a distribution of order 1 (resp. 0 ), then the solution $u \in L_{\text {loc }}^{p}(\Omega)$ for all $p<\frac{N}{N-1}$ (resp. $u \in L_{l o c}^{p}(\Omega)$ for all $p<\frac{N}{N-2}$ and $\frac{\partial u}{\partial x_{i}} \in L_{l o c}^{q}(\Omega)$ for all $\left.q<\frac{N}{N-1}\right)$.
$\left(R_{2}\right) \quad$ If $f \in L_{\text {loc }}^{r}(\Omega)$ with $r>\frac{N}{2}$ (resp. $r>N$ ), then $u$ is continuous (resp. continuously differentiable) on $\Omega$.

[^0]$\left(R_{3}\right)$ If $f \in L^{p}(\Omega)$, then $\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \in L^{p}(\Omega)$ for all $1<p<\infty$.
When $p=1$ (resp. $p=\infty$ ), the second derivatives of $u$ are in general not integrable (resp. bounded) in $\Omega$. In the case where $f$ lies in an Orlicz space $L_{A}(\Omega)$, the result $\left(R_{3}\right)$ is proved in [2] under the assumption that the N -function $A$ and its conjugate $\bar{A}$ satisfy the $\Delta_{2}$ condition.

It's our purpose in the first part of this paper, to prove the analogous regularity results of $\left(R_{1}\right)$ and $\left(R_{2}\right)$ in the general setting of Orlicz-spaces. The results obtained here constitute in particular a refinement of the $L^{p}$ case. The second part is devoted to obtain in the radial case some regularity results on the second derivatives $u$, without using any assumptions on the N -function $A$.

## 2 Preliminaries

In this section we list some definitions and well-known facts about N -functions, Orlicz spaces and Newtonian potential. For more details, we refer the reader to [1-4-5-9-10].
2.1- Let $A: \mathbb{R}^{+}:=[0, \infty) \rightarrow \mathbb{R}^{+}$be an N -function, i.e. $A$ is continuous, convex, with $A(t)>0$ for $t>0, \frac{A(t)}{t} \rightarrow 0$ (resp. $+\infty$ ) as $t \rightarrow 0^{+}$(resp. $t \rightarrow+\infty$ ). Equivalently, $A$ admits the representation:

$$
A(t)=\int_{0}^{t} a(s) d s
$$

where $a: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is nondecreasing, right continuous, with $a(0)=0, a(t)>0$ for $t>0$ and $a(t) \rightarrow+\infty$ as $t \rightarrow+\infty$. The N -function $\bar{A}$ conjugate to $A$ is defined by:

$$
\bar{A}(t)=\int_{0}^{t} \bar{a}(s) d s
$$

where, $\bar{a}(t)=\sup \{s, a(s) \leq t\}$. Clearly $\overline{\bar{A}}=A$ and one has Young's inequality:

$$
t . s \leq A(t)+\bar{A}(s),
$$

for all $s, t>0$. It's well known that we can assume that $a$ and $\bar{a}$ are continuous and strictly increasing. We will extend the N -functions into even functions on all $\mathbb{R}$. The N -function $A$ is said to satisfy the $\Delta_{2}$ condition (resp. near infinity) if there exists $k>0$ (resp. $t_{0}>0$ ) such that

$$
A(2 t) \leq k A(t)
$$

for all $t \geq 0$ (resp. $t \geq t_{0}$ ).
2.2- Let $\Omega$ be an open subset of $\mathbb{R}^{N}$ and $A$ an N -function. The Orlicz class $K_{A}(\Omega)$ is defined as the set of real-valued measurable functions $u$ on $\Omega$ such that,

$$
\int_{\Omega} A(u(x)) d x<\infty
$$

The Orlicz-space $L_{A}(\Omega)$ is the set of (equivalence classes of) real valued measurable functions $u$ such that $\frac{u}{\lambda} \in K_{A}(\Omega)$, for some $\lambda=\lambda(u)>0$. It's a Banach space under the norm

$$
\|u\|_{A, \Omega}=\inf \left\{\lambda>0: \int_{\Omega} A\left(\frac{u(x)}{\lambda}\right) d x \leq 1\right\} .
$$

The closure in $L_{A}(\Omega)$ of the bounded measurable functions with compact support in $\bar{\Omega}$ is denoted by $E_{A}(\Omega)$. The equality $E_{A}(\Omega)=L_{A}(\Omega)$ holds if and only if $A$ satisfies the $\Delta_{2}$ condition, for all $t$ or for $t$ large according to whether $\Omega$ has a finite measure or not. The dual space of $E_{A}(\Omega)$ can be identified with $L_{\bar{A}}(\Omega)$ by means of the pairing $\int_{\Omega} u(x) v(x) d x$ and the dual norm on $L_{\bar{A}}(\Omega)$ is equivalent to $\|u\|_{\bar{A}, \Omega}$. We recall the Hlder's inequality

$$
\int_{\Omega} u(x) v(x) d x \leq 2\|u\|_{A, \Omega}\|v\|_{\bar{A}, \Omega}
$$

for all $u \in L_{A}(\Omega)$ and all $v \in L_{\bar{A}}(\Omega)$. We say that $u_{n}$ converges to $u$ in modular sense (denoted by $u_{n} \rightarrow u(\bmod )$ ) in $L_{A}(\Omega)$, if for some constant $\lambda>0$,

$$
\int_{\Omega} A\left(\frac{u_{n}-u}{\lambda}\right) d x \rightarrow 0, \text { as } n \rightarrow+\infty .
$$

Lemma 2.1. (see [6])- Let $u$ be an element of $L_{A}\left(\mathbb{R}^{N}\right)$ with $2 u \in K_{A}\left(\mathbb{R}^{N}\right)$ and $T_{y} u$ the translation of $u$,.i.e. $T_{y} u(x)=u(x-y)$. Then:

$$
\int_{\mathbb{R}^{N}} A\left(T_{y} u-u\right) d x \rightarrow 0, \text { as }|y| \rightarrow 0
$$

2.3- We define the Newtonian function $P_{N}(x)$ on $\mathbb{R}^{N} \backslash\{0\}$ by:

$$
P_{N}(x)=P_{N}(|x|)=\left\{\begin{array}{ll}
\frac{|x|}{2} & \text { if } \\
N=1 \\
\frac{\log (|x|)}{2 \pi} & \text { if } \\
\frac{1}{k_{N}|x|^{N-2}} & \text { if }
\end{array} \quad N \geq 3\right.
$$

$k_{N}=(2-N) \sigma_{N}$, where $\sigma_{N}$ is the measure of unit sphere of $\mathbb{R}^{N}$. The function $P_{N}(x)$ which is locally integrable, is the elementary solution of the Poisson equation

$$
\Delta P_{N}=\delta \text { on } \mathbb{R}^{N},
$$

where $\delta$ is the Dirac measure. It's easy to prove that:

$$
\frac{\partial P_{N}(x)}{\partial x_{i}}=\frac{x_{i}}{\sigma_{N}|x|^{N}},(1 \leq i \leq N)
$$

and that:
for $N=1, P_{1}(x)$ and $\frac{d P_{1}(x)}{d x}$ lie in $L_{l o c}^{p}(\mathbb{R})$, for $1 \leq p \leq \infty$;
for $N=2, P_{2}(x) \in L_{l o c}^{p}\left(\mathbb{R}^{2}\right)$ (resp. $\left.\frac{\partial P_{2}(x)}{\partial x_{i}} \in L_{l o c}^{p}\left(\mathbb{R}^{2}\right)\right)$, for all $p<\infty$ (resp. $p<2$ ); for $N \geq 3, P_{N}(x) \in L_{l o c}^{p}\left(\mathbb{R}^{N}\right)\left(\right.$ resp $\left.\frac{\partial P_{N}(x)}{\partial x_{i}} \in L_{l o c}^{p}\left(\mathbb{R}^{N}\right)\right)$, for all $p<\frac{N}{N-2}$ (resp. $p<\frac{N}{N-1}$.

Definition 2.2. (see.[4])- Let $f$ be a distribution on $\mathbb{R}^{N}$ with compact support. The distribution P. $N(f)=P_{N} * f$ is called the Newtonian potential of $f$.
In particular, $P_{N}$ is the Newtonian potential of $\delta$ and each distribution $u$ with compact support is the Newtonian potential of its laplacian.

## 3 Regularity of the solution and its first derivatives

The following lemmas will be used below. The first can be found in [11], we give its proof for more convenience.

Lemma 3.1. Let $\Omega$ be an open subset of $\mathbb{R}^{N}$ and let $A$ be an $N$-function. If $u_{n} \rightarrow u(\bmod )$ in $L_{A}(\Omega)$, then $u_{n} . f \rightarrow u$.f in $L^{1}(\Omega)$, for all $f \in L_{\bar{A}}(\Omega)$.

Proof- Let $f \in L_{\bar{A}}(\Omega)$, i.e. there exists a constant $\lambda_{1}>0$ such that

$$
\bar{A}\left(\frac{f}{\lambda_{1}}\right) \in L^{1}(\Omega)
$$

Also, there exists a constant $\lambda_{2}>0$ such that

$$
M\left(\frac{2\left(u_{n}-u\right)}{\lambda_{2}}\right) \rightarrow 0 \text { in } L^{1}(\Omega)
$$

which implies that there exists a subsequence $\left(u_{n_{k}}\right)$ of $\left(u_{n}\right)$ satisfying:

$$
u_{n_{k}} \rightarrow u \text { a.e in } \Omega
$$

and

$$
A\left(\frac{2\left(u_{n_{k}}-u\right)}{\lambda_{2}}\right) \leq h_{1}(x) \text { a.e in } \Omega,
$$

for some function $h_{1}(x) \in L^{1}(\Omega)$.
On the other hand, by convexity of $A$ we get

$$
A\left(\frac{u_{n_{k}}}{\lambda}\right) \leq \frac{1}{2} A\left(\frac{2\left(u_{n_{k}}-u\right)}{\lambda}\right)+\frac{1}{2} A\left(\frac{2 u}{\lambda}\right) .
$$

For $\lambda>\lambda_{2}$ such that $A\left(\frac{2 u}{\lambda}\right) \in L^{1}(\Omega)$, we have

$$
\begin{gathered}
u_{n_{k}}(x) \frac{|f(x)|}{\lambda_{2}} \leq \lambda A^{-1}(h(x)) \frac{|f(x)|}{\lambda_{2}} \\
\leq \lambda\left[h(x)+\bar{A}\left(\frac{|f(x)|}{\lambda_{2}}\right)\right]
\end{gathered}
$$

where $h(x)=\frac{1}{2}\left[h_{1}(x)+A\left(\frac{2 u}{\lambda}\right)\right] \in L^{1}(\Omega)$. By virtue of Lebesgue theorem we get

$$
u_{n_{k}} \cdot f \rightarrow u . f \text { in } L^{1}(\Omega)
$$

Finally, we conclude for the original sequence $\left(u_{n}\right)$ by a standard contradiction argument.

Lemma 3.2. Let $A$ be an $N$-function and let $g \in L_{A}^{l o c}\left(\mathbb{R}^{N}\right)$.
1)- If $f$ is a Radon measure on $\mathbb{R}^{N}$ with compact support, then the convolution $g * f$ is a function which lies in $L_{A}^{l o c}\left(\mathbb{R}^{N}\right)$.
2)- If $f \in L_{\bar{A}}\left(\mathbb{R}^{N}\right)$ with compact support, then $g * f$ is continuous on $\mathbb{R}^{N}$.

Proof- Let $R>0$ such that $\operatorname{supp}(f) \subset B(0, R)$. Using the Lebesgue decomposition theorem we can write,

$$
f=v \cdot m,
$$

where $v$ is a function taking the values 1 or -1 and $m$ is the variation of $f$. Giving a real $r>0$ and a continuous function $\xi$ on $\mathbb{R}^{N}$ with a support in $\bar{B}(0, r)$, we have

$$
\begin{aligned}
|\langle g * f, \xi\rangle| \leq & \int_{B(0, r)}\left(\int_{B(0, R)}|g(x-y) v(y)| d m(y)\right)|\xi(x)| d x= \\
& \int_{B(0, R)}\left(\int_{B(y, r)}|g(x)| \cdot|\xi(x)| d x\right) d m(y) \\
& \leq\left(\int d m\right)\|g\|_{A, \bar{B}(0, R+r)} \cdot\|\xi\|_{\bar{A}, B(0, r)},
\end{aligned}
$$

where $\langle u, v\rangle=\int u(x) v(x) d x$.
For 2), there exists a real $\lambda^{*}>0$ such that

$$
\frac{g}{\lambda^{*}} \in K_{A}(B(0, R)) .
$$

Moreover,

$$
\begin{gathered}
\left|\frac{g}{2 \lambda^{*}} * f\left(x_{1}\right)-\frac{g}{2 \lambda^{*}} * f\left(x_{2}\right)\right| \leq \\
\int_{B(0, R)}\left|T_{x_{2}-x_{1}}\left(\frac{g}{2 \lambda^{*}}\right)(z)-\frac{g}{2 \lambda^{*}}(z)\right| \cdot\left|f\left(x_{2}-z\right)\right| d z
\end{gathered}
$$

Since,

$$
\left|T_{x_{2}-x_{1}}\left(\frac{g}{2 \lambda^{*}}\right)-\frac{g}{2 \lambda^{*}}\right| \rightarrow 0(\bmod ) \text { in } L_{A}(B(0, R)) \text {, as } x_{2} \rightarrow x_{1}
$$

(due to lemma 2.1) then the conclusion follows directly from lemma 3.1.

Definition 3.3. Let $A$ be an $N$-function. We say that $A$ satisfies the property (P1) (resp. (P2)) if

$$
\int_{1}^{+\infty} \frac{A(t)}{t^{1+\frac{N}{N-2}}} d t<\infty
$$

(resp.

$$
\left.\int_{1}^{+\infty} \frac{A(t)}{t^{1+\frac{N}{N-1}}} d t<\infty\right)
$$

Remarks 3.4. Note that: $(P 2) \Rightarrow(P 1)$.
Lemma 3.5. Let $A$ be an $N$-function and $\alpha>1$. The following conditions are equivalent

$$
\begin{equation*}
\int_{1}^{\infty} \frac{A(s)}{s^{1+\alpha}} d s<\infty \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
\int_{1}^{\infty}\left(\frac{s}{\bar{A}(s)}\right)^{\alpha-1} d s<\infty \tag{3.2}
\end{equation*}
$$

Proof. For the first implication, we have

$$
\lim _{c \rightarrow \infty} \int_{c}^{2 c} \frac{A(s)}{s^{1+\alpha}} d s=0
$$

which implies that

$$
\lim _{c \rightarrow \infty} \frac{A(c)}{c^{\alpha}}=0
$$

which is equivalent to

$$
\lim _{c \rightarrow \infty} \frac{c}{A^{-1}(c)^{\alpha}}=0
$$

and also to

$$
\lim _{c \rightarrow \infty} \frac{c^{\alpha}}{\bar{A}(c)^{\alpha-1}}=0
$$

where we have used the following inequalities

$$
\begin{equation*}
t \leq A^{-1}(t) \bar{A}^{-1}(t) \leq 2 t \tag{3.3}
\end{equation*}
$$

The change of the integration variable and the integration by parts allow to have

$$
\begin{gathered}
\int_{1}^{\infty} \frac{A(s)}{s^{1+\alpha}} d s=\int_{c_{1}}^{\infty} \frac{t}{\left(A^{-1}(t)\right)^{1+\alpha}} d A^{-1}(t) \\
=c_{2}+\frac{1}{\alpha} \int_{c_{1}}^{\infty} \frac{d t}{\left(A^{-1}(t)\right)^{\alpha}}
\end{gathered}
$$

for some constants $c_{1}$ and $c_{2}$. Hence by (3.3), we can write

$$
\begin{gathered}
\int_{1}^{\infty} \frac{A(s)}{s^{1+\alpha}} d s \geq \frac{1}{\alpha} \int_{c_{1}}^{\infty}\left(\frac{\bar{A}^{-1}(t)}{2 t}\right)^{\alpha} d t=\frac{1}{\alpha 2^{\alpha}} \int_{c_{3}}^{\infty}\left(\frac{s}{\bar{A}(s)}\right)^{\alpha} d \bar{A}(s) \\
=c_{4}+c_{5} \int_{c_{3}}^{\infty}\left(\frac{s}{\bar{A}(s)}\right)^{\alpha-1} d s
\end{gathered}
$$

for some constants $c_{3}, c_{4}$ and $c_{5}$. Then, (3.1) implies (3.2).
For the reverse implication, doing the above steps in reverse order we can deduce analogously.

In the following, we denote by $\operatorname{ord}(f)$ the order of the distribution $f$.

Theorem 3.6. Let $\Omega$ be an open subset of $\mathbb{R}^{N}(N \geq 3)$, $f$ be a distribution on $\Omega$ and $u$ the solution of the equation $(E)$. Then 1)- If $\operatorname{ord}(f)=0$, then $u \in L_{A}^{\text {loc }}(\Omega)$ (resp. $\frac{\partial u}{\partial x_{i}} \in L_{A}^{\text {loc }}(\Omega)$ ) for all $N$-function $A$ satisfying (P1) (resp. all $N$-function $A$ satisfying (P2));
2)- if ord $(f)=1$, then $u \in L_{A}^{\text {loc }}(\Omega)$ for all $N$-function $A$ satisfying (P2);
3)- if $f \in L_{A}^{\text {loc }}(\Omega)$ and $\int_{1}^{\infty}\left(\frac{t}{A(t)}\right)^{\frac{2}{N-2}} d t<\infty$, then $u$ is continuous;
4)- if $f \in L_{A}^{\text {loc }}(\Omega)$ and $\int_{1}^{\infty}\left(\frac{t}{A(t)}\right)^{\frac{1}{N-1}} d t<\infty$, then $u$ is continuously differentiable.

Proof. Given an open bounded $U$ such that $\bar{U} \subset \Omega$ and a function $\varphi \in D(\Omega)$ such that $\varphi \equiv 1$ on $U$, we consider the functions $F_{0}=\varphi . f$ and $F_{1}=\Delta(\varphi \cdot u)-F_{0}$. Let $u_{0}$ and $u_{1}$ be the Newtonian potentials of $F_{0}$ and $F_{1}$ respectively. We have $u_{0}=P_{N} * F_{0}=P_{N} *(\varphi . f)$ and $u_{1}=P_{N} * F_{1}=P_{N} *(\Delta(\varphi \cdot u))-P_{N} * F_{0}$.
This implies that

$$
u_{0}+u_{1}=P_{N} *(\Delta(\varphi \cdot u))=u \text { on } U .
$$

Moreover, $u_{1}$ is harmonic on $U$ (because $F_{1}=0$ on $U$ ), and so $u$ and $u_{0}$ have similar regularity (locally). Hence, one can assume that $\Omega=\mathbb{R}^{N}, f$ is a distribution with compact support and $u=P . N(f)$.
Note that if $\operatorname{ord}(f) \leq 1$, i.e.

$$
f=f_{0}+\sum_{k=1}^{N} \frac{\partial f_{k}}{\partial x_{k}}
$$

where $f_{k}(0 \leq k \leq N)$ are measures with compact support, then we have

$$
u=\sum_{k=0}^{N} u_{k},
$$

where $u_{0}=P . N\left(f_{0}\right)$ and $u_{k}=P . N\left(\frac{\partial f_{k}}{\partial x_{k}}\right)$.

1) Suppose that $\operatorname{ord}(f)=0$, i.e. $f=f_{0}$.

If $A$ satisfies (P1), then we claim that

$$
P_{N} \in L_{A}^{l o c}\left(\mathbb{R}^{N}\right)
$$

Indeed, for all real $R>0$ we have

$$
\begin{aligned}
\int_{|x|<R} A\left(\left|k_{N} \cdot P_{N}(x)\right|\right) d x & =\sigma_{N} \int_{0}^{R} r^{N-1} A\left(\frac{1}{r^{N-2}}\right) d r \\
& =\frac{\sigma_{N}}{N-2} \int_{\frac{1}{R^{N-2}}}^{+\infty} \frac{A(t)}{t^{1+\frac{N}{N-2}}} d t<\infty
\end{aligned}
$$

. This implies by using lemma 3.2 that $u=P_{N} * f \in L_{A}^{\text {loc }}\left(\mathbb{R}^{N}\right)$.
Similarly, if $A$ satisfies (P2), then

$$
\frac{\partial P_{N}}{\partial x_{i}}(x) \in L_{A}^{l o c}\left(\mathbb{R}^{N}\right)
$$

(for $1 \leq i \leq N$ ). Indeed, for all real $R>0$ we have

$$
\begin{aligned}
& \int_{|x|<R} A\left(\sigma_{N} \frac{\partial P_{N}(x)}{\partial x_{i}}\right) d x \\
\leq & \int_{|x|<R} A\left(\frac{1}{|x|^{N-1}}\right) d x \\
= & \sigma_{N} \int_{0}^{R} r^{N-1} A\left(\frac{1}{r^{N-1}}\right) d r \\
\leq & \frac{\sigma_{N}}{N-1} \int_{\frac{1}{R^{N-1}}+\infty} \frac{A(t)}{t^{1+\frac{N}{N-1}}} d t<\infty,
\end{aligned}
$$

then, the conclusion follows from lemma 3.2.
2) Assume that $\operatorname{ord}(f)=1$ and $A$ satisfies (P2), then $\frac{\partial P_{N}}{\partial x_{i}}(x) \in L_{A}^{\text {loc }}\left(\mathbb{R}^{N}\right)$ for $1 \leq i \leq$ $N$ and (since (P2) implies (P1)) $P_{N} \in L_{A}^{\text {loc }}\left(\mathbb{R}^{N}\right)$, hence $u \in L_{A}^{\text {loc }}\left(\mathbb{R}^{N}\right)$.
For 3) and 4) Taking $\alpha=\frac{N}{N-2}$ (resp. $\alpha=\frac{N}{N-1}$ ) in lemma 3.5, one deduce that $\bar{A}$ satisfies $\left(P_{1}\right)$ (resp. $\left(P_{2}\right)$ ), which implies as above that $P_{N} \in L_{\bar{A}}^{\text {loc }}\left(\mathbb{R}^{N}\right)$ (resp. $\left.\frac{\partial P_{N}}{\partial x_{i}} \in L_{\bar{A}}^{l o c}\left(\mathbb{R}^{N}\right)\right)$.
Then by using the lemma 3.2 for $f$ and $g=P_{N}$ (resp. $f$ and $g=\frac{\partial P_{N}}{\partial x_{i}}$ ), we conclude.
Remark 3.7. In the $L^{p}$ case, the property (P1) (resp. (P2)) is equivalent to $p<\frac{N}{N-2}\left(\right.$ resp. $\left.p<\frac{N}{N-1}\right)$.

Example 3.8. We consider the $N$-functions:

$$
A(t)=\frac{t^{\frac{N}{N-2}}}{(\log (1+t))^{\alpha}} \text { and } B(t)=\frac{t^{\frac{N}{N-1}}}{(\log (1+t))^{\alpha}}
$$

where $\alpha>1$. The $N$-function $A$ (resp. B) satisfies the property (P1) (resp. (P2)). Indeed,

$$
\left.\int_{1}^{\infty} \frac{A(t)}{t^{1+\frac{N}{N-2}}}\right) d t=\int_{1}^{\infty} \frac{1}{t(\log (1+t))^{\alpha}} d t<\infty
$$

and

$$
\left.\int_{1}^{\infty} \frac{B(t)}{t^{1+\frac{N}{N-1}}}\right) d t=\int_{1}^{\infty} \frac{1}{t(\log (1+t))^{\alpha}} d t<\infty
$$

Theorem 3.9. Let $\Omega$ be an open subset of $\mathbb{R}^{2}$, and $A$ be an $N$-function such that

$$
\int_{1}^{+\infty} \frac{A(t)}{e^{2 \lambda t}} d t<\infty
$$

for some $\lambda>0$. If $f$ is a measure on $\Omega$ (resp. $\in L_{\frac{l o c}{A}}^{\text {lo }}(\Omega)$ ), then every solution $u$ of the equation ( $E$ ) lies in $L_{A}^{\text {loc }}(\Omega)$ (resp. is continuous on $\Omega$ ).

Proof - As in the proof of theorem 3.6, we can assume that $\Omega=\mathbb{R}^{2}, \operatorname{supp}(f)$ is compact and $u=P . N(f)$.
First, we have $P_{2} \in L_{A}^{\text {loc }}\left(\mathbb{R}^{2}\right)$. Indeed, for all real $R>0$ we have

$$
\begin{aligned}
& \int_{|x|<R} A\left(\frac{2 \pi}{\lambda} P_{2}(x)\right) d x \\
= & \sigma_{2} \int_{0}^{R} r A\left(\frac{\log (r)}{\lambda}\right) d r \\
= & \sigma_{2} \int_{\frac{1}{R}}^{+\infty} \frac{1}{r^{3}} A\left(\frac{\log (r)}{\lambda}\right) d r \\
= & \sigma_{2} \lambda \int_{c}^{+\infty} \frac{A(t)}{e^{2 \lambda t}} d t<\infty,
\end{aligned}
$$

where $c=\frac{-\log (R)}{\lambda}$, then we conclude by lemma 3.2.

Example 3.10. We consider the $N$-function $A(t)=e^{t}-t-1$, its conjuguate is $\bar{A}(t)=(1+|t|) \log (1+|t|)-|t|$. The $N$-function $A$ satisfies the condition of theorem 3.9.
Indeed, for $R>0$ and $\lambda>\frac{1}{2}$ we have

$$
\int_{1}^{+\infty} \frac{A(t)}{e^{2 \lambda t}} d t \leq \int_{1}^{+\infty} \frac{1}{e^{(2 \lambda-1) t}} d t<\infty
$$

## 4 Maximal regularity of radial solutions

In the following, we note by $B\left(0, R_{0}\right)$ an open ball of $\mathbb{R}^{N}$ with radius $R_{0}>0$ which is equal to $\mathbb{R}^{N}$ for $R_{0}=+\infty$.

Theorem 4.1. Let $A$ be an $N$-function and $f \in L_{A}\left(B\left(0, R_{0}\right)\right)$. Then every radial solution $u$ of the equation

$$
\begin{equation*}
\Delta u=f \text { in } B\left(0, R_{0}\right) \tag{4.1}
\end{equation*}
$$

satisfies

$$
\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \in L_{A}^{l o c}\left(B\left(0, R_{0}\right)-\{0\}\right) .
$$

If in addition $A(|f(x)|) \log (|x|)$ is integrable then,

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \in L_{A}^{l o c}\left(B\left(0, R_{0}\right)\right) \tag{4.2}
\end{equation*}
$$

The proof uses the following lemma (see. [4]).

Lemma 4.2. Let $f$ be a radial and integrable function on $\mathbb{R}^{N}$ with compact support. The Newtonian potential $P . N(f)$ is continuously differentiable on $\mathbb{R}^{N}-\{0\}$ and

$$
\begin{gathered}
P . N(f)(x)=P_{N}(x) \int_{B(0,|x|)} f(y) d y+\int_{\mathbb{R}^{N}-B(0,|x|)} P_{N}(y) f(y) d y \\
\nabla P \cdot N(f)(x)=\frac{x}{\sigma_{N}|x|^{N}} \int_{B(0,|x|)} f(y) d y .
\end{gathered}
$$

The second derivatives of P. $N(f)$ are locally integrable on $\mathbb{R}^{N}-\{0\}$ and

$$
\frac{\partial^{2} P . N(f)}{\partial x_{i} \partial x_{j}}(x)=\frac{x_{i} x_{j}}{|x|^{2}} f(x)+\left(\frac{\delta_{i j}}{N}-\frac{x_{i} x_{j}}{|x|^{2}}\right) \frac{N}{\sigma_{N}|x|^{N}} \int_{B(0,|x|)} f(y) d y
$$

Proof of Theorem 4.1. Let $B_{1}$ be an open ball such that $\bar{B}_{1} \subset B\left(0, R_{0}\right)$ and let $\Phi$ be a radial smooth function with compact support in $B\left(0, R_{0}\right)$ such that $\Phi \equiv 1$ in $B_{1}$. We consider the function $f_{0}=\Phi . f$ and $f_{1}=\Delta(\Phi u)-f_{0}$. We have

$$
P . N\left(f_{0}\right)+P . N\left(f_{1}\right)=P_{N} *(\Delta(\Phi u))=u \text { on } B_{1} .
$$

Since $P . N\left(f_{1}\right)$ is harmonic on $B_{1}$, then $P . N\left(f_{0}\right)$ and $u$ have the same regularity on $B_{1}$. Hence, we can assume that $f$ is radial with compact support and $u=P . N(f)$.
Let $0<R<R_{0}$ and let $\varepsilon>0$. We shall show that

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \in L_{A}(B(\varepsilon, R)), \tag{4.3}
\end{equation*}
$$

where

$$
B(\varepsilon, R)=\left\{x \in \mathbb{R}^{N}: \varepsilon<|x|<R\right\}
$$

It follows directly from lemma 4.2 that,

$$
\begin{equation*}
\left|\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right| \leq|f(x)|+\frac{C_{1}}{|x|^{N}} \int_{B(0,|x|)}|f(y)| d y \tag{4.4}
\end{equation*}
$$

for some positive constant $C_{1}$. Hence, by virtue of convexity of $A$ we have

$$
\int_{B(\varepsilon, R)} A\left(\frac{1}{2 \lambda}\left|\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right|\right) d x \leq \frac{1}{2} I_{1}+\frac{1}{2} I_{2},
$$

where

$$
I_{1}=\int_{B(\varepsilon, R)} A\left(\frac{|f(x)|}{\lambda}\right) d x
$$

and

$$
I_{2}=\int_{B(\varepsilon, R)} A\left(\frac{C_{1}}{|x|^{N}} \int_{B(0,|x|)} \frac{|f(y)|}{\lambda} d y\right) d x
$$

Since $I_{1}<\infty$ it's sufficient to show that $I_{2}<\infty$. For that we have by Jensen's inequality and Fubini's theorem,

$$
\begin{aligned}
& I_{2} \leq \int_{B(\varepsilon, R)}\left(\frac{C_{2}}{|x|^{N}} \int_{B(0,|x|)} A\left(\frac{|f(y)|}{\lambda}\right) d y\right) d x \\
= & \int_{B(0, R)}\left(A\left(\frac{|f(y)|}{\lambda}\right) \int_{\max (\varepsilon,|y|)<|x|<R} \frac{C_{2}}{|x|^{N}} d x\right) d y \\
= & C_{3} \int_{B(0, R)} A\left(\frac{|f(y)|}{\lambda}\right) \log \left(\frac{R}{\max (\varepsilon,|y|}\right) d y,
\end{aligned}
$$

for some positive constants $C_{2}$ and $C_{3}$, which implies (4.3). For the second part of theorem, assumming now that $A(|f(x)|) \log (|x|)$ is integrable. As above by Jensen's inequality and Fubini's theorem we get for $0<R<R_{0}$,

$$
\begin{gathered}
\int_{B(0, R)} A\left(\frac{1}{2 \lambda}\left|\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right|\right) d x \\
\leq \frac{1}{2} \int_{B(0, R)} A\left(\frac{|f(x)|}{\lambda}\right) d x+\frac{1}{2} \int_{B(0, R)}\left(\frac{C_{4}}{|x|^{N}} \int_{B(0,|x|)} A\left(\frac{|f(y)|}{\lambda}\right) d y\right) d x \\
=\frac{1}{2} \int_{B(0, R)} A\left(\frac{|f(x)|}{\lambda}\right) d x+\frac{1}{2} \int_{B(0, R)}\left(A\left(\frac{|f(y)|}{\lambda}\right) \int_{|y|<|x|<R} \frac{C_{4}}{|x|^{N}} d x\right) d y \\
=\frac{1}{2} \int_{B(0, R)} A\left(\frac{|f(x)|}{\lambda}\right) d x+C_{5} \int_{B(0, R)} A\left(\frac{|f(y)|}{\lambda}\right) \log \left(\frac{R}{|y|}\right) d y
\end{gathered}
$$

for some positive constants $C_{4}$ and $C_{5}$, which achieves the proof of theorem 4.1.

Theorem 4.3. Let $A$ be an $N$-function. If $f \in L_{A}\left(B\left(0, R_{0}\right)\right)$ (with $\left.R_{0}<\infty\right)$, then every radial solution $u$ of the equation (4.1) satisfies:

$$
\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \in L_{A}\left(B\left(\varepsilon, R_{0}\right)\right),
$$

for all $\varepsilon>0$. If in addition $A(|f(x)|) \log (|x|)$ is integrable, then

$$
\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \in L_{A}\left(B\left(0, R_{0}\right)\right)
$$

Proof. Replacing $R$ by $R_{0}$ in the proof of theorem 4.1, we obtain the desired statement.

Theorem 4.4. Let $A$ be an $N$-function such that $\bar{A}$ satisfies the $\Delta_{2}$ condition and let $f \in L_{A}\left(B\left(0, R_{0}\right)\right)$. Then every radial solution $u$ of the Poisson equation (4.1) satisfies

$$
\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} \in L_{A}\left(B\left(0, R_{0}\right)\right)
$$

Proof. Using lemma 4.2, we have

$$
\begin{aligned}
\left|\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right| \leq|f(x)|+\frac{C_{1}}{|x|^{N}} \int_{B(0,|x|)}|f(y)| d y \\
=|f(x)|+C_{1} T f(x)
\end{aligned}
$$

where the mapping $T$ is defined by the formula

$$
T f(x)=\frac{1}{|x|^{N}} \int_{B(0,|x|)}|f(y)| d y
$$

Since $T$ is of weak type $(1,1)$ and of type $(\infty, \infty)$, then the interpolation theorem III. 1 of [2] implies that $T f \in L_{A}\left(B\left(0, R_{0}\right)\right)$, which gives the conclusion.

Remark 4.5. The previous argument cannot be generalized for arbitrary $N$ function (compare Remark 5. p. 290 in [4]).
In fact, let $B=B\left(0, \frac{1}{2}\right) \subset \mathbb{R}^{3}$ and consider the $N$-function $A(t)=(1+t) \log (1+t)-t$. It's easy to verify that the function $f(x)=\frac{1}{|x|^{3}(\log |x|)^{2}} \in L_{A}(B)$, but $T f(x)=$ $\frac{1}{|x|^{3}} \int_{B(0,|x|)}|f(y)| d y$ is not in $L_{A}(B)$.
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