
The fundamental class of a rational space, the

graph coloring problem and other classical

decision problems

Luis Lechuga Aniceto Murillo∗

Abstract

The problem of k-coloring a graph is equivalent to deciding whether a
particular cohomology class of a certain rational space vanishes. Although this
problem is NP-hard we are able to construct a fast (polynomial) algorithm to
give a representative of this class. We also associate to other classical decision
problems rational spaces so that the given problem has a solution if and only if
the associated space is not elliptic. As these spaces have null Euler homotopy
characteristic we easily characterize when the given problem has a solution in
terms of commutative algebra.

1 Introduction

In [14] the authors associate to a given graph G and any integer k ≥ 2 a rational
space SG,k and prove that the graph can be k-colored if and only if the singular
cohomology of SG,k with rational coefficients is infinite dimensional. On the other
hand, in [15], the second author gives an explicit formula for a cohomology class of
the formal dimension of certain spaces (the so called finite pure spaces) in such a
way that the non vanishing of this class is equivalent to the finiteness of the rational
cohomology of the space. As the spaces SG,k are pure, the problem of k-coloring a
graph is equivalent to determining when a particular cohomology class vanishes (let
us call it the fundamental class).
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At this point one could search for new algorithms to determine when a given
graph is k-colorable by finding procedures which let us know if the fundamental class
is null. Then we are facing two complexity problems: one is to compute the cycle
representing this class, and the other is to check whether this cycle is a boundary.
All of this having in mind, of course, the well known fact that the problem of
determining the k-coloring of a graph belongs to the class of NP-complete problems
which are believed to require more than polynomial time (with respect to the data)
to be solved. Also it is important to note that the formula given in [15] requires an
exponential amount of time to be computed.

In this paper we start by describing a slightly different method than the one used
in [15] to obtain a representative of the fundamental class (proposition 2). Also, we
give a process which lets us compute the fundamental class of any elliptic space,
i.e., a space with finite dimensional rational homotopy and cohomology (proposition
6). Part of this is folklore on rational homotopy theory and we include it here for
clarity.

Our first objective is then to modify the space SG,k associated to the graph in such
a way that: 1) it is still true that the new space is not elliptic if and only if the graph
can be k-colored, and 2) we can produce, using the new method, a representative of
the fundamental class of this space in polynomial time (see theorems 8 and 9).

As an immediate consequence we deduce that the problem of deciding whether
a given cycle of a space (or a model) represents the zero class is NP-hard.

After this, we shall define a new space associated to the 3-coloring of a graph so
that it has null homotopy Euler characteristic (note that this was not at all the case
of the space associated to a graph in [14] or in the mentioned modification above).
From this, we characterize the 3-coloring problem in terms of commutative algebra.
(see theorem 11 and corollaries 12, 13 and 14)

To finish we mimic this situation in the context of two other classical decision
problems:

1. The “satisfiability problem”, i.e., given a propositional formula (a set of
clauses), does there exist an assignment of logical values to the variables of the
clauses such that the formula is satisfied, i.e., every clause is satisfied? Recall that
this was the first problem that was proved to be NP–complete [5].

2. The “subset sum problem” which, having as data a set B ⊂ N and a positive
integer n0, consists in deciding whether there exists a subset of B whose elements
sum up to n0. This is also an NP-complete problem [8].

We will be able to associate to any of these problems a new rational space in
such a way that the given problem has a solution if and only if the associated space
has infinite dimensional rational cohomology (see theorems 16 and 19). A very
important property of these spaces is that again, they are “pure” and have null
homotopy Euler characteristic. This particular behavior of these spaces will let us,
using standard techniques from the theory of minimal models, characterize when a
given problem has a solution in terms of pure commutative algebra (see corollaries
17, and 20).

These characterizations can be seen themselves as algorithms for these problems
and all the machinery of Gröbner basis (see [3], [4] or [13]) may then be applied to
improve the performance of these algorithms.

Our results rely heavily on the understanding of basic facts and tools from ra-
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tional homotopy theory, and in particular, Sullivan minimal models. Standard and
good references are [6],[11] and [18]. With respect to complexity of algorithms the
non familiar reader may consult [1] or [19] for basic facts. All spaces and models will
be 1-connected of finite type. The ground field K will be, unless explicitly stated
otherwise, of characteristic zero. All graphs considered are non oriented, finite,
connected and simple.

2 The fundamental class of sp aces

As a very quick synopsis about minimal models we remark that to any space S
corresponds a KS-complex, i.e., a commutative differential graded algebra (ΛV, d)
which algebraically models the rational homotopy type of the space and is called the
minimal model of S. By ΛV we mean the free commutative algebra generated by
the graded vector space V , i.e., ΛV = TV/I where TV denotes the tensor algebra
over V and I is the ideal generated by v ⊗ w − (−1)|v||w|w ⊗ v, v, w ∈ V . The
differential d of any element of V is a “polynomial” in ΛV with no linear term.

Recall that a KS-complex (ΛV, d) is pure if dV even = 0 and dV odd ⊂ ΛV even.
Such a KS-complex admits a bigradation ΛV =

∑
n,j≥0(ΛjV )n, where (ΛjV )n =

(ΛV even⊗ΛjV odd)n, for which d has bidegree (1,−1). Hence the cohomology algebra
is also bigraded H∗(ΛV, d) =

∑
n,j≥0 H

n
j (ΛV, d). Recall also that if (ΛV, d) is ellip-

tic, then the homotopy Euler characteristic χπ =
∑
q(−1)q dimV q is non-positive.

Moreover if k = −χπ then Hk(ΛV, d) 6= 0 and H>k(ΛV, d) = 0.
Assume dimV < ∞, call X = V even, Y = V odd, choose homogeneous basis

{x1, . . . , xn}, {y1, . . . , ym} of X and Y respectively, and write

dyj = a1
jx1 + a2

jx2 + · · ·+ an−1
j xn−1 + anj xn, j = 1, . . . , m,

where each aij is a polynomial in the variables xi, xi+1, . . . , xn. For any 1 ≤ j1 <
. . . < jn ≤ m, denote by Pj1...jn the determinant of the matrix of order n:

a1
j1

. . . anj1
...

. . .
...

a1
jn . . . anjn


Then (see [15]) the element P ∈ ΛV

P =
∑

1≤j1<...<jn≤m
(−1)j1+···+jnPj1...jn y1 . . . ŷj1 . . . ŷjn . . . ym,

is a cycle representing a basis of the image of the evaluation map

ev(ΛV,d) : ExtΛV (K,ΛV )→ H∗(ΛV, d).

This is a K-linear map which associates to a class [f ] represented by f : P → (ΛV, d)
(P a (ΛV, d)-semifree resolution of K) the class [f(1)] . Ext(K,ΛV ) turns out to
have dimension 1 [7] and its image lies in the formal dimension N of the cohomology
of (ΛV, d) which is given by the classical formula

N =
n∑
i=1

(1− |xi|) +
m∑
j=1

|yj|.
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Moreover, in [16] is proven that this class, i.e., the image of this map, is non zero
if and only if dimH∗(ΛV, d) <∞. In this case, the mentioned class is precisely the
fundamental class of the cohomology algebra which is a Poincaré duality algebra.
Hence, even if (ΛV, d) is not elliptic, we shall still call it the fundamental (or top)
class.

We shall now give another procedure to describe this class.
First note (here we just require dV even = dX = 0 and no assumption about the

derivative of the odd part) that the projection ρ : (ΛV ⊗ ΛX, d)
'→ (ΛY, d), with

X = sX the suspension of X and dx = x, is a quasi-isomorphism. Since Πm
j=1yj is

a cycle representing the fundamental class of (ΛY, d), the top class of (ΛV ⊗ΛX, d)
is represented by an element γ = Πm

j=1yj + Ω with Ω ∈ Λ+(X ⊕ X) ⊗ ΛY . Write

Ω = φ(Πn
i=1xi) + ψ with φ ∈ ΛV and ψ ∈ ΛV ⊗ Λ<nX. Then we have

Lemma 1. φ is a cycle representing the fundamental class of ΛV .

Proof: The result follows by an obvious induction on n = dimX considering the
following fact: letA⊗Λy be an extension of A and y of odd degree. If dimH∗(A) <∞
and [αy + β] (α, β ∈ A) is the fundamental class of the extension then [α] is the
fundamental class of A. �

Now, if (ΛV, d) is an elliptic pure model, choose elements Φj ∈ ΛX ⊗ ΛX for
which dΦj = dyj, j = 1, . . . , m.

Proposition 2. The element

w = coefficient of
n∏
i=1

xi in the development of
m∏
j=1

(yj − Φj)

represents the fundamental class of (ΛV, d).

Proof: Apply the lemma above noting that
∏m
j=1(yj −Φj) is a cycle which is sent to

Πm
j=1yj by ρ. �

Even if (ΛV, d) has not finite dimensional cohomology, the class [w] of the pre-
ceding proposition lives in HN (ΛV, d) being N the formal dimension. Moreover, in
Lemma 1.1 of [15] it is stated that [w] is a basis of the image of the evaluation map
described above. Therefore, applying theorem 3.2 of [16] we get

Corollary 3. Let (ΛV, d) be a pure model with V finite dimensional and let w be as
in Proposition 2. Then [w] 6= 0 if and only if (ΛV, d) is elliptic.

Remark. Suppose now that our ground field is of any characteristic. In [17] it
is proven that, over any field, if dimV < ∞ then the model (ΛV, d) is Gorenstein
and moreover, (ΛV, d) is elliptic if and only if ev(ΛV,d) 6= 0. But again one can easily
observe that proposition 2 is true for any field. Hence, we conclude that with any
coefficients (ΛV, d) is elliptic if and only if [w] 6= 0, i.e., corollary 3 is true over any
field.

Using the remark above together with corollary 3 we find a topological criteria
which lets us know when a given system of homogeneous equations has non trivial
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solutions: let fj = fj(x1, . . . , xn) ∈ K[x1, . . . , xn], j = 1, . . . , m, be homogeneous
polynomials (K any field) and let (ΛV, d) be the pure model defined as follows:

V even = 〈x1, . . . , xn〉, i = 1, . . . , n, |xi| = 2, dxi = 0,

V odd = 〈y1, . . . , ym〉, j = 1, . . . , m, |yj| = 2|fj | − 1, dyj = fj .

Proposition 4. (ΛV, d) is not elliptic if and only if the system

{fj(x1, . . . , xn) = 0, 1 ≤ j ≤ m}

has non trivial solutions in a finite algebraic extension of the ground field K.

Proof: If H∗(ΛV, d) is finite dimensional then the class [xi] is nilpotent for any i.
That is to say, there are integers ni and elements αij ∈ (ΛV, d) such that xnii =∑m
j=1 α

i
jfj, 1 ≤ i ≤ n. Hence if x0

1, . . . , x
0
n is a solution of the system, the above

equality clearly implies that x0
1 = · · · = x0

n = 0.
Conversely if the system has just the trivial solution over any algebraic extension

of K then the variety Ω defined by {fj(x1, . . . , xn), j = 1, . . . , m} is a point. By the
Hilbert Nullstellensatz xi ∈ Rad I , with I the ideal of K[x1, . . . , xn] generated by
{fi} and K the algebraic closure of K. Hence, the cohomology class [xi] is nilpotent
for any i, and therefore by [10], H∗(ΛV, d) (with coefficients in K, and therefore over
K too!) is finite dimensional. �

In the same setting, if w is the representative given in proposition 2 of (ΛV, d),
the model associated to the given system, we get:

Corollary 5. [w] = 0 if and only if the system has non trivial solutions in a finite
algebraic extension of K.

Examples. (1) Over Z5 the system

x2 − 3y2 = 0

x4 − 9y4 = 0

}

has only the trivial solution. Otherwise y 6= 0 and (x/y)2 = 3 which is a contradic-
tion since there is no square root of 3 in Z5. On the other hand, proceeding as in
proposition 2 and choosing Φ1 = xx− 3yy, Φ2 = x3x− 9y3y, the fundamental class
of the model associated to this system is 0. Indeed the system has a non trivial
solution over the extension Z5[u]

u2−3
.

(2) Consider the system

6x3 + y3 = 0

y2 + 4x2 + 2xy = 0

}

and choose Φ1 = 6x2x+y2y, Φ2 = yy+ (4x+ 2y)x to obtain w = 6x2y−4xy2−2y3.
To see whether this cycle is a boundary we solve:

λ(6x3 + y3) + (β1x+ β2y)(4x2 + 2xy + y2) = 6x2y − 4xy2 − 2y3
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and we get
6λ + 4β1 = 0

λ + β2 = −2

2β1 + 4β2 = 6

β1 + 2β2 = −4


The last two equations imply that 14 = 0, and the system only have non trivial
solutions in fields of characteristic different from 2 and 7. For instance, x = 1, y = 0;
x = y 6= 0 and x = 2, y = 2 are solutions in Z2 and Z7.

Next we shall describe a process for the computation of the fundamental class
of any elliptic space. Let (ΛV, d) be an elliptic minimal model and (ΛV, dσ) its
associated pure model [10], i.e., dv = dσv + ϕ, ϕ ∈ Λ+V odd ⊗ ΛV even. Observe that
w0, obtaining as in proposition 2 and representing the fundamental class of (ΛV, dσ),
lives in (ΛV even⊗Λm−nV odd)N in which: m = dimV odd, n = dimV even and N is the
formal dimension.

Write M i
j = (ΛV even⊗ ΛjV odd)i, p = m− n, and observe that

dw0 = α0
1 + α0

3 + · · · + α0
k, α0

i ∈MN+1
p+i , k ≤ N/3− p.

Since d2w0 = 0 it follows that dσα
0
1 = 0 (indeed this is the only summand of d2w0 in

M∗p+1). Hence α0
1 is a dσ-boundary: dσβ1 = α0

1, β1 ∈ MN
p+2. Consider w1 = w0 − β1

and note that

dw1 = α1
3 + α1

5 + · · · + α1
k, α1

i ∈MN+1
p+i , k ≤ N/3− p.

Again, for the same reason, dσα
1
3 = 0, so there exists β2 ∈MN

p+4 such that dσβ2 = α1
3.

Hence we define inductively elements wj , βj ∈ (ΛV )N satisfying wj = wj−1−βj and
dwj ∈

∑k
i=2j+1 M

N+1
p+i . Hence, for the first jo such that 2jo + 1 > k this process stops

and wjo is a d-cycle which we denote by w. Then we have:

Proposition 6. w represents the fundamental class of (ΛV, d).

Proof: Recall [10] that the odd spectral sequence is obtained from a filtration of
(ΛV, d) by F p,q =

∑
j+q≥0 M

p+q
j . This defines a spectral sequence of algebras of

the first and second quadrant whose (E0, d0)-term is precisely (ΛV, dσ) and which
converges to H∗(ΛV, d). Since (ΛV, d) is elliptic then each of the terms of the
odd spectral sequence is a Poincaré duality algebra (see [10]) with the same formal
dimension. Hence, w0 representing the fundamental class of (E0, d0) survives until
E∞. Finally it is a straightforward calculation to show that the elementwj represents
the fundamental class of E2j and therefore the theorem follows. �

Example. Let (ΛV, d) be the model defined by: V even =< x1, x2, x3 >, V odd =<
y1, y2, y3, y4, y5 >, |xi| = 2, dxi = 0, |y1| = |y2| = 3, |y3| = |y4| = 5, |y5| = 15,
dyi = x2

i , 1 ≤ i ≤ 3, dy4 = x1x2x3, dy5 = −x2
1x2x

2
3 y1 y2 + x1 x

2
2x3 y1 y4 − x3

1x3 y2 y4 .
The associated pure model satisfies the same equations except that dy5 = 0. The

fundamental class of this space is represented by

w0 = x2
1x

2
2 y3 y5 − x1 x2x

2
3 y4 y5
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and dw0 = x4
1 x

3
2x

2
3 y1 y2 y3 − x3

1 x
2
2x

4
3 y1 y2 y4 + x3

1x
4
2x3 y1 y3 y4 − x5

1x
2
2x3 y2 y3 y4 . As

explained in the procedure above we calculate β1 = −x3
1x

2
2 x3 y1 y2 y3 y4 . Since w1 =

w0 − β1 is already a cocycle the process stops and

w1 = x2
1x

2
2 y3 y5 − x1x2x

2
3 y4 y5 + x3

1x
2
2x3 y1 y2 y3 y4

represents the fundamental class of (ΛV, d).

3 The graph coloring problem

LetG be a graph with vertices V (G) = {v1, . . . , vn} and edgesE(G) = {(vr, vs)}(r,s)∈J.
In [14] we associate to G and any integer k ≥ 2 the rational space SG,k whose Sullivan
model (which is minimal if k ≥ 3) (ΛVG,k, d) is defined as follows:

V even
G,k = 〈x1, . . . , xn〉, i = 1, . . . , n, |xi| = 2, dxi = 0,

V odd
G,k = 〈y(r,s)〉, (r, s) ∈ J, |y(r,s)| = 2k − 3, dy(r,s) =

k∑
l=1

xk−lr xl−1
s .

Then we prove (see [14]) that G is k-colorable if and only if SG,k is not elliptic. As
the space VG,k is finite dimensional we may apply corollary 3 to obtain:

Corollary 7. G is k-colorable if and only if [w] = 0 (with w, as in proposition 2,
representing the fundamental class of H∗(ΛV, d)).

Example. This easy example shows how this method works: Let V (G) = {v1, . . . ,
vn}, E(G) = {(v1, v2), (v2, v3), . . . , (vn−1, vn), (vn, v1)} be the vertices and edges of
the cycle G. The space SG,2 has the model (ΛVG,2, d) with V even

G,2 = 〈x1, . . . , xn〉,
V odd
G,2 = 〈y1, . . . , yn〉 |xi| = 2, |yi| = 1, 1 ≤ i ≤ n, dyi = xi+xi+1, i < n, dyn = xn+x1.

Following any of the procedures given in the former section we obtain that a
representative of the fundamental class is w = 1 + (−1)n−1, and therefore G is
2-colorable if and only if n is even.

Now it is a good moment to very briefly recall some basic terminology in com-
plexity: A decision problem may be seen as a function f : Π → {0, 1} in which
Π = {Iα}α∈Γ is a family of finite subsets of non negative integers with each Iα rep-
resenting the codification of an instance of the problem. The language of a decision
problem is the set of instances I for which the answer is yes, i.e., f(I) = 1. A
decision problem f : Π → {0, 1} (or simply Π for convenience) belongs to the class
P (polynomial) if there is an algorithm A and a polynomial p such that for each
instance I ∈ Π of length n, A produces f(I) in a number of steps bounded by p(n).
A problem Π belongs to the class NP (nondeterministic polynomial) if there is an
algorithm A and a polynomial p such that: given an instance I ∈ Π of length n
and a certificate (a possible solution of the problem for the instance I) C ∈ N, the
algorithm A determines whether C is in fact a solution for I in a number of steps
bounded above by p(n). That is to say, P corresponds to the class of problems which
are ‘easy’ to solve while NP is the class of problems for which it is ‘easy’ to validate
a given solution. P⊂NP and it is widely accepted in complexity the conjecture that
this inclusion is strict.
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A map between problems T : Π→ Π′ is a Turing or polynomial reduction if: (i)
T (I) belongs to the language of Π′ if and only if I is an instance of the language of Π;
(ii) there exists a polynomial p such that for each I ∈ Π the length of T (I) is bounded
by p evaluated in the length of I . If two problems can be Turing reduced one into
the other we say that these two problems are Turing or polynomially equivalent.

A problem Π ∈NP is NP-complete if any other problem in NP can be polynomi-
ally reduced to Π. Hence, an algorithm that solves an NP-complete problem would
also solve any other problem in NP in the same range of time. If any problem in NP
may be polynomially reduced to a problem Π, then Π is said to be NP-hard. Note
that NP-hard problems do not necessarily lie in NP but, obviously, any NP-complete
problem is NP-hard. Again it is not known whether this inclusion is strict.

The problem of k-coloring graphs is known to be NP-complete (see for exam-
ple [8]) with respect to the usual codifications of a graph, all of them of length
polynomially bounded by n the number of vertices.

Returning to our study, if we see the above corollary as an algorithm to decide
whether a given graph can be k-colored, we are facing two complexity problems: one
is to calculate w itself and the other is to determine whether this cycle is a boundary
or not. It is convenient then to give a codification of a given model in order to study
the complexity of these problems [14]: Denote by Γk the class of minimal models
(ΛV, d) for which dV ⊂ Λ<kV (It contains in particular (ΛVG,k, d) for any graph G).
Any space (ΛV, d) ∈ Γk is encoded as follows: choose {v1, . . . , vm} a homogeneous
basis of V and write dvj =

∑
p<k λ

j
i1,...,ip vi1 · · · vip, with 1 ≤ i1 ≤ · · · ≤ ip ≤ m. The

codification string of (ΛV, d) consists of m, the degree of each vj, and the list λji1,...,ip
of the coefficients of the differential. It is important to note that the number of
these coefficients is at most m

∑k−1
p=2

(m+p−1)!
(p−1)!m!

, clearly bounded by a polynomial in m.

In particular the codification of (ΛVG,k, d), the model associated to G, has a length
bounded polynomially by n = dimV even =number of vertices of G.

For the first of the problems cited above, if we look at the formula given in [15]
(see also the previous section) observe that the “time” needed to compute w is of
exponential order with respect to dimV even and thus with respect to the length of the
codification of the data. However, we shall show how to modify the space associated
to the graph to be able, using the procedure given by proposition 2, to compute w
in polynomial time with respect to the model, and therefore to the codification of
the graph.

As before, let G be a graph with vertices V (G) = {v1, . . . , vn} and edges E(G) =
{(vi, vj)}(i,j)∈I, and let T be a spanning tree, i.e., a tree that contains all the vertices.
We point out that for our purposes it will be crucial the fact that finding a spanning
tree take a polynomial amount of time [8]. Choose v1 to be the “root” of the tree
and, for any k ≥ 2, define the space SG,T as the rational pure space whose model
(minimal if k ≥ 3) is as follows:

V even
G,T = 〈x1, . . . , xn, t〉, |xi| = |t| = 2, i = 1, . . . , n,

V odd
G,T = 〈yi,j , zr,s, u〉, (i, j) ∈ E(T ), (r, s) ∈ E(G) − E(T ),
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|yi,j| = |u| = 2k − 3, |zr,s| = 2k − 1,

dxi = dt = 0, dyi,j =
k∑
l=1

xk−li xl−1
j ,

dzr,s = t
k∑
l=1

xk−lr xl−1
s , du = xk−1

1 − tk−1.

Then, we prove:

Theorem 8. G is k-colorable if and only if SG,T is not elliptic.

Proof: Assume G k-colorable. Then, by [14], the model (ΛVG,k, d) is not elliptic,
which is in turn equivalent (see Proposition 4 or the proof of [14, Theorem 3]) to
assert that the system

{
k∑
l=1

vk−li vl−1
j = 0, (i, j) ∈ E(G)} (∗)

have non trivial solutions in C. If {s1, . . . , sn} is such a solution then obviously
{s1, . . . , sn, r}, with r = s1, is a solution of the system


∑k
l=1 v

k−l
i vl−1

i+1 = 0, 1 ≤ i ≤ n− 1,

t
∑k
l=1 v

k−l
r vl−1

s = 0, (r, s) ∈ E(G) −E(T ),

vk−1
1 − tk−1 = 0.

(∗∗)

Hence, again by [14], SG,T is not elliptic.
Conversely, assume that SG,T is not elliptic, i.e., the system (∗∗) has a non trivial

solution {s1, . . . , sn, r}. Then r 6= 0. Otherwise s1 = 0 and, in view of the first set
of equations in (∗∗), the solution would be trivial. But, if r 6= 0, then {s1, . . . , sn}
is a non trivial solution of (∗) and therefore G is k-colorable. �

Now we are able to state a formula which gives, in polynomial time, a represen-
tative of the fundamental class of SG,T :

Theorem 9. The fundamental class of SG,T is represented by the cycle

w =
1

t

n∏
i=1

xk−2
i · d(

∏
(r,s)∈E(G)−E(T )

zr,s).

In particular, G is colorable if and only if [w] = 0

Proof: To follow the procedure established in proposition 2 we need to choose ele-
ments φi,j, ψr,s, ϕ ∈ (ΛV even

G,T ⊗ ΛV even
G,T , d), such that dφi,j = dyi,j, dψr,s = dzr,s, and

dϕ = du. Let us do it wisely: For each leaf or terminal vertex of the tree vj let vi
be the only vertex for which (vi, vj) ∈ E(T ) and define

φi,j = xi
k∑
l=2

xk−li xl−2
j + xjx

k−2
j .
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Next, we eliminate from T the terminal leaves and we apply the same procedure to
the new tree T ′. At the end of this process all the elements φi,j, (i, j) ∈ E(T ), are
defined. Finally set:

ψr,s = t
k∑
l=1

xk−lr xl−1
s , (r, s) ∈ E(G) − E(T ),

ϕ = xk−2
1 x1 − tk−2t.

Then, in view of proposition 2 a representative of the fundamental class of SG,T is
the coefficient of tx1 . . . xn in:

(u− ϕ)
∏

(i,j)∈E(T )

(yi,j − φi,j)
∏

(r,s)∈E(G)−E(T )

(zr,s − ψr,s).

The factor xj corresponding to the leaves of the tree appears in φ(i,j) with coefficient
xk−2
j (being (vi, vj) the only edge of the tree containing vj).

Again, the factor xq corresponding to the leaves of T ′ only appears in φp,q, (vp, vq)
the only edge of T ′ containing vq, with coefficient xk−2

q .
In this way we obtain the coefficients of every xi, i = 2, . . . , n. Finally,x1 only

appears in ϕ with coefficient xk−2
1 , and t is in every ψr,s, (r, s) ∈ E(G)−E(T ), with

coefficient
∑k
l=1 x

k−l
r xl−1

s . Hence, the theorem follows. �

It is a well known fact in complexity that given k ≥ 3 the problem Π of deter-
mining whether a graph can be k-colored is NP-complete. But in view of theorem
above we can reduced this problem to the problem Π′ of determining whether a
given cycle is a boundary. Indeed define a transformation T : Π→ Π′ which assigns
to each I ∈ Π representing a graph G of n vertices, the instance T (I) given by the
cycle w, as in theorem above, representing the fundamental class of SG,T . This class
is encoded by the formal dimension together with the formula given in theorem 9
whose length is also obviously bounded by a polynomial in n. Hence, by theorem
8, and taking into account that obtaining a spanning tree in a graph requires a
polynomial amount of time [8], T is a polynomial reduction and therefore we get
the following surprising consequence:

Corollary 10. Determining whether a cycle of the formal dimension is a boundary
is an NP-hard problem.

Remark. As we pointed out in the first section (see [15]) the class [w] of a pure
model (ΛV, d) is a basis of the image of the evaluation map [7], ev(ΛV,d) : ExtΛV (K,ΛV )
→ H∗(ΛV, d) in which ExtΛV (K,ΛV ) is Gorenstein, i.e., it has dimension 1. There-
fore, we can see this object carrying the solution of the decision problem of k-coloring
graphs.

Next, we shall modify again the space associated to a graph (and the integer 3)
so that it has null homotopy Euler characteristic. From this, we characterize the
3-coloring problem in terms of commutative algebra. As complexity is concerned
there is no loss of generality in restricting to the 3-coloring problem since it is well
known that the k-coloring problem, for any k ≥ 3, can be polynomially reduced to
the case k = 3 [5].
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As before, Let G be a graph with vertices V (G) = {v1, . . . , vn} and edges E(G) =
{(vi, vj)}. We define the rational space SG whose Sullivan minimal model (ΛV, d) is
given by:

V even
G = 〈xi〉, |x0| = 4, |xi| = 2, i = 1, . . . , n,

V odd
G = 〈yi〉, |y0| = 11, |yi| = 5, i = 1, . . . , n,

dxi = 0,

dyi = xi(x
2
i − x0), i = 1, . . . , n,

dy0 = x0

∑
(i,j)∈E(G)

(x2
i + xixj + x2

j − x0)2.

Again, we can prove:

Theorem 11. G is 3-colorable if and only if SG is not elliptic.

Proof. As in proposition 4 or in the proof of [14, Theorem 3] we first remark that
SG is elliptic if and only if the system xi(x

2
i − x0) = 0, i = 1, . . . , n,

x0
∑

(i,j)∈E(G)(x
2
i + xixj + x2

j − x0)2 = 0,

has only the trivial solution over C. Assume the graph G to be 3-colorable and let
f : V (G)→ {1, 0,−1} be a coloring, that is to say, a map for which f(xi) 6= f(xj) if
(i, j) ∈ E(G). Then s0 = 1 and si = f(xi), i = 1, . . . , n, is a solution of the system:
trivially the first set of equations is satisfied. For the last equation observe that if
(i, j) ∈ E(G), then si − sj 6= 0 and s2

i + sisj + s2
j = (s3

i − s3
j)/(si − sj) = 1.

Conversely, given {s0, . . . , sn} a non trivial solution of the system above, then, in
view of the first set of equations, s0 6= 0. Thus we may assume s0 = 1 and therefore
si ∈ {1, 0,−1} for any i. Hence, the map f : V (G) → {1, 0,−1}, f(xi) = si, is a
coloring: Indeed, in view of the last equation s2

i +sisj+s2
j = 1 for any (i, j) ∈ E(G),

and thus si 6= sj. �

As we said the advantage of this space is that it has null homotopy characteristic
so its fundamental class lives in H0(ΛV, d). Indeed, consider the adequate election
of Φi:

Φi = x2
i (xi − x0) 1 ≤ i ≤ n,

Φ0 = x0

∑
(i,j)∈E(G)

(x2
i + xixj + x2

j − x0)2.

Then, applying the method above for calculating the fundamental class [w] of
H∗(ΛVG, d) we obtain (up to a sign!):

w =
n∏
i=1

x2
i

∑
(i,j)∈E(G)

(x2
i + xixj + x2

j − x0)2.

Thus, if we consider inK[x0, . . . , xn] the ideal J generated by xi(x
2
i−x0), i = 1, . . . , n,

and x0
∑

(i,j)∈E(G)(x
2
i + xixj + x2

j − x0)
2, we deduce the following:

Corollary 12. G is 3-colorable if and only if
∏n
i=1 x

2
i

∑
(i,j)∈E(G)(x

2
i+xixj+x

2
j−x0)

2 ∈
J .



462 L. Lechuga – A. Murillo

Proof. By theorem 11 G is 3-colorable if and only if SG is not elliptic which, in view
of observation above, is equivalent to the vanishing of the class [w]. Finally, since
[w] ∈ H∗0 (ΛVG, d), the result follows. �

Note that, since (ΛVG, d) has null homotopy Euler characteristic, thenH∗(ΛVG, d) =
H0(ΛVG, d) = K[x0, . . . , xn]/J . Hence, by theorem 11, F is satisfiable if and only
if H0(ΛVG, d) is infinite dimensional, which is equivalent to say that J is not gen-
erated by a regular sequence. However {xi(x2

i − x0)}, i = 1, . . . , n, obviously con-
stitutes a regular sequence in J . Thus, if we consider in K[x0, . . . , xn] the ideal
I = 〈xi(x0 − x2

i )〉, 1 ≤ i ≤ n, we have:

Corollary 13. G is 3-colorable if and only if there exists α ∈ K[x0, . . . , xn]− I such
that

α
∑

(i,j)∈E(G)

(x2
i + xixj + x2

j − x0)
2 ∈ I.

Finally we are able to produce another interesting characterization:

Corollary 14. G is 3-colorable if and only if∏
(i,j)∈E(G)

(xi − xj) /∈ I.

Proof. Let G be 3-colorable and let f : V (G) → {1, 0,−1} be such a coloring. As
in the proof of theorem 11 we observe that s0 = 1 and si = f(xi), i = 1, . . . , n, is
a solution of the system. Hence any element of the ideal I evaluated in the given
solution is zero while

∏
(i,j)∈E(G)(si − sj) 6= 0. Thus

∏
(i,j)∈E(G)(xi − xj) /∈ I .

Conversely, suppose that
∏

(i,j)∈E(G)(xi − xj) /∈ I . Observe that

∑
(i,j)∈E(G)

(x2
i + xixj + x2

j − x0)2
∏

(i,j)∈E(G)

(xi − xj) =

∑
(i,j)∈E(G)

(xi − xj)(x2
i + xixj + x2

j − x0)
2

∏
(k,l) 6=(i,j)

(xk − xl) =

∑
(i,j)∈E(G)

(
(x3

i − xix0)− (x3
j − xjx0)

)
(x2

i + xixj + x2
j − x0)

∏
(k,l) 6=(i,j)

(xk − xl) ∈ I.

Hence, by corollary above, G is colorable. �

Remark. Observe that, in view of proposition 4 and corollary 5, we do not need
to assume the ground field K of characteristic in corollaries 12, 13 and 14.

4 Other decision problems

In this final section we shall associate rational spaces to the satisfiability problem
and the subset sum problem so that these spaces are not elliptic if and only if the
given problems have solutions. Analogous results to theorem 11 and corollaries 12,
13 are obtained.
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We begin by recalling the satisfiability problem: Let {l1, . . . , ln} be a fixed set of
variables. A literal is a variable li or its negation li. A clause is a finite set of literals
and a propositional formula is a finite set of clauses. Given a propositional formula,
the satisfiability problem consists in deciding whether it is possible to assign logical
(or boolean) values to each of the variables so that the formula is satisfied. This was
the first problem that was proved to be NP–complete [5]. Also it is a well known
fact [8] that this problem can be reduced in polynomial time to the 3–satisfiability
problem, i.e., assuming that in each clause there are at most three literals. Thus, in
terms of computability complexity there is no loss of generality in considering the
3–satisfiability problem henceforth.

Let {l1, . . . , ln} be the set of logical variables and let F = {c1, . . . , cm} be a
propositional formula where each of the clauses cj = {αj1, αj2, αj3} is formed by
literals which are either li or li. Usually, in conjunctive normal form, F is also
written as:

F = (α11 ∨ α12 ∨ α13) ∧ . . . ∧ (αm1 ∨ αm2 ∨ αm3),

An assignment of logical or boolean values is a map f : {l1, . . . , ln l1, . . . , ln} → {0, 1}
for which f(li) + f(li) = 1. If f(li) = 1 we say that li is true and if f(li) = 0 we
say that li is false. Hence li is true (respec. false) if and only if li is false (respec.
true). F is satisfiable if there exists an assignment f for which F is true, i.e.,∏m
j=1

(
maxk=1,2,3 f(αjk)

)
= 1.

Definition 15. Given a propositional formula F as before, define the rational space
SF whose minimal model (ΛVF , d) is as follows:

V even
F = 〈xi〉, i = 0, . . . , n, |xi| = 2,

V odd
F = 〈yi〉, i = 0, . . . , n, |yi| = 3, i 6= 0, |y0| = 7.

dxi = 0,

dyi = xi(x0 − xi), i = 1, . . . , n,

dy0 = x0

m∑
j=1

φ(αj1)φ(αj2)φ(αj3),

in which

φ(α) =

x0 − xi if α = li,

xi if α = li.

Then we prove:

Theorem 16. F is satisfiable if and only if the space SF is not elliptic.

Proof. Again, As in the proof of [14, Theorem 3] observe that SF is elliptic if and
only if the system  xi(x0 − xi) = 0, i = 1, . . . , n,

x0 ·
∑m
j=1

∏3
k=1 φ(αjk) = 0,

has only the trivial solution over C. Let f : {l1, . . . , ln l1, . . . , ln} → {0, 1} be a
boolean assignment for which F is satisfied. Then si = f(li), s0 = 1, is a non trivial
solution of the above system: trivially si(s0 − si) = 0, 1 ≤ i ≤ n. On the other
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hand assume that there exists a clause cj for which (in the values of the solution)
φ(αjk) 6= 0 for each k. Hence, either αjk = li and si = 0 so that f(li) = f(αjk) = 0;
or αjk = li and thus si = 1 so that f(li) = f(αjk) = 0. Therefore cj is not satisfied,
which is a contradiction.

On the other hand let {s0, . . . , sn} be a non trivial solution of the above system.
Then s0 6= 0, otherwise, in view of the first set of equations, all si would also be
null for i = 1, . . . , n. Hence si′ = si/s0, 0 ≤ i ≤ n, is another solution for which
si′ ∈ {0, 1}. Finally, the assignment f : {l1, . . . , ln l1, . . . , ln} → {0, 1}, f(li) = si′
makes F true. Indeed, for each clause cj there exists at least a literal α for which
φ(α) = 0. Then either:

(a) φ(α) = si′ = 0 for some i. Thus, α = li while f(li) = 0. Hence, f(α) = 1
and the clause is satisfied; or

(b) φ(α) = s0′ − si′ = 0 for some i. Then, α = li and f(li) = si′ = 1, i.e.,
f(α) = 1 and again cj is satisfied. �

Next, observe that the space SF associated to a formula F is pure. Hence
choosing Φi = xi(x0 − xi), i = 1, . . . , n, Φ0 = x0 ·

∑m
j=1

∏3
k=1 φ(αjk), and applying

the process above we get (again up to a sign):

w = (
n∏
i=1

xi)
m∑
j=1

3∏
k=1

φ(αjk).

Then, as in corollary 12, if we denote by J the ideal of K[x0, . . . , xn] generated by
{dyi}, i = 0, . . . , n, we deduce the following:

Corollary 17. The formula F is satisfiable if and only if w ∈ J .

Note that, since (ΛVF , d) has null homotopy Euler characteristic, using the same
argument as in corollary 13, we get:

Corollary 18. The formula F is satisfiable if and only if there exists α ∈ K[x0, . . . , xn]−
I such that:

α ·
m∑
j=1

3∏
k=1

φ(αjk) ∈ I.

Finally, analogous results can also be obtained with respect to the subset sum
problem: Given a subset B ⊂ N and an integer n0 ∈ N, does there exist A ⊂ B
such that

∑
a∈A a = n0? This problem is also known to be NP-complete [8]. Then,

we may associate to the data n0, B = {a1, . . . , an} the rational space SB,n0 whose
minimal model is the pure KS-complex (ΛVB,n0, d) given by:

V even
B,n0

= 〈xi〉, i = 0, . . . , n, |xi| = 2,

V odd
B,n0

= 〈yi〉, i = 0, . . . , n, |yi| = 3.

dxi = 0,

dyi = xi(x0 − xi), i = 1, . . . , n,

dy0 = x0(
n∑
i=1

aixi − n0x0).

Then, we prove
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Theorem 19. The subset sum problem for B and n0 has a solution if and only if
SB,n0 is not elliptic.

Proof. Again, SB,n0 is not elliptic is and only if the system

 xi(x0 − xi) = 0, i = 1, . . . , n,

x0(
∑n
i=1 aixi − n0x0) = 0,

has non trivial solutions. Assume that the subset sum problem has a solution and
let A ⊂ B be such that

∑
a∈A a = n0. Then

si = 1, if i = 0 or ai ∈ A,
si = 0 otherwise,

is trivially a solution of the system. Conversely, given a non trivial solution {s0, . . . ,
sn}, we see that s0 6= 0. Thus we may assume that s0 = 1 and si ∈ {0, 1}, for any
i. Then

∑
j|sj=1 aj = n0. �

As before, we now find a representativew of the fundamental class ofH∗(ΛVB,n0, d).
For that we define

Φi = xi(xi − x0), 1 ≤ i ≤ n,

Φ0 = x0(
n∑
i=1

aixi − n0x0),

to obtain (up to a sign)

w =
n∏
i=1

xi (
n∑
i=1

aixi − n0x0).

Hence, we deduce that the subset sum problem has a solution if and only if the
fundamental class [w] = 0, which is in turn equivalent to the following: Denote by J
the ideal of K[x0, . . . , xn] generated by xi(xi−x0), i = 1, . . . , n, and x0 (

∑n
i=1 aixi−

n0x0). Then,

Corollary 20. The subset sum problem for B and n0 has a solution if and only if
w ∈ J .

Again, let I ⊂ K[x0, . . . , xn] be the ideal generated by {x2
i − xix0}, i = 1, . . . , n.

Then we have:

Corollary 21. The subset sum problem for B and n0 has a solution if and only if
there exists α ∈ K[x0, . . . , xn]− I such that

α(
n∑
i=1

aixi − n0x0) ∈ I.



466 L. Lechuga – A. Murillo

References

[1] D. J. Anick. The computation of rational homotopy groups is #P-hard. Lecture
Notes in Pure and Applied Mathematics, 114:1–56, 1989.

[2] D. J. Anick. Diophantine equations, Hilbert series and undecidable spaces.
Annals of Math., 122(2):87–112, 1985.

[3] B. Buchberger. Gröbner basis: An algorithmic method in polynomial ideal the-
ory. In Multidimensional Systems Theory (N.K. Bose ed.), Reidel, Dordrecht,
184–232, 1985.

[4] M. Clegg, J. Edmonds, and R. Impagliazzo. Using the Groebner basis algorithm
to find proofs of unsatisfiability. In Proc. of the 28th Ann. ACM symp. on
Theory of Computing, pages 174-183. ACM,1996.

[5] S. A. Cook. The complexity of theorem proving procedures. Proc. Third Annual
ACM Symposium on the Theory of Computing, ACM, New York, 151–158, 1971.

[6] Y. Félix. La dichotomie elliptique-hyperbolique en homotopie rationelle.
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