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1. Introduction. In this note we present a systematical approach to 
nonoscillation norm conditions for real and complex linear differential 
systems. We show that the infima of the appropriate integral functionals 
are constants for nonoscillation criteria. Furthermore in the real case 
these infima are the best possible nonoscillation constants. Applying 
an iterative method we prove that the minimal solutions exist and satisfy 
the Euler-Lagrange equations. This in particular implies that certain 
first order autonomic systems have periodic solutions. Finally we compute 
these infima for certain norms. Thus we obtain many known and new 
results. 

2. The variational problems. We consider linear differential systems 
of the form 

(1) x' = A(t)x 

in some domain D. Here A(t)=(ajk(t))i is an nxn matrix and x(t)= 
(*i(0> " ' y xn(0) *s a n n column vector. There are two different cases: 
(i) D is an interval [a, b]. In that case A(t) is real piecewise continuous on 
[a9 b]. (ii) D is a simply connected domain on the complex plane with a 
boundary I\ In that case A(t) is a complex valued analytic matrix in D. 
The system (1) is called nonoscillatory [1] (disconjugate [3]) if any 
nontrivial solution x(t)=(x1(t)9 • • • , xn(t)) of (1) has at least one com­
ponent Xj(t) which does not vanish at any point of D. Let ||x||i and ||*||2 

be a pair of norms defined on jRn. Assume furthermore that each norm is an 
absolute norm, i.e. \\(xl9 • • • , xw)||i=||(|x1| , • • • , |xn|)||„ y= l ,2 . Thus 
these two norms can be naturally extended to Cn. The matrix norm ||̂ 4||i 2 
is defined by sup||y4x||2/||^||i. Let Tbe the collection of all piecewise smooth 
vectors x(t) on the interval [a, b] which does not vanish at any point of 
this interval. By S0 we denote the set of all x{t) e T and that 

(2) x^x^b) = 0, ; = ! , • • • , « . 
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By Sa we denote the set of all x(t) e T such that 

(3) xó(b) = -Xj(a)9 j = 1, • • • , n. 

Let 

(4) c1§a = inf df, 
/SoJa ||x(0lli 

^ ^ . r p ii*'(oiu „ 
(5) C1.2 = inf —-—du 

Sa Ja ||x(0lli 
The constants clt2 and C1>2 do not depend on the points a and b. 

THEOREM 1. Consider the system (1) on a real or complex domain D. 
The following condition implies the nonoscillation of the given system 

(6) jjAim^dtKc^ 

in case that D= [a, b], 

(7) JW)lli .2 \dt\ < C1>2 

in case that D is a simply connected domain in a complex plane with a 
boundary I \ Moreover in the real case the constant clj2 is best possible. 

Assume now that ||x||„ y'=l, 2, are uniformly Fréchet differentiable 
norms (UF), i.e. ||*||, e C 1 ^" 1 ) fory=l, 2. By ||x||* we denote the con­
jugate norm of ||x||, i.e. supy|2?-i**,y<l/ll.yll and let ||̂ c|| ̂  be the partial 
derivative 0/3x*)||(xi, • • • , *„)ll-

THEOREM 2. Consider the infima (4) and (5). If ||x || x and || x || 2 are absolute 
UF norms then both infima are attained. Thus there exist smooth vectors 
£(t) and rj(t) belonging to the sets S0 and Sa9 respectively, such that 

<8) Ci,=|-"Jüoi.„, Cii=r-Mmdl, 
J' l«OI. J« hWlli 

The minimal solutions £(t) and rj(t) satisfy the Euler-Lagrange equations 

(9) x't = Mi Ml* y'i =-\\y\\t Wxh.i, i = U---,n, 

coupled with the boundary conditions 

(10) *,((>)*<(<*.,) = 0, * = 1, • • • , « , n(Ci.u=-r,{0). 

Note that r)(t) is a periodic solution of (9) with the period 2C1>2. 
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3. Explicit results. In a two dimensional case x=(xl9 x2) the constants 
clt2 and C1#2 are completely determined by the formulas 

(12) C1(2 = 2c1>2, 

in the case that ||x||x and ||x||2 are absolute norms. Let ||x||3)=(2tsi \xi\p)llv 

for l<i/?<;oo. Denote by cPltJ>2(ri) and C^^n) the infima (4) and (5) 
where ||x||,= ||*||Pi, y = l , 2 , and n is the dimension of the vector x. 
If 1 ̂ p 2 ^ P i = °° then 

(13) cPl,P2(n) = 2^(1 + s"0~1/2,1(l + sflr1/ff2 ds, p? + q? = 1. 

Furthermore 

cPifl0(2m) = 2m-lf* £ [ (1 + s»)lh(l + s)]"1 ds, 

(14) cM{2m + 1) = m " 1 ^ 1 ^ + 2 ^ J" 

+ ( î ^ 1 5 2 ï + i)"1/2,](i + srid5. 

The computation of the constants CVltP%(n) is more difficult. In [5] 
Schwarz demonstrated that 

(15) C.,0!) = IT. 

We show 

(16) Clfl(n) = C00,00(n) = 2 log(n/(n - 1))», n = 2, 3, • • • . 

This extends some results obtained in [l]-[5]. 
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