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Abstract. 

We study representations of martingales with jumps based on the 
filtration generated by a Levy process. Two types of representation 
theorem are obtained. The first formula is valid for any martingale 
and written as the sum of the stochastic integral based on the Brow
nian motion and that based on the compensated Poisson random 
measure. See (0.1). The second formula is valid only for a process 
which is a martingale for any equivalent martingale measure. See 
(0.2). The latter representation formula is then applied to a prob
lem in mathematical finance. The upper hedging strategy and the 
lower hedging strategy of a contingent claim is obtained through the 
representation kernel. 

§0. Introduction 

It is a well known fact that any martingale with respect to the 
filtration generated by a Brownian motion can be represented as Ito's 
stochastic integral based on the Brownian motion. On the other hand, 
martingales with respect to the filtration generated by a Levy process 
are not always represented by Ito's stochastic integrals based on the 
Levy process, even the latter is a martingale. What is known is that 
any square integrable martingale with respect to the filtration generated 
by a Levy process is represented by stochastic integrals based on the 
Brownian motion and the compensated Poisson random measure. 

In the first half of this paper, we recall these representation theo
rems following Kunita-Watanabe [6] (Section 1). Let (Ft) be the fil
tration generated by a m-dimensional Levy process. Then every (lo
cal)martingale M(t) with respect to the filtration (Ft) is represented 
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by 

(0.1) M(t) = M(O) + ~ 1t rPi(s)dWi(s) + 1t Lm 'lj;(s, z)N(dsdz), 

where W(t) = (W1(t), ... , wm(t)) is a standard Brownian motion and 
N(dsdz) is the compensated Poisson random measure, which appear in 
the Levy-Ito decomposition of the Levy process. The pair ((rjJ1 (s), ... , 
r/Jm(s)), 'lj;(s, z)) is a predictable process with parameter z satisfying cer
tain integrability conditions (See Theorem 1.1). We are particularly in
terested in the exponential representation of positive martingales (The
orem 2.1). We apply it to the study of Radon Nikodym density of 
equivalent probability measure and extend Girsanov's theorem to jump 
processes (Theorem 2.3). 

In the second half of the paper, we apply these representation the
orems to some problems in mathematical finance. Suppose that we are 
given a stochastic process et = (ef' ... , et) (e.g., a price process or its 
return process in mathematical finance) governed by a Levy process. If 
the process et has jumps, there are infinitely many equivalent probability 
measures with respect to which et is a localmartingale (called equivalent 
martingale measures). Now suppose that M(t) is a localmartingale for 
any equivalent martingale measure. We will show that under some con
ditions for et, M(t) is represented by a stochastic integral based on et, 
i.e., it is written as 

(0.2) 
d t 

M(t) = M(O) + L 1 'Pi(s)~!-
i=l 0 

The difference of these two representations (0.1) and (0.2) are big. We 
show further that an adapted process X(t) is a supermartingale for 
any equivalent martingale measure if and only if it admits the unique 
Doob-Meyer decomposition (not depending on each equivalent martin
gale measure) and the localmartingle part M(t) is represented as (0.2). 
See Theorem 3.4 in Section 3. 

At the end of Section 3, we apply the above representation theorem 
to determine the upper hedging price and the lower hedging price of a 
given contingent claim (Theorem 3.5). 

Finally, we mention that there are several works on determing the 
upper or the lower hedging prices of contingent claims in the case where 
the price processes have jumps. See e.g. Kabanov-Stricker (3] and refer
ences therein. In these works, more general price processes are studied 
in an abstract manner. 



Representation of martingales and mathematical finance 211 

§1. Representation of localmartingales 

LetT be a positive number and let Z(t), tE[O,T) be an m-dimensional 
Levy process such that Z(O) = 0. Then it admits the Levy-Ito decom
position: 

(1.1) Z(t) = aW(t) + bt + { { zN(dsdz) 
lco,t) llzl>l 

+ r r z{N(dsdz)- N(dsdz)}, 
lco,t) 11zl9 

where a is an m x m matrix, W(t) = (W1(t), ... , wm(t)) is an m
dimensional standard Brownian motion and N(dsdz) is a Poisson count
ing measure on [0, T) x Rm with intensity measure N(dsdz) = dsv(dz), 
which is independent of W ( t). In the following, we denote 

(1.2) N(dsdz) = N(dsdz) - N(dsdz). 

Let (Ft), t E [0, T) be the filtration generated by the Brownian 
motion W(t) and the Poisson random measure N(dtdz). Then both 
W(t) and ~zl9 zN(dsdz) are martingales adapted to the filtration. Let 
M(t), t E [0, T) be an (Ft)-adapted cadlag (right continuous with the left 
hand limits) process. It is called a localmartingale if there eXists a non
decreasing sequence of stopping times Tn, n = 1, 2, ... with values in [0, T) 
such that P(rn < T)--+ 0 as n--+ oo and the stopped process M(tl\rn) is 
a martingale for any n. In particular if we can choose the sequence such 
that the stopped process M(t 1\ Tn) is a square integrable martingale for 
any n, M(t) is called a locally square integrable martingale. Any contin
uous localmartingale is a locally square integrable martingale, but it is 
not always the case for a localmartingale with jumps. An (Ft) adapted 
cadlag process X(t) is called a semimartingale if it is written as a sum 
of a localmartingale and a process of bounded variation. In particular 
if the corresponding process of bounded variation is locally integrable, 
X ( t) is called a special semimartingale. A special semimartingale is de
composed uniquely to the sum of a localmartingale and a predictable 
process of bounded variation. 

We denote by ci> the set of all m dimensional predictable processes 
¢(t) = (¢1 (t), ... , ¢m(t)) such that J0T l¢(s)i2dt < oo a.s. Then the 
stochastic integral based on the m-dimensional Brownian motion W ( t) = 
(W1(t), ... , wm(t)) is well defined for ¢ E ci>. We use the notation: 

(1.3) 
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It is a continuous locally square integrable martingale. 
Let P be the predictable a-algebra on [0, T] x 0 and let B be the 

Borel algebra on Rm. A functional '1/J(s, z, w), (s, z, w) E [0, T] X Rm X n 
is called a predictable process if it is P x B-measurable. 

We will recall the definition of the stochastic integral of the pre
dictable process '1/J(s, z) based on the compensated Poisson random mea
sure N(dsdz) following Kunita-Watanabe [6]. Note first that if E 1 , ... ,En 
are disjoint Borel subsets of [0, T] x Rm such that N(E1 ) < oo, ... , N(En) 
< oo, then N(EI), ... , N(En) are independent random variables with 
mean 0 and variance N(E1 ), ... , N(En), respectively. Now, let 1/J(t, z) be 
a step process of the form Ei,j aij 1(t;,t;+1] (t)1F;3 (z), where 0 = to < 
· · · < tN = T and for each i Fib ... , Fin are disjoint subsets of Rm satis
fying v(Fij) < oo,j = 1, ... ,nand aij are bounded Ft,-adapted random 
variables. We define the stochastic integral of 'ljJ based on N by 

(1.4) 1T L'"' '1/J(t, z)N(dtdz) = z:;:aijN((ti, ti+l] X Fij)· 
•,J 

Then we have 

(1.5) 

E [ (t t ,P(t,z)N(dtdz)) '] ~ ~E [<~>;;N((t;,tm] x F;;))'] 

+ l:E [{z=ak1N((tk,tk+I] x H 1)}{Lai1N((ti,ti+l] x Fi1)}]. 
•<k J J 

Since { aij, j = 1, 2, ... } and N((ti, ti+I] xFij ), j = 1, 2, ... are independent 
and the latters are of mean 0, the first term of the left hand side is 
computed as 

(1.6) LE [a~1 N((ti,ti+I] x Fij)2] = LE [a~1 N((ti,ti+d x FiJ)] 
ij ij 

The last term of (1.5) is 0, since E[E1 akjN((tj, tj+l] X HJ)iFt,+J = 0. 
Therefore we have 
(1.7) 

E [ ([ t ,P(t,z)N(dtdz)) '] ~ E [{ t ],P(t, z)]'N(dtdz)]. 
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Now suppose that 1/J(t, z) is a predictable process satisfying the condi

tion E[faT fR"' 11/J(t, z)l 2dtv(dz)] < oo. Then we can choose a sequence 

Nn(t,z)} of step processes such that E[faT fR,. 11/J(t, z)-1/Jn(t, z)l 2dtv(dz)] 
-4 0, as n -4 oo. Denote the stochastic integral of 1/Jn (formula (1.4)) 
by Mn. Then Mn converges in £ 2 . We denote the limit by M = 
faT fR"' 1/J(t, z)N(dtdz). Then it satisfies (1.7) again. 

The stochastic integral faT l(a,tj(s)'l/J(s, z)N(dsdz) is denoted by 

f~ 1/J(s, z)N(dsdz). It is a cadlag process with time t and in fact is a 
square integrable martingale. This fact can be shown directly in the 
case where 1/J(t, x) is a step process defined above. Then the martingale 
property is extended to any 1/J such that (1. 7) is finite. 

We denote by IJ!2(N) (IJ!1(N)) the set of all predictable processes 
1/J(t, z) which are square integrable (resp. integrable) with respect to 
the measure N(dtdz) a.s. Then we can define the stochastic integral 

t - A 

fa fR"' 1/J(s, z)N(dsdz) for 1/J E IJ!2(N) as a locally square integrable 

martingale. For 1/J E IJ! 1 ( N), we define the stochastic integral by 

(1.8) ft f 1/J(s, z)N(dsdz) := ft f 1/J(s, z)N(dsdz) 
Ja JR"' Ja JR"' 

- t f 1/J(s, z)N(dsdz). Ja }Rm 

It is a localmartingale. For a general 1/J( t, z), we set 'ljJ1 ( t, z) = 
1/J(t, z)l{I1/JI>l}(t, z), 1jJ2(t, z) = 1/J(t, z)l{{I,PI::;I}(t, z), and we denote by 
IJ!1,2(N) the set of all predictable process '!jJ(t,z) such that 1/J1 E IJ!1(N) 
and 1/J2 E IJ!2(N). Then, for any 1/J E IJ!1,2(N), the stochastic integral 
is defined as the sum of stochastic integrals of 'ljJ1 and 'ljJ2 . It is a local
martingale. 

The following notations will be used 
(1.9) 

Nt('l/J) = t { 1/J(s,z)N(dsdz), 
la JR"' 

Nt('l/J) = t f 1/J(s, z)N(dsdz), 
Ja JR"' 

Nt('l/J) = t f 1/J(s, z)N(dsdz), 
Ja JR"' 

if these are well defined. 
Now, we give a representation theorem of localmartingales. 

Theorem 1.1. {[6}, Example at p.227 and Proposition 5.2} Let 
M(t) be a localmartingale. Then there exist ¢(s) E <P, 1/J(s, z) E IJ!1,2(N), 
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and M(t) is represented by 

(1.10) M(t) = M(D) + 1t (r/>(s), dW(s)) + 1t f ,P(s, z)N(dsdz). 
0 o lam 

The representation kernel (rj>(s),,P(s,z)) is uniquely determined from 
M(t), i.e., if M(t) is represented by {1.10} with another (r/>'(s), ,P'(s, z)), 
then we have rj>(s) = rf>'(s) a. e. >.. ® P and ,P(s, z) = ,P'(s, z) a. e. N ® P, 
where >.. is the Lebesgue measure on [0, T]. 

Proof. In the paper [6], the above theorem is proved for square inte
grable martingale by using the theory of additive functionals of Markov 
processes. Here we give a direct and simpler proof by applying Ito 
[2]. For simplicity we prove the theorem in the case m = 1 only. Let 
Z = (Z(t)) be a one dimensional Levy process and let (1.1) be the Levy
Ito decomposition. We introduce a random measure M(E) on [0, T] x R 
by 

(1.11) M(E) = f dW(t) + f _zi_IN(dtdz), 
j E(O) j E-E(O) 1 + Z 

where E(O) = {(t, 0); (t, D) E E}. Then we have E[M(E1)M(E2 )] = 
f.L(El n E2), where 

f.L(E) = IE(D)I + r (-zl_l) 2 
dtv(dz). 

lE-E(O) 1 + Z 

For each positive integer p, we define the multiple Wiener integral by 

Let Hz be the L2 space over (O,:FT,P) and let Hz(P) be the closed 
linear manifold of {Ip(f); f E L~}, where L~ is the L2 space on RP with 
the product measure of f.L· Then it is shown in [2] that one has the direct 
sum expansion: Hz = Ep;:::o EBHz(p). Note that each Ip(f) is written as 
the sum of the following terms 
(1.13) 

/·1 f((tl.zl), ... , (tp,zp))dM(hz1 ) · •• dM(tpzp) 
o::;tt <···<tp::;T,(zt, ... ,zp)ERP 
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where 

and A(tp, zp) = {0 < t1 < · · · < tp_ 1 < tp, (z1, ... , Zp-t, zp) E RP-l }. 

Setting ¢(t) = cp(t,O) and 1/;(t,z) = cp(t,z)l+Jzl (lzl > 0), we find that 
the above is written as 

(1.14) 1T cfJ(s)dW(s) + 1T L 'lj;(s, z)N(dsdz). 

Therefore any element of Hz(p) and hence any element X of Hz with 
mean 0 is written as the above. Now taking the conditional expecta
tion of (1.14), we obtain the representation (1.10) for square integrable 
martingale M(t) = E[XIFt]· 

The extension to locally square integrable martingales will be obvi
ous. The extension to localmartingales will be discussed after Theorem 
2.1 in the next section. 

Let M(t) and N(t) be two locally square integrable martingales such 
that M(O) = N(O) = 0. Then by the Doob-Meyer decomposition of 
a supermartingale, there exist adapted continuous increasing processes 
(M)t, (N)t and an adapted continuous process of bounded variations 
(M, N)t such that (M)0 = (N)0 = (M, N) 0 = 0 and M(t) 2 - (M)t, 
N(t) 2 -(N)t and M(t)N(t)-(M, N)t are localmartingales. Such bracket 
processes are uniquely determined. Note that (M, M)t = (M)t by the 
definition. If M(t) is represented by (1.10) with M(O) = 0 and N(t) is 
represented with the kernel (¢,~),then we have the formula 

(1.15) (M, N)t = t (cfJ(s), ¢(s))ds + t f 'lj;(s, z)~(s, z)N(dsdz). lo lo JR,. 
We can define the quadratic co-variation of two semimartingales 

X(t) and Y(t) by 

n 

(1.16) [X, Y]t = 3 lim ~)X(tk)- X(tk-1))(Y(tk)- Y(tk-1)), 
IAI--+0 k=1 

where ~ are partitions of the time interval [0, t] such that 0 = t 0 < 
t1 < · · · tn = t and 1~1 = max1::;k::;n ltk- tk-11· We set [X]t =[X, X]t· 
If M(t) and N(t) are continuous localmartingales, it is known that the 
bracket process (M, N)t and the quadratic co-variation coincides, i.e., 
[M, N]t = (M, N)t. However if both M(t), N(t) have jumps, the bracket 
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process is not equal to the quadratic variation. In the case where the rep
resentation kernels of M(t) and N(t) are (¢,1/J) and (¢,-f;), respectively, 
we have 

(1.17) [M, N]t = t (cp(s), ;jy(s))ds + t { 1/J(s, z);fi(s, z)N(dsdz). 
lo lo JR"' 

Two locally square integrable martingales M(t) and N(t) are called 
orthogonal if M(t)N(t) is a localmartingale or equivalently, the bracket 
process (M, N)t is identically 0. By the formula (1.15) we see that the 

continuous local martingale L::1 J; cf>i(s)dWi(s) and the discontinuous 
t -

one J0 JR"' 1/J(s, z)N(dsdz) are orthogonal. 
Suppose that M(t) and N(t) are not orthogonal. There exists a 

predictable process cp(t) such that (M, N)t = J; cp(s)d(N) 8 • We define 

new locally square integrable martingales by M 1 (t) = J; cp(s)dN(s) and 
M 2 (t) = M(t) - M 1 (t). Then M 1 (t) and M2 (t) are orthogonal each 
other because of the equality 

The locally square integrable martingale M 1 (t) is called the orthogonal 
projection of M(t) to N(t). In the case where M(t) and N(t) are rep
resented with kernels ( ¢, 1/J) and ( ¢, ;j;), respectively, the kernel cp of the 
orthogonal projection is given by 

(1.18) 
cp(t) = (¢(t), ~(t)) + fR= 1/J_(t, z);fi(t, z)v(dz). 

l¢(t)l2 + JR"' 1/J(t, z) 2v(dz) 

We denote by M~oc (resp. M~oc) the set of all locally square inte
grable martingales (resp. localmartingales) M(t) with M(O) = 0. It is 
a vector space. A sequence {Mk(t), k = 1, 2, .. } of M~oc is said to con
verge to M(t) if there exists a nondecreasing sequence of stopping times 
Tn, n = 1, .. such that P(rn < T) --+ 0 as n --+ oo and each sequence 
of stopped processes {M;n(t) := Mk(tl\rn),k = 1,2, ... } converges to 
Mrn(t) in £ 2 • Then M~oc is a complete space by this topology. 

For a given M(t) E M~oc' we set 

(1.19) £(M) = {1t cp(s)dM(s); cp(s) E <I>((M))}, 
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where <I>( (M)) is the set of all predictable processes r.p such that 

f0T lr.p(t)i2d(M)t < oo a.s. It is a subset of M?oc· Let N be a sub
set of Mtoc· It is called a subspace of M?oc if it is a closed vector space 
including .C(N) whenever N EN. 

Given a subset N of Mfoc' we denote by .C(N) the smallest closed 
subspace containing the set N. We denote by NJ. the set of all M(t) E 

Mtoc which is orthogonal to any N E N. Then N J. is a closed subspace 
of Mtoc· Further, if N is a closed subspace of Mfoc' every M(t) E Mfoc 
is decomposed uniquely to the sum of M 1 (t) EN and M 2 (t) E NJ.. We 
have thus the orthogonal decomposition 

(1.20) 

§2. Exponential representation of positive martingales and 
extension of Girsanov's theorem 

We shall consider the exponential representation of a positive lo
calmartingale. Here a localmartingale O!t is called positive if O!t > 0 
holds for all t E [0, T] a.s. For a predictable process g(t, z), we set 
91 = g11YI>l and 92 = g11YI9 as before. g(s, z) is said to belong to 
We,2(N) if e91 (t,z)- 1 E W1(N) and 92 E W2(N). Then it holds that 

g E We,2(N) if and only if 'lj; = e9 - 1 E W1,2(N). 

Theorem 2.1. (c.f. {6], Theorem 6.1) Let O!t be a positive local
martingale such that a 0 = 1. Then there exists a pair of predictable 
process f(t) = (h(t), ... , fm(t)) of <I> and g(s, z) of We,2 such that the 
localmartingale O!t is represented by 

(2.1) 

O!t =exp { (1t (f(s), dW(s))- ~ 1t lf(sWds) 

+ (Nt(gl)- Nt(e91 - 1)) + (1Yt(g2)- Nt(e92 - 1- 92)) } . 

Further, the pair (!,g) is uniquely determined from O!t. 

Conversely let (f(t),g(t,z)) be a pair of predictable processes be
longing to <I> and We, 2 (N), respectively. Define O!t by (2.1). Then it is a 
positive localmartingale. 

The above O!t is characterized as the solution of the following Ito's 
stochastic differential equation starting from 1 at time 0: 

(2.2) dat = O!t- (f(t), dW(t)) + O!t-l'"' ( eg(t,z) - 1) N(dtdz). 
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In fact, apply Ito's formula ([6], Theorem 5.1) to the function F(x) =ex 
and X(t) =log at, where at is given by (2.1). Note the obvious formula 
e9 - 1 = ( e91 - 1) + ( eY• - 1). Then we find that at satisfies the above 
SDE. It is determined by two integrands f(t) and g(t, z). We denote the 
positive localmartingale by at = at (f, g). 

The above theorem is proved in [6] in the case where at is a mul
tiplicative functional of a Markov process. We give here a direct and 
simpler proof. 

Lemma 2.2. (cf {6}, Lemma 6.1.) Let f(t)=(fi(t), ... , fm(t)),g(t,z), 
h(t, z) be predictable processes such that f E <I>, h is bounded belonging 
to W2(N), gh = 0 and A(t) is a right continuous predictable process of 
bounded variation. Set 

(2.3) f3t = exp {lot (f(s), dW(s)) + Nt(g) + Nt(h)- A(t)}. 

Then f3t is a localmartingale if and only if the following two conditions 
are satisfied. 

(2.4) 

(2.5) 11t 2 A A h A(t) = - lf(s)l ds + Nt(e9 - 1) + Nt(e - 1- h). 
2 0 

Proof. By Ito's formula, we have 

f3t -1 = ft f3s-U(s),dW(s)) + t f f3s-(e9 -1)dN 
h h ~-

+ t f f3s-(eh- 1)dN 
Jo la-

+ ~ t f3s-lf(sWds + t { f3s-(eh- 1- h)dN- t f3s_dA(s). 
lo Jo la- Jo 

Therefore if (2.4) and (2.5) are satisfied, then 

f3t -1 = t f3s-U(s),dW(s)) + t { f3s-(e9 -1)dN 
Jo Jo la-

Therefore f3t is a localmartingale. 

+ t f f3s-(eh -1)dN. 
lola-
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Conversely suppose that f3t is a localmartingale. We want to prove 
(2.4). Set g+ = max{g, 0} and g- = max{ -g, 0}. Then g = g+ -g-. 

We shall prove first e-9-- 1 E w1 (N). It holds by Ito's formula 

e-N,(9-) -1 = -1t(1- e-9-)e-N•-(9-)dN. 

Since -Nt(g-):::; 0, the expectation of the above is finite and is equal to 
-E[f~(1- e-9-)e-N.-(9-)N(dsdz)]. Therefore, (1- e-9-)e-N•-(9-) E 

cpl(N) and this implies (1- e-9 -) E wl(N). Next, we have by Ito's 
formula, 

t df3s 

Jo f3s-
1t (f(s), dW(s)) + Nt(e9 - 1) + Nt(eh- 1) 

11t +- lf(sWds + Nt(eh -1- h)- A(t). 
2 0 

The left hand side is a localmartingale. All terms except Nt(e9- 1) of 
the right hand side are locally integrable. Further we have Nt ( e9 - 1) = 
Nt(e9+ -1) + Nt(e_9- -1) and the last term is locally integrable. Then 

Nt ( e9+ -1) should be locally integrable, which shows that J~ ( e9+ -1 )dN 

is also locally integrable, proving that e9+- 1 E wl(N). We have thus 
proved (2.4). 

Now since (2.4) holds, the bounded variation part of f3t - 1 can be 
written as 

11t 1t it 1t - f3s-lf(s)l 2ds+ f3s-(e9-1)dN+ f3s-(eh-1-h))dN- f3s_dA(s). 
2 0 0 0 0 

It should be 0 since f3t is a localmartingale. This implies (2.5). 

Proof of Theorem 2.1. Suppose that at is a positive localmartin
gale. Set X ( t) = log at. It is a semimartingale. Consider 

LlX(s), (finite sum). 
s:=;t,l:=;I.O.X(s)l:=;n 

It is a locally integrable process of bounded variation. There exists a con
tinuous process of boundecd variation cn(t) such that Mn(t) = pn(t)
cn(t) is a locally square integrable martingale by Doob-Meyer decom
position. Then there exists 'l/Jn E w2(N) such that Mn(t) = N('l/Jn) by 
Theorem 1.1 (for locally square integrable martingales). Jump parts of 
pn(t) and Nt('l/Jn) coincide. Therefore we have pn(t) = Nt('l/Jn)· It holds 
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tPm = t/Jn11.P .. I~m a.e. N x P for any m < n. Then there exists t/J such 
that t/Jn = ¢111/!l~n and we have 

LlX(s), (finite sum). 
s9,l~l.:lX(s)l<oo 

Now set Y(t) = X(t)-Nt(t/1). It is asemimartingale such that ILlY(s)i ~ 
1. Therefore it is a special semimartingale. Then it is decomposed 
uniquely to the sum of a martingale M ( t) and a predictable process 
of bounded variation, denoted by B(t). Further M(t) is locally square 
integrable so that it is written as M(t) = J~(f(s), dW(s))+Nt('T/), where 
f E <P and 'T/ E 'IJI2(N). It holds tP'T/ = 0 since Nt(tP) and Y(t) do not 
have common jumps. Then we get the decomposition: 

(2.6) at= exp {lot (f(s), dW(s)) + Nt(tP) + Nt('TI) + B(t)}. 

Since at is a localmartingale, we have e.P- 1 E 'IJI(N) and 

by the previous lemma. Now set 9 = t/J + "'· Then we have 91 = t/J and 
92 = 'TI· Therefore we get the formula (2.1). The proof is complete. 

Proof of Theorem 1.1 (continued). Let M(t) be a martingale. We 
set M+ = M(T)VO and M- = ( -M)VO and define M1(t) = E[M+IF(t)] 
and M2(t) = E[M-IF(t)]. Then both are nonnegative martingales and 
M(t) = M1(t) - M2(t). We consider positive martingales Mi,e(t) = 
Mi(t) + f (e > 0). These are represented by Mi,e(t) = Mi,e(O)aL where 
a~ = at{ff,9D are exponential martingales. These satisfy SDE (2.2). 
Now set ¢i(t) = a~_ff(t) and tPi(t, z) = a~_(eY:(t,z)- 1). Then, since 

supt at < oo a.s., ¢i E <P and tPi E 'IJI1,2(N). Further, we get the rep
resentation {1.10) for Mi,e(t), i = 1, 2. Thus we get the representation 
{1.10) where¢ E <P and t/J E 'IJI1,2(N). 

Let at be a positive martingale with mean 1. We can define a 
probability measure Q by the formula 

(2.7) Q(A) = L aTdP, A E F. 

Then ((Ft), Q) and ((Ft), P) are equivalent (mutually absolutely con
tinuous). Conversely let ((Ft), Q) be a probability measure equivalent 
to ((Ft), P). Let at be the Radon-Nikodym density of (Ft, Q) with 
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respect to (:Ft, P). Then the stochastic process {at, t E [0, T]} is a pos
itive martingale with respect to P. Therefore it can be represented as 
at =at(!, g). 

A localmartingale with respect to ((:Ft), Q) is called a Q
localmartingale. The following is an extension of Girsanov's theorem. 

Theorem 2.3. (c.f. {6], Theorem 6.2) With respect to ((:Ft), Q), we 
have 
1} Wf(t) := W(t)- J; f(s)ds is a standard Brownian motion. 

2) The compensator of N is JVY(dsdz) = eg(s,z)dsv(dz), that is JVY(dsdz) 
:= N ( dsdz) - NY ( dsdz) is a martingale measure. Further if '¢ belongs 
to w1,2 (NY), the stochastic integral 

(2.8) N{('¢) := t 1 'lj;(s, z)N9 (dsdz) 
lo R"' 

is well defined as a Q-localmartingale. 
3} Let X(t) be a Q-localmartingale. Then there exists a pair of 

predictable processes (¢(t), '¢(t, z)) belonging to <I> and "\l1 1,2 (N9 ), respec
tively and X(t) is represented by 

(2.9) X(t) = X(O) + 1t (¢(s),dWf(s)) + N{('¢). 

Remark. 1) N(dtdz) is no longer a Poisson random measure with 
respect to Q unless g is a deterministic function. 
2) Set :Ft(f,g) = u(Wf,NY(dsdz);s ~ t). Then it holds :Ft(f,g) C Ft. 
The equality does not hold in general. The representation (2.9) is valid 
for localmartingale with respect to the filtration (:Ft) but it is not clear 
if we have the similar representations for localmartingales with respect 
to the filtration (:Ft(f,g)). 

Proof. The assertions (1) and (2) are shown in [6] in the case where 
at is a multiplicative functional of a Markov process. We give here an 
alternative proof. We first show that Wf(t) is a Q-localmartingale. Set 
X ( t) = W f ( t) . Then X ( t) is a Q-localmartingale if and only if the 
product X(t)at is a P-localmartingale. Note the equality 

(2.10) 

The first term of the right hand side is a P-localmartingale. Since 
[X, a]t = (X, a)t = J; a 5 _f(s)ds, we have J; a 5 _dX(s) + [X, at] = 
J; a 5 _dW(s), which is also a P-localmartingale. Therefore X(t)at is a 
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P-localmartingale or equivalently X(t) is a continuous Q-localmartingale. 
It holds [X]t = [W]t = t, since the quadratic variation of I: f(s)ds is 0. 
Hence X(t) = Wf(t) is a Brownian motion with respect to Q. 

We will next prove (2). Suppose first that 1/J(t, z) is bounded and I: 11/JidN < oo is satisfied. Then it holds valid I: I'I/Jie9dN < oo, since 
g E We,2 (N). Then X(t) := Nf('I/J) is decomposed as X(t) = Nt('I/J)
I: I 'ljJ(e9 - l)dN. It holds (2.10) again. We have 

which is a P-localmartingale. Consequently X(t)at is again a P
localmartingale, proving that X(t) = Nf('I/J) is a Q-localmartingale. It 
can be extended to any 1/J E W1,2 (N9). 

We will prove (3). Suppose first that X(t) is a Q-localmartingale 
such that its jumps are bounded. Then M(t) := X(t)at is a P
localmartingale. Since at1 is a P-semimartingale, the product X(t) = 
M(t)at 1 is a P-semimartingale. Note that jumps of X(t) are bounded. 
Then X(t) is a P special semimartingale. Then it is decomposed uniquely 
as X(t) - X(O) == N(t) + A(t), where N(t) is a P locally square inte
grable martingale and A(t) is a right continuous predictable process of 
bounded variation. Now, N(t) is represented by I ¢dW +I 'ljJdN, where 
1/J is a bounded predictable process. Then we can rewrite X(t) as 

(2.11) X(t) =X(O) +lot (¢(s), dWf (s)) + Nf('I/J) 

+{lot (¢(s), f(s})ds +lot fa,. 'I/J(e9 -l)dN +A(t)}. 

The first and the second integrals of the right hand side are both Q
localmartingales. The last term { · · · } is a right continuous predictable 
process of bounded variation, which should be 0, since X(t) is a Q
martingale. Therefore we get the representation of X ( t). 

The representation can be extended to any Q locally square in
tegrable martingale. Finally, the representation is valid for any Q
localmartingale. This can be verified through getting the exponential 
representation of positive Q-localmartingale similarly as in Theorem 2.1. 
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It is an interesting problem to find a condition for {!, g) which en
sures that the localmartingale at{!, g) is a martingale. We givehere a 
sufficient condition. 

Theorem 2.4. Suppose that f E ell and g E We.2 (N) satisfy 

(2.12) E[ exp { 1T ((1 + E)lfl2 

+ r e2(1+e)g+ dv + 2(1 + €)e2(1+e) 6 r g2 dv )ds}] 
1g+>6 J,g,~6 

< oo, 

for some € > 0 and 8 > 0, where g+ = max(g,O). Then at(!, g) is a 
martingale. 

In particular, at{!, g) is a martingale if 1} J0T lf(s)l2 ds is bounded 

a.s. and 2} g+,N(g+ > 1) andJ: ~919 lgi 2N(dsdz) are bounded a.s. 

Proof. Let Tn, n = 1, 2, ... be an increasing sequence of stopping 
times such that P(rn < T) -+ 0 as n-+ oo and each stopped process 
O!ttvr,. is a martingale with mean 1. We want to prove that the above 
sequence of random variables (tis fixed) is uniformly integrable. If this 
property is verified, the limit process O!t is also a martingale. For this 
purpose it is sufficient to prove that supn E(aftvrJ < oo holds for some 
p > 1. By a direct computation we can show that supn E(a:t;J < oo, 
under the condition (2.12). Details are omitted. 

§3. Processes with jumps and equivalent martingale measures 

Let a(t) = (a}(t)) be a d x m matrix valued predictable process, 
b(t) = (bi(t)) bead-vector predictable process and v(t, z) = (vi(t, z)) be 
ad-vector predictable process continuous in z E Rm, which satisfy the 
integrability condition 

(3.1) 1T la(t)l 2 + lb(t)ldt < oo, 1T 1 lv(s, z)l 2dsv(dz) < oo. 
0 lzl9 

We shall consider a d-dimensional stochastic process with jumps defined 
by 

(3.2) et = 1t a(t)dW(t) + 1t b(t)dt 

+ 1t 1 v(t, z)N(dtdz) + t 1 v(t, z)N(dtdz), 
0 lzl9 Jo lzl>l 
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where W(t) is am-dimensional standard Brownian motion and N(dtdz) 
is a Poisson counting measure on [0, T] X Rm. To make the problem 
simple, we assume d = m in this paper. 

An equivalent probability measure Q such that ~t is a d-vector local
martingale with respect to ((:Ft), Q) is called an equivalent martingale 
measure. We denote by r the set of all equivalent martingale measures 
and by f' the set of all (!,g) such that at{f,g)dP E r. We shall charac
terize all equivalent martingale measures of a given process ~t by means 
of the pair {!,g). 

Theorem 3.1. Let ((:Ft), Q) be an equivalent probability measure 
and let at{!, g) be the density such that dQ = at{f,g)dP, where f E <) 

and g E We,2(N). Then the stochastic process ~t defined by {3.2} is a 
Q-localmartingale if and only if v(s, z)(eg(s,z)- l{izl9}) E 'II1(N) and 

{3.3) b(s) + a(s)f(s) + { v(s, z)(eg(s,z)- l{izl9})v(dz) = 0, 
la'"' 

a. e. >. ® P, where >. is the Lebesgue measure. 

Proof. In vector notation, we have by (2.2) and (3.2), 

~tat = 1t ~s-das + 1t as-~s + [~, a]t 

t . t 

= a localmartingale + 1 a 8 _b(s)ds + 1 a 8 _a(s)f(s)ds 

+. t { a 8 _v(s, z)(eg(s,z)- l{lzi9})N(dsdz). 
lo la'"' 

If it is ad-vector localmartingale, the integrand with respect to N(dsdz) 
should be integrable with respect to N(dsdz) and the equality 
(3.4) 

as_b(s) + as_a(s)f(s) +as- { v(s, z)(eg(s,z)- l{izl9})v(dz) = 0, 
la'"' 

holds a.e. (Theorem 1.1). Then we have (3.3), since inf8 a 8 _ > 0 a.s. 
The converse will be shown similarly. The proof is complete. 

An equivalent martingale measure Q0 = at(f0 ,g0 )dP is said to be 
standard if ~t is a locally square integrable martingale with respect to Q0 . 

We will show the existence of such an equivalent martingale measure. 

Lemma 3.2. Assume that a(t) is invertible and a(t)-1 and b(t) are 
bounded a. e. >. ® P. Then there exists a standard equivalent martingale 
measure. Further, for any given pair of cf> E <) and 1/J E '111,2 (N), there 
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exists a standard equivalent martingale measure Q0 = a.tCf0 , g0 )dP such 
that 

is well defined as a locally square integmble martingale with respect to 
Qo. 

Proof. We will show that there exists a predictable pair (!O(s), gD(s,z)) 
of r satisfying 

(3.6) {T { {lv(s, zW + 11/J(s, zW}e90(s,z)dsv(dz) < oo. 
lo la= 

For each s E [O,T], set E(s) = E(s,w) = {z: 11/J(s,z)l > 1} U {lzl > 1}. 
Then J: v(E(s))ds < oo. Take first a nonpositive predictable process 
g'(s, z) supported by E(s), lg'(s, z)l > 1 on E(s) and 

f {l + lv(s, z)l + lv(s, zW + 11/.l(s, zW}e9'<s,z)v(dz) 
JE(s) 

is bounded in (s,w) a.e. Take next a bounded predictable process g"(s, z) 
supported by E(s)c, lg''(s, z)l < 1 and JE(s)c(1 + lv(s, z)l)lg''(s, z)lv(dz) 

is bounded in (s, w) a.e. Define g0 = g'lE + g11 1Ec· Then g0 E We,2(N) 
and 

{T r (lvl2 + I'I/JI2)e9° dsv(dz) < oo, a.s. 
Jo JE(s) 

Since J0T ~zi:::;IIvl 2dsv(dz) < oo and J0T fa= I'I/J2I2dsv(dz) < oo for 1/.12 = 

1/.111'1/>19• we have J: JE(s)c(lvl2 + I'I/JI2)e90 dsv(dz) < oo, a.s. Therefore 
(3.6) is satisfied. 

The process a(s) = fa,. v(s, z)(eY0 (s,z) - l{lzi:::;I})v(dz) is well de
fined since 

(3.7) 

la(s)l ~ f lv(s,z)(e9'<s,z) -11z19)1v(dz) 
JE(s) 

+ r lv(s, z)(e9" - llzl::;t)lv(dz) 
JE(s)c 

~ r lvle9 ' v(dz) + r lvllg''lv(dz) bounded in (s, w) a.e. 
JE(s) JE(s)c 
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Then we can define J0 (s) by b(s) + a(s)f0 (s) + a(s) = 0. The pair 
(!0 , g0 ) satisfies (3.3). Further, it satisfies conditions (1),(2) of Theorem 
2.4. Indeed, we took g0 so that it satisfies (2). By the estimation (3. 7), 
la(s)l is bounded a.s. Since lb(s)l is bounded and a(s)a(s)T is uniformly 
positive definite, IJ0 (s)l is also bounded a.s. Thus f 0 (s) satisfies (1) of 
the theorem. Then at(f0 , g0 ) is a martingale. 

Let Q0 = ar(f0 , g0 )dP. We will show that €t is a locally square 
integrable martingale with respect to Q0 . Observe (3.2) and (3.3). Then 
€t = (€£, ... , €f) is written as 

€t = t a(s)dwto (s) + t f v(s, z)N90 (dsdz). lo lo JR= 
The bracket process with respect to Q0 is given by a d x d matrix 

It is finite a.s. This proves that €t is a locally square integrable martin
gale. 

Finally, MQ0 (t) of (3.5) is well defined as a locally square integrable 
martingale, because 1/J E "\li2(JV9°) by (3.6). The proof is complete. 

We will fix the equivalent martingale measure Q0 of Lemma 3.2. Set 
j = f- f 0 , g = g- g0 . Then at(!, g) of Theorem 3.1 is decomposed to 
the product of two exponential semimartingales; 

(3.8) 

(3.9) 

a~(!, g)= exp {1t (i(s), dWf0 (s))- ~ 1t lf(s)i 2 ds 

+ Nt(§I)- .Nl (e91 - 1) + Nl (g2)- .Nl (e92 - 1- g2) }· 

Since dQ = ar(f,g)dP and dQ0 = ar(f0 ,g0 )dP, we have dQ = 

a~(i,g)dQ0 . Hence Q is an equivalent martingale measure with re
spect to Q0 and a~(J, g) is its density process. Then €t, a~(!, g) and 
€ta~(i,g) are alllocalmartingales with respect to Q0 • 

Conversely if Q is an equivalent martingale measure with respect 
Q0 . The density process a~ of Q with respect to Q0 is represented by 
(3.9). We denote by f 0 the set of all such density processes a~ and by 
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f'g is the set of a~ E f'0 such that these are all locally square integrable 
martingales with respect to Q0 • 

Let M~0c(Q0) be the set of all locally square integrable martingales 
M(t) with M(O) = 0 with respect to Q0 . Then the d-vector process et 
belongs to M~oAQ0 ). Further, et and 0!~ -1 are orthogonal with respect 
to Q0 , if a~ is locally square integrable with respect to Q0 . We claim; 

Lemma 3.3. Assume that a(t) is invertible and a(t)-1 and b(t) are 
bounded a. e. >. ® P. Let Q0 be a standard equivalent martingale mea
sure. Then, with respect to Q0 , we have the orthogonal decomposition of 
M~oAQo). 

(3.10) 

Proof. Let JC = C(ef, ... , ef)l.. and let M be any element of JC repre
sented by M = I(c/>, dWf0) + NY0 (1/J). Since it is orthogonal to ef, ... , et 
with respect to Q0 , 

(ei,M}~0 = 1t(ai(s),cf>(s))ds+ 1t (! vi(s,z)1/J(s,z)e90 v(dz))ds=O, 

i = 1, ... ,d. 

Therefore, setting cf>(t) =(c/>1(t), ... , cf>d(t)) and v(t,z)= ( v1 (t,z), ... , vd(t,z)), 
we get 

a(t)cp(t) + f 1/J(t, z)v(t, z)eYo(t,z>v(dz) = 0, Vt. 
jRrl 

We will show that 

1t := {/ ( cp, dWf0
) + NY0 

( 1/J) E JC; 1/J are bounded} 

is dense in JC. Let M = I(c/>, dWf0) + NY0 (1/l) be any element of JC. 
We define trancated functions by 1/Jn = ( 1/J 1\ n) V ( -n). Next define d
vector functions by cf>n(t) = -a(t)-1 I 1/Jn(t, z)v(t, z)e9°(t,z)v(dz). Then 
it holds 

a(t)cf>n(t) + J 1/Jn(t, z)v(t, z)e90 (t,z)v(dz) = 0, Vt. 

Therefore Mn = I(c/>n, dWf0
) + NY0 (1/ln) belongs to JC. Further, since 

I: I 11/Jn -1/JI 2e90 v(dz)ds --+ 0 holds valid as n--+ oo, IoT lc/>n- c/>l 2ds--+ 0 
as n --+ oo. Therefore the sequence { Mn} converges to M with respect 
to the topology of M~oc(Q0 ). We have thus shown that 1t is dense in JC. 
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Let .J be the set of all M E K which is bounded from the below. 
Then we have .C(.J) = .C(a~ - 1; a~ E fg}. Further it holds .C(.J) :J 
.C('H). Indeed, we have {M.,.(t); ME 'H} C .C(.J), where Tare stopping 
times such that M.,.(t) := M(t 1\ T) are bounded localmartingales. We 
have thus proved 

.C(~J, ... , ~f)J. = K = .C('H) C .C(.J) = .C(a~- 1; a~ E f'g). 

The proof is complete. 

We are now in a position of stating a main result of the paper. 

Theorem 3.4. Assume that a(t) is invertible and a(t)- 1 and b(t) 
are bounded a. e. >. ® P. If X(t) is a supermartingale for any equivalent 
martingale measure Q, then it is represented by 

(3.11) X(t) = X(O) + 1t (cp(s), d~s)- A(t). 

Here, A(t) is a predictable increasing process and cp(s) is a predictable 
process such that a(s)cp(s) E <I> and (cp(s), v(s, z)) E IJ! 1,2 (N9) for any 
(!,g) E r. 

If X ( t) is a local martingale for any equivalent martingale measure, 
then it is represented by 

(3.12) X(t) = X(O) + 1t (cp(s), d~s)· 

Proof. For each Q E r, the supermartingale X(t) is decomposed 
as X(O) + MQ(t) - AQ(t), where MQ(t) is a Q-localmartingale with 
MQ(o) = 0 and AQ(t) is a natural (=predictable) increasing process, 
by Doob-Meyer decomposition. The Q-localmartingale MQ(t) is repre
sented by MQ(t) = J~(¢(s), dWf (s)) + N!('lj;). We will show that the 
kernel ( ¢, '1/J) does not depend on the choice of Q. Let Q* be another 
equivalent martingale measure. Then MQ* is represented by MQ* = 
f(¢*(s), dWf* (s))+Ng• ('1/l*). Since MQ(t) -AQ(t) = MQ* (t) -AQ* (t), 
we have 

.N{ ('1/l*)- Nf('I/J) =(lot (¢(s), dWf (s)) -lot (¢*(s), dWr (s))) 

- (AQ(t) -AQ*(t)). 

The right hand side is a predictable process, so that it has no common 
jumps with the Poisson random measure N(dtdz). So both sides of the 
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above can not have jumps. This shows 'If;= 'If;* a.e. N 181 P. Hence the 
right hand side should be a predictable process of bounded variation. 
Therefore J~(cf>(s), dWf (s)) - J~(cf>*(s), dWf* (s )) is also a predictable 
process of bounded variation, which shows cf> = cf>* a.e. >. 181 P. We have 
cf> E !J> and 'If; E W1,2(N9 ) for any (!,g) E f'. 

We want to prove AQ = AQ" in the case where both Q and Q0 

are standard equivalent martingale measures such that 'If; E \112(NY) n 
W 2 (NY"). Comparing two equations for MQ ( t) and MQ" ( t), MQ" ( t) can 
be written as 

MQ" (t) =MQ(t) + 1t (cf>(s), /(s))ds 

+ t { 'lf;(s, z)(e§(s,z)- 1)e9"(s,z)dsv(dz), 
Jo JR"' 

where j = f- f 0 and fj = g-g0 , because 'If;, e9 -1 E \112(N90 ). Therefore 
we have 

We claim 

(3.13) (cf>, j) + f 'lf;(eY- 1)eY0 dv = 0, 
jR"' 

a.e. >.181 P, in the case where g ::::; g0 or equivalently fj ::::; 0. If it is not 
the case, then either the set 

F = { (s,w); (cf>,f) +fa,. 'lf;(e§- 1)eY0 dv > 0} or 

F' = { (s,w); (cf>, j) +fa,. 'lf;(eY- 1)eY0 dv < 0} 

is of positive measure with respect to .A181P. Suppose that F is of positive 
measure. We define (f',g') by f' = j 0 - n/lF and g' = g0 +log{1-
n(e9 -1)1F }. Then it holds e9' -1 = -n(e9 -1)1F, where fj' = g'- g0 . 

Set f' = f' - f 0 • Then a~ := a~(/', fj') is a positive localmartingale 
with respect to Q0 • Further ~ta~ is a localmartingale with respect to 
Q0 . Indeed, equalities 

(~I,a~)~0 =-n 1ta~_1p{(ai,f)+ fa'"' vi(eY-1)e90 v(dz)}ds=O, 

i = 1, ... ,d 
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hold valid since e: and a~{j,g) are orthogonal with respect to Q0 . 

Let { Tk, k = 1, 2, ... } be an increasing sequence of stopping times such 
that P( Tk < T) --+ 0 as k --+ oo and each stopped process a~M, is 
a Q0-martingale. Define a sequence of probability measures Q~ by 
dQ~ = a~ dQ0 . Then each Q~ is an equivalent martingale measure 
for the stopped process etM,· Then the stopped process X(t 1\ Tk) is a 
supermartingale with respect to Q~ for each k. Its Doob-Meyer decom
position is represented by 

k = 1,2, ... 

where A a' (t) is a suitable predictable increasing process. It satisfies 

This makes a contradiction since the right hand side is negative for 
sufficiently large n. Therefore we get AQ(t) = AQ0 (t). 

Now ifF' is of positive measure instead of the set F, interchange 
the role of Q0 and Q in the above discussion. Then we get the same 
conclusion. Further in the case where g ~ g0 , we get the same equality 
(3.13) by interchanging the role of Q0 and Q. 

We have thus seen that MQ(t) = MQ0 (t) holds for any standard 
equivalent martingale measure Q such that its density process a~ with 
respect to Q0 is a locally square integrable martingale and g ~ g0 or 
g ~ g0 is satisfied. Let fg be the set of all a~{j, g) E rg such that Q 
with dQ = a 0 (}, g)dP0 is a standard equivalent martingale measure and 
'1/J E w2 (NY). Then MQ0 (t) is orthogonal to any element of 

N = { a~(},g) -1; a0 {j,g) E fg, g ~ 0 or g ~ 0 }, 

with respect to Q0 . Observe that C(N) = C(a~ -1;a~ Erg). Then 
we see that MQ0 (t) belongs to c(ei' ... , et) by the decomposition for
mula (3.10). Then it is represented by J;(cp(s),des) with respect to 

Q0 • Setting A(t) = AQ0 (t), we get the decomposition formula (3.11). 
Further, representation (3.11) should hold valid for any Q of r. Then, 
comparing this with the representation of Theorem 2.3, u(s)cp(s) E ci> 
and (v(s,z),cp(s)) E W1,2 (NY). 

The second assertion of the theorem follows immediately from the 
above discussion by setting AQ0 (t) = AQ(t) = 0. 
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Applications to mathematical finance 
We consider a simple market model, where the return process is 

given by a stochastic process ~t of (3.2) and the interest rate r(t) is 
identically 0. Let rr(t) be a predictable process called a strategy or port
folio and Ct be a right continuous predictable increasing process called a 
cumulative consumption process. A stochastic process X(t) = xx,1r,C(t) 
defined by 

X(t) =X+ 1t (11"8 , ~s)- C(t) 

is called a wealth process. We introduce admissible classes for pairs of 
portofolios and consumptions. Let x > 0. We denote by A+(x) the set of 
the pair (rr, C) such that xx,1r,C(t) 2:: 0 holds a.s. for any 0 :S: t :S: T. We 
denote by A-(-x) the set of the pair (rr,C) such that x-x,?r,C(t) :S: 0 
for any 0 :S: t :S: T. 

A Europian contingent claim Y is a nonnegative Fr-measurable ran
dom variable. The contingent claim is not always attainable, since the 
model is not complete due to jumps of the return process. We shall 
study the upper and lower hedging price. The upper hedging price and 
lower hedging price of the contingent claim Y are defined respectively 
by 

hup = inf{x 2:: 0; 

there exists (rr,C) E A+(x) such that xx,'lf,c(T) 2:: Y a.s.} 

hlow = sup{ X 2:: 0; 

there exists (rr, C) E A-( -x) such that x-x,?r,C(T) 2:: -Y a.s.} 

Theorem 3.5. Assume thata(t)a(t)T is uniformly positive definite, 
v(t, z) is greater than -1 and v(t, z) =1- 0 a. e. >. x v x P. Let Y be an 
Europian contingent claim. We have 

(3.14) 

(3.15) hlow 

sup Eq [Y] =: h, 
QEr 

inf E[Y] =: f. 
QEr 

If h is finite {resp. f is positive}, there exists a pair (rr, C) E A+(h) 
(resp. (rr', C') E A-(-!)) such that 

(3.16) 

(3.17) 

xh,'lf,c(t) 

-x-t,'lf',c' (t) 

ess sup Eq[YIFt], 
QEr 

ess inf Eq[YIFt], 
QEr 
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holds for any t. In particular, Xh;rr,c (T) = Y and x- /,1r' ,c' (T) = - Y, 
a.s. 

Proof. We consider the upper hedging price only. Set h = 
supQEr EQ[Y]. We want to prove h = hup· We first show h $ hup· 
The inequality is obvious if hup = oo. If hup < oo, let x be an arbitrary 
element in the set{···} appearing in the defintion of hup· Then there ex
ists a pair ('rr, C) of A+(x) such that xx,1r,c(T) ~ Y. Then xx,1T.C(t) is a 
supermartingale for any Q E r. Therefore, EQ[Y] $ EQ[X"'•7T,C(T)] $X 
holds for any Q E r. Then we have h $ x, so that we have h $ hup· 

In order to prove the reverse inequality h ~ hup, it is sufficient 
to construct (11', C) E A+(h) such that Xh,1r,C(t) = X(t), where X(t) = 
esssupQH EQ[YI.1't]· It is known that the process X(t) is a supermartin
gale for any Q. We shall apply Theorem 3.4 to the return process ~t· 
Then X(t) admits the decomposition (3.11) by Theorem 3.4. This im
plies X(t) = Xh,1r,C(t), by setting cp = 71' and A(t) = C(t). It is clearly 
nonnegative a.s. for any t E (0, T]. Therefore (11', C) belongs to A+(h). 
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