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Michael Aschbacher 

§1. Introduction 

This paper is part of a program to provide a uniform, self-contained 
treatment of part of the foundations of the theory of the sporadic finite 
simple groups. More precisely our eventual aim is to provide complete 
proofs of the existence and uniqueness of the twenty-six sporadic groups 
and to derive the basic structure of each sporadic. The two books [SG] 
and [3T] make a beginning on that program. 

In this paper we provide a uniqueness proof for the group 2 E 6 (2). 
Of course 2 E6 (2) is a group of Lie type, not a sporadic group, but in 
order to treat the Monster and the Baby Monster, one first needs to 
treat 2 E6 (2). Thus this paper begins that part of the program dealing 
with the large sporadics. 

Suzuki was one of the pioneers in identifying finite groups from in­
formation on subgroup structure. His characterization of L3 (2n) in [S] 
identifies those groups by producing a EN-pair. That approach is not so 
different from the one adopted in our program. Indeed in the work of S. 
Smith and the author on quasithin groups, the groups L3 (2n), n even, 
can not quite be handled using our standard methods, so we appropriate 
a clever counting argument of Suzuki's from [S] to fill the gap. Hope­
fully Suzuki would regard this paper as continuing a tradition which he 
pioneered. 

Define a finite group G to be of type 2 E 6 (2) if G possesses an invo­
lution z such that F*(Cc(z)) = 0 2 (Cc(z)) is extraspecial of width 10, 
Cc(z)/02 (Cc(z)) ~ U6 (2), and z not weakly closed in 0 2 (Cc(z)) with 
respect to G. 

Define G to be of type Z2 j2 E 6 (2) if G possesses an involution z such 
that F*(Cc(z)) = 0 2 (Cc(z)) is extraspecial of width 10 and C0 (z) has 
a subgroup H of index 2 such that H/02 (Cc(z)) ~ U6(2), and z is not 
weakly closed in 0 2 (C0 (z)) with respect to G. 

This work was partially supported by NSF -9622843 
Received March 18, 1999. 
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Our main theorems are: 

Theorem 1. Each group of type 2E 6 (2) is isomorphic to 2E 6 (2). 

Theorem 2. If G is of type Z2/2 E 6 (2) then F*(G) is of index 2 
in G and F*(G) ~ 2 E 6 (2). 

Theorems 1 and 2 are proved in sections 8 and 9, respectively, where 
they appear as Theorems 8. 7 and 9.1. Many lemmas are included in the 
paper which are not used in the proof of the main theorems. They will 
be used later in the program and appear here because it is convenient to 
provide an exposition of related results in one place. Similarly the proof 
of the following two lemmas will appear in later papers in this series for 
the same reason, as will the proof of the third part of lemma 5.8. 

(1.1) Let r be a building of type F4 and~ the collinearity graph of 
r. Then ~ is simply connected. 

(1.2) Let G be a group and V a faithful finite dimensional F 2G­
module. Assume u E V# such that the full group T of tmnsvections on 
V with center u is contained in G. Let U = (u0 ) and L = (T0 ). Then 
AutL(U) = GL(U). 

§2. Presentations for modules 

In this section Dis a graph with vertex set D and D(x) denotes the 
set of vertices adjacent to a vertex x of D. Assume G is a group of 
automorphism of D transitive on the vertices of the graph and let V be 
the permutation module for G on Dover F 2 . Thus D is a basis for the 
F2-space V and G ::; GL(V) is transitive on the basis D. 

Define a bilinear form (3 on V by 

(J(x,y) = 0 if and only if y E D(x) U {x} for x,y ED. 

As the relation defining the graph D is symmetric, the bilinear form (3 
is symmetric. 

Let R = Rad((J) be the radical of the bilinear form (3; that is 

R = { v E V : (3( u, v) = 0 for all u E V}. 

Finally let V = Vj R and write /3 for the bilinear form induced by (3 on 
V. That is 

/3(v,u) = (J(u,v) 
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which is well defined as R is the radical of (3. Further as R is the radical 
of (3, the induced form /3 is nondegenerate, so /3 is a symplectic form on 
V. As G is a group of automorphisms of the graph 0, G preserves the 
form (3, and hence also the induced form /3. We summarize all this as: 

(2.1) (V, /3) is a symplectic space over F 2 and G:::; Sp(V) is a group 
of isometries of this symplectic space transitive on the generating set n 
ofV. 

(2.2) Assume U is an F 2 G-module and p : 0 ---7 U is a map such 
that U = (p(O)) and p: 0 ---7 p(O) is an equivalence of G-sets. Assume 
further that 'Y is a symplectic form on (J with 

(3(x,y) = "f(p(x),p(y)) for all x,y E 0. 

Then p extends to an F 2 G -isometry p : (V, /3) ---7 ( U, 'Y) . 

Proof. As U = (p(O)), the map p extends to a surjective F 2 G­
homomorphism p : V ---7 U. Let v E V; then v = L:yES(v) y, where 

S(v) is the support of v with respect to the basis 0. Further for x E 0, 
(3(v,x) = lr(x) n S(v)l mod 2, where r(x) = 0- x1... Now p(v) = 
L:yES(v) p(y) and 

'Y(p(v), p(x)) = L "f(p(y), p(x)) = lr(x) n S(v)l mod 2 = (3(v, x) 
yES(v) 

as (3(x,y) = 'Y(p(x),p(y)) for all x,y E 0. Therefore v E R if and only 
if (3(v, x) = 0 for all x E 0 if and only if 'Y(p(v), p(x)) = 0 for all x E 0 
if and only if p(v) E Ul.. = 0, since U = (p(O)). Therefore R = ker(p), 
sop induces the isometry p: (V, /3) ---7 (U, 'Y)· Q.E.D. 

(2.3) Assume (U, q) and (W, Q) are orthogonal spaces over F 2 with 
G irreducible on U, G:::; O(U, q), and G:::; O(W, Q). Let 'Y and a be the 
bilinear forms of q and Q, respectively, and assume p: (U, 'Y) ---7 (W, a) 
is an F 2G-isometry. Then p : (U, q) ---7 (W, Q) is also a F 2 G-isometry. 

Proof. As G is irreducible on U, there is at most one quadratic form 
on U preserved by G with bilinear form 'Y· (cf. 4.9 in [A]; the argument 
is easy.) Therefore q is that unique form. Similarly as p : U ---7 W is an 
equivalence of F 2 G-representations, G is irreducible on W, so Q is the 
unique quadratic form on W preserved by G with bilinear form a, so 
that p is also an isometry of the corresponding orthogonal spaces. 

Q.E.D. 
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(2.4) Assume (U, q) and (W, Q) are orthogonal spaces over F2 with 
G irreducible on U, G ~ O(U, q), and G ~ O(W, Q). Assume further 
that u E U, w E W, with Gu = Gw, U = (uG), W = (wG), and 
!'(u, ug) = a(w, wg) for all g E G, where')' and a are the bilinear forms 
of q and Q, respectively. Then there exists an F 2 G-isometry p: (U, q) ---+ 

(W, Q) with p(u) = w. 

Proof. As Gu = Gw, the map p: uG---+ wG defined by p(ug) = wg 
is a well defined equivalence of permutation representations. Now take 
Du to be the graph on uG with Du(u) = Dun uj_. As !'(u,ug) = 
a( w, wg), p defines a G-equivariant isomorphism of Du with the cor­
responding graph Dw on wG. Now apply 2.2 to get FzG-sometries 
Pu : (U, q) ---+ (Vu, q) and Pw : (W, Q) ---+ (Vw, Q), where Vu and Vw 
are modules of the graphs Du and Dw, respectively, and q and Q are 
the transfer of the forms q and Q via Pu and pw. As p : Du ---+ Dw is 
a G-isomorphism, p induces an F 2 G-isometry p : (Vu, fJu) ---+ (Vw, fJw ), 
and hence also an F 2 G-isometry p: (Vu,q)---+ (Vw,Q) by 2.3. Then 
the composition Pw1 o p o pu agrees with p on uG and is the required 
extension. Q.E.D. 

§3. Some central extensions 

We adopt the notation of section 33 of [FGT] and section 23 of [3T] 
in discussing central extensions. In particular if G is a perfect finite 
group then Cov( G) is the universal covering group of G and Schur( G) 
is the Schur multiplier of G. In particular Schur( G)~ Z(Cov(G)) with 
Cov( G) /Schur( G) ~ G. In addition if p is a prime define 

Covp(G) = Cov(G)fOP(Schur(G))ii>(Op(Schur(G))) 

and 

Schurp( G) = Schur( G) /OP(Schur( G) )<I>( Op(Schur( G))) 

That is Cov P (G) is the largest perfect central extension of an elementary 
abelian p-subgroup by G. 

Let 1-l be the class of finite groups H such that F*(H) is an ex­
traspecial 2-group and H/02 (H)) is irreducible on F*(H)/Z(F*(H)). 
Our notational convention will be to write Q = F*(H), fi = H/Z(Q), 
and H* = HjQ. We recall from section 8 of [SG] that the commutator 
map and power map define a nondegenerate bilinear form and quadratic 
form on Q preserved by H*. By Exercise 8.5 in [FGT], Out( Q) = 0( Q) 
is the isometry group of this quadratic form. 
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(3.1) Let Hi E 7-i, i = 1, 2, with Q1 ~ Q2 and assume Qi is abso­
lutely irreducible as an F2Ht-module. Then ii1 ~ ii2 if and only if the 

induced representations of Ht on Qi are quasiequivalent fori = 1, 2. 

Proof. Identifying Q1 and Q2 via our isomorphism, we may take 
Q1 = Q2 = Q. Then identifying iii with AutH,(Q), we have iii :::; 
Aut(Q) =A and Ht:::; A/Q = Out(Q) ~ O(Q). 

The representations of H; and H~ on Q are quasiequivalent if and 
only if H; and H~ are conjugate in GL( Q). Further as Q is an absolutely 

irreducible F 2Ht-module, the quadratic form on Q is the unique one 

preserved by iii, (cf. 4.9 in [A]), soH; is conjugate to H~ in GL(Q) if 
and only if the groups are conjugate in 0( Q). Thus the representations 

are quasiequivalent if and only if ii1 is conjugate to ii2 in A, establishing 
the lemma. Q.E.D. 

(3.2) LetHE 1-i be perfect and let ii = Cov2(H), Q = 0 2(ii), and 

P = [Q,ii]. Then 

(1) iijP ~ Cov2(H*) and QjP ~ Schur2(H*). 

(2) P ~ Q x H 1 (H*, Q). 
(3) If H1 is a perfect central extension of ii then the representation 

of Aut(Hl) on H1 by conjugation factors through Aut(ii). 
( 4) D = C Aut(il) (P / Z ( P)) is elementary abelian and centralizes 

P/<P(P), and D/Autp(ii) acts faithfully as the full group of transvec­
tions on Z(P) with center <P(P). 

(5) D/Autp(ii) is regular on the complements to <P(P) in Z(P), so 

ifU is such a complement then Aut(H) = DNAut(H) (U) with Autp(H)= 

Nv(U). 
(6) If H0 E 1-i with F*(H0 ) ~ F*(H) then H0 /Z(H0 ) ~ H/Z(H) 

if and only if Ho ~ fi /V for some complement V to <P(P) in Z(H) 
containing U. 

Proof. This is an extension of 8.17 in [SG], where the result is 

essentially proved under the extra hypotheses that H 1 ( H*, Q) = 0 and 
H* is absolutely irreducible on Q. Much of the same proof works. In 
particular if p : fi ---> H is the universal covering of H and Z = ker(p) 

then Q = p-1(Q) is of class 2 with center Z = p-1(Z(Q)), Z = Z(H), 

and IZ : Zl = 2. As Z = Shur2(H), Z is elementary abelian. Arguing 
as in the proof of 8.17 of [SG], <P(P) is elementary abelian, so as Z = 

<P(P)Z, Z is elementary abelian. Similarly the proof of 8.17 in [SG] 
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shows that (1) holds. Part (3) follows from the universal property of p; 
cf. 33.7 and 33.8 in [FGT]. 

Let x E Q with xp of order 4 in Q. Then x 2 E Z = Z(H), so 

(x9)2 = x2 for all g E fi. But asH* is irreducible on Q, Q = (xH*), 

so Q = (xii, Z) and then as <I>(Q) = (x2p), <I>(Q) = (x2 ) is of order 2. 

Therefore Q ~ Q X E 2= as Z is elementary abelian. Then as Q = P Z, 
<I>( Q) = <I>(P) and P ~ Q X E2n. 

As H* :::; O(Q), Q is self dual as an H*-module. Therefore as 

P = [P,H] and H* ~ HjQ = H/Cii(Pj<I>(P)) with PjZ(P) ~ Q 
self dual as an H*-module, n:::; dimF2 (H1 (H*,Q)) = k. (cf. 17.12 in 
[FGT].) So (2) will be established once we shown 2: k. 

Let A= Aut( H) and D = CA(PjZ(P)). Then [fi, D] S: Cfi(PjZ(P 
)) = Q, so as QjZ is of exponent 2, so is D. Suppose d E D- QjZ 
and let P = Pj<I>(P), and form the product E = F(d). As d centralizes 

fi jQ and fi j P is perfect, d centralizes fi j P, so fi acts on E. Claim 

E is abelian. If not, as P is abelian, Cp(d) = Z(E) is fi invariant, so 

as H* is irreducible on Q = P j Z(P) and P = [F, H], either Z(E) S: 
Z(P) or P = Z(E), with the latter impossible as E is nonabelian. So 

Cp(d):::; Z(P). Let x E P- Z(P), U = ([x,d]), and E = EjU. Then 
x E C p (d) - Z ( P), so the argument above shows E is abelian, and hence 

U = [F, d]. Therefore IF: C p(d)l = lUI = 2, so as C p(d) S: Z(P), Q is 
of order 2, a contradiction. 

We have shown that E is abelian and hence that D centralizes 
Pj<I>(P). On the other hand [CA(P),H] :::; Cii(P) = Z, so as fi is 
perfect, CA(P) = 1. Thus Dis faithful on P. But P = PoZ(P) with 
P0 ~ Q and as D centralizes Pj<I>(P), D centralizes P0 j<I>(P0 ). Hence 
as Inn(Po) = CAut(Po)(Po/<I>(Po)), D/Inn(P) is faithful on Z(P). That 
is D /Inn( P) acts faithfully as a group of transvections on Z ( P) with 
center <I>(P). So to complete the proof of (2) and (4), it remains to show 
m(D/Inn(P)) 2: k. 

Let W be the largest F 2 H*-module with Cw(H*) = 0 and V = 

[W, H*] ~ Q.(cf. section 17 in [FGT].) Let x ~ :i; be an H*-isomorphism 

of Q with V. The representation of H* on W induces a representation 
1r : ii ---+ GL(W) of ii on W. Form the semidirect product G = HW 
of W by ii with respect to the representation 1r and let V0 = { xx : x E 

Q} S: G. As Q centralizes W, Vo is a normal subgroup of G and in G jV0 , 

x E Q is identified with x, so G jV0 has normal subgroups HV0 jV0 ~ ii 
and WVa/V0 ~ W with (HV0 /V0 ) n (WV0 jV0 ) = QV0 jV0 ~ Q. Hence 
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W induces a faithful group of automorphism on if centralizing Q and 
by part (3), W factors through D, so m(D/Inn(P)) 2: m(W/V) = k, 
completing the proof of (2) and (4). 

Notice that (4) implies (5). Finally (5) and the argument in the 
penultimate paragraph of the proof of 8.17 in [SG) establishes (6). 

Q.E.D. 

(3.3) Let H E 1i be perfect with Schur2 (H*) = 1. Then each 
Ho E 1i with F*(Ho) ~ F*(H) and Ho/Z(F*(Ho)) ~ HjZ(F*(H)) 
is isomorphic to H. 

Proof. Adopt the notation of 3.2. As Schur2 (H*) = 1, P = Q by 

3.2.1. Then by 3.2.6, H ~ HjU ~ Ho for some fixed complement U to 
!J>(P) in Z(P). Q.E.D. 

§4. Large extraspecial 2-subgroups 

In this section we assume the following hypotheses: 

Hypothesis 4.1. G is a finite group, z is an involution in G, H = Ca(z), 
and Q = F*(H) is an extraspecial 2-group. 

In addition we adopt the following notational conventions: Let if = 

Hj(z) and H* = HjQ. From section 8 in [SG), Q has the structure of 
an orthogonal space over F2 when we identify F2 with {1, z} and take 
q(u) = u2 and (u, v) = [u, v] for u, v E Q. Of course H* is embedded 
into O(Q) via its action by conjugation. 

The width of an extraspecial 2-group Q is the integer w such that 
JQJ = 22w+l. 

Example 4.2. Let w be a positive integer and L a finite group. A pair 
( G, z) satisfies Hypothesis 1i(w, L) if (G, z) satisfies Hypothesis 4.1 with 
Q of width w, H* ~ L, and z not weakly closed in Q with respect to 
G. In [SG) the Monster and Baby Monster are constructed as groups 
satisfying Hypotheses 1i(12, Co1 ) and 1i(ll, Co2), respectively. 

(4.3) Assume no element of H induces a transvection on Q, and let 
x be an involution in Q with x ¢:_ z 0 and T E Syl2 (CH(x)). Then 

(1) (x, z) = Z(T) = Ca(CQ(x)), z is weakly closed in Z(T) with 
respect toG, and T E Syl2 (Ca(x)). 
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(2) XG n Q = XH. 

Proof. Let X= (z,x). Then Z(T)*::::; CH(Cq(x))* = Y*, andY* 

centralizes the hyperplane Cq(x)) of Q, so as no element of H induces 

a transvection on Q, Y::::; Q. Then as X= Z(Cq(x)), X= Y = Z(T). 
As xz E xQ, z is weakly closed in X with respect to G. Hence T E 

8yl2(Cc(x)), establishing (1). 

Let x9 E Q and 8 E 8yl2(CH(x9)). Then by (1), T, 89- 1 are Sylow 

in Cc(x), so there is c E Cc(x) with Tc = 8 9- 1
• Then zc9 = z as z is 

weakly closed in Z(8), so h = cg E H with Z(T)h = Z(8), and hence 
replacing h by kh with k E Q-Cq(x) if necessary, xh = x9, establishing 
(2). Q.E.D. 

In the remainder of this section we assume the following hypothesis: 

Hypothesis 4.4. Hypothesis 4.1 holds with z not weakly closed in Q 
with respect to G. In addition T E 8yl2(H) and J(T*) ~ E 2w-1, where 
w > 2 is the width of Q. 

We adopt the following notational conventions: Let g E G- H with 
s = z9 E Q, E = Q n Q9, and R = (Q9 n H)(Q n H9)::::; T. 

Remark. Note that by Hypothesis 4.1, hypotheses (L1)-(L3) of section 8 
of [SG] are satisfied by Q. Further as w 2: 2 and z is not weakly closed in 
Q with respect to G, the hypotheses of 8. 7.3 in [SG] are satisfied, so by 
that result, Q is a large extraspecial subgroup of G, as defined in section 
8 of [SG]. In particular we can appeal to the lemmas in that section. 

(4.5) (1) E ~ E2w+1. 
(2) CH·(s) = NH·(R*). 
(3) R* = J(T*). 
(4) LetX2 = (Q,Q9 ) andV = (z,s). ThenP2 = Nc(V) = 

X2CH(V) with R = Cx2(V), P2/R = X 2IR x Cc(V)IR, X 2IR ~ 83 , 

and Cc(V)IR ~ NH·(R*)IR*. 
( 5) E IV ::::; Z2 ( R) is centralized by X 2 and is isomorphic to the dual 

of R* as a module for Cc(V) I R. 
( 6) Rl E ~ E 22w-2 is the tensor product of the natural module for 

X2/ R and the module R* for Cc (V) I R. In particular Cq ( s) IE is iso­
morphic toR* as a CH(V)-module. 

(7) R* induces the full group of transvections with center s on E 
and the full group of transvections with axis Cq ( s) IE on Q IE. 
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(8) If NH· (R*) is irreducible on R* then NH· (E)= CH· (s) and H* 
is absolutely irreducible on Q. 

Proof. By 8.15 in [SG], m2(E) = m + 1 with m :::; w and R* is 
elementary abelian of rank 2w- m- 1. Let R :::; T E Syl2(H). By 
Hypothesis 4.4, J(T*) ~ E2w-t, so 2w- m- 1 = m(R*) :::; m(T*) = 
w - 1, and hence w :::; m. We conclude m = w and R* = J(T*). In 
particular (1) and (3) hold. 

Next by (1) and 8.15 in [SG], (4) and (5) hold, and R/ E is the tensor 
product of the natural module for X 2/R ~ £ 2 (2) with the Ca(V)/R­
module isomorphic to R*, E /V is dual to R* as a Ca (V) / R-module, 
and R* induces the full group of transvections on E with center s. Then 
as Q/E is dual toE as a NH·(E)-module, R* induces the full group of 
transvections with axis CQ(s)/ Eon Q/ E, establishing (7). 

For e E E, [RQ, e] :::; (s) and for q E Cq(s)- E, [RQ, q] :::; E. 
Finally for u E Q- Cq(s), Cq(s) :::; [RQ,u]E, so qe E [RQ,u] for 
some e E E. Then [RQ,qe] :::; [RQ,u] and as RQ centralizes E/V, 
m([RQ, qe]) ;::::: m([RQ, q])- 1, so 

m([RQ, u]) ;::::: w- 1 + m([RQ, q]) - 1 > m([RQ, q]). 

Therefore m([RQ,u]);::::: m([RQ, y]) for ally E RnQ, so RnQ ~NH(RQ). 
Hence V = Z(RnQ) ~NH(RQ), so NH(RQ) = QCH(s). This completes 
the proof of (2). 

Finally assume NH·(R*) is irreducible on R*. Then by (4)-(7), 
CH(V)/ R ~ NH• (R*)/R* has chief series 

o < v < E < Cq(t)/(z) < Q 

and the stabilizers in H* of each of the nontrivial members of this 
series, other than E, also stabilizes V. Further as F*(H) = Q and 

1 =/= R* ~ NH·(R*) = CH.(V), CH.(V) is proper in H*, so either H* 
is irreducible on Q or CH· (s) < NH* (E). Indeed in the former case 
as Vis of order 2 and CGL(Q)(H*)-invariant, the representation is even 
absolutely irreducible. 

So we may assume CH· (s) < NH·(E), and it remains to derive a 

contradiction. Then NH•(E) is irreducible onE, so by 1.2, NH·(E) 
induces GL(E) on E. Further as R* is faithful on E and normal in 

NH·(V) = CH·(s) and R* = J(T*), NH·(E) is faithful on E. Then as 
E2w-1 ~ R* = J(T*) while NH·(E) ~ GL(E) ~ GLw(2), it follows that 
w :::; 2, contrary to Hypothesis 4.4. Namely m2(GLw(2)) > w- 1 for 
w > 3 and J(T*) = T* ~ D 8 when NH·(E) ~ G£3 (2). Q.E.D. 
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(4.6) lfCR·(NH·(R*) = 1 then 
(1) (8) = CQ(NH·(R*)), and 
(2) zcnQ={z}usH. 

Proof. By 4.5.2 and 4.5.6, CQ(s)/E is isomorphic toR* as a NH* 
(R*)-module, while by hypothesis, CR· (NH• (R*)) = 1, so NH· (R*) has 
no fixed points on CQ(s)/E. Hence (1) follows from 4.5.2.and 4.5.7. 

Let y E G-H and t = zY E Q. By (1), 4.5.3, and symmetry between 
s and t, (i) = CQ(NH•(J(S*))) for some S* E Syl2 (H*). Then by 
Sylow's Theorem, J(S*) is H*-conjugate to J(T*), sot isH-conjugate 
to s. Q.E.D. 

(4.7) Assume R* = CH·(R*). Then 
(1) No element of H* induces a transvection on Q. 
(2) If in addition CR·(NH·(R*)) = 1, then xG n Q = xH for each 

involution x E Q with x ~ { z} U sH. 

Proof. Part (2) follows from (1), 4.3, and 4.6. If h* E H* induces 
a transvection on Q then h* is an involution, to we may take hE T. By 
4.5.5, E/V is dual to R* ~ CQ(s)/E as a T*-module and CQ(s)/E 
is isomorphic to R* by 4.5.6, so if (R*, h*] =I= 1 then m([Q, h*]) ~ 
2m([R*,h*]) > 1, a contradiction. Hence h* E CH·(R*) = R*. Then by 
4.5.7, m([Q, h*]) > 1. Q.E.D. 

(4.8) Assume H* is irreducible on Q. Then 

(1) The regular orbits of R* on Q/ (8) are those in Q/ (8)-CQ(s)/ (8). 
(2) lf(G~,zl) satisfiesHypothesis'H(w,H*) andCR·(NH·(R*)) = 1 

then H1 ~if. 

Proof. Let V = (s, z) and Q = QjV. By 4.5.7, R* induces the 
group oftransvections with axis CQ(s)/E on QjE, so all orbits of R* on 

Q - C Q ( s) are regular. Hence to prove ( 1) it suffices to show C R* ( u) =I= 1 
for each u E CQ(s). If u E E this follows from 4.5.7, so assume u E 
CQ(s)-E with CR·(u) = 1. Then m([R*, u]) = m(R*) = w-1 = m(E), 
while by 4.5. 7, [R, u] :::; E, so [R*, u] = E. By symmetry between z and 
s, we may assume there is v E QB n H-E with [v, Q n HB]V =E. But 
as v* induces an involutory automorphism on Q, [Q,v*] :::; CQ(v*), so 

v* centralizes E, contrary to 4.5.7. This completes the proof of (1). 
Let K* = NH·(R*) and n the graph on H*/K* with K* adjacent 

to K* h * if K* h * R* is not a regular orbit for R*. Let (3 be the bilinear 
form on Q. By (1), (3(8, 8h) = 0 if and only if K*h* E !1(K*). 
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Assume the hypotheses of (2) and let"( be the bilinear form on Q1. 
Then there is an isomorphism H* ~ Hi which induces a representation 

of H* on Q1. By 4.5.2, K* = CH* (sl) for some s1 = zf1 E Q1 and by 
(1) applied to G1, 'Y(s1, s~) = 0 if and only if K*h* E O(K*). Therefore 

by 2.4, the representations of H* on Q and Q1 are equivalent and Q 
is isometric to Q1. As Q and Q1 are isometric, Q ~ Q1. As H* is 

irreducible on Q and CQ(K*) = (s) is !-dimensional by 4.6.1, Q is an 

absolutely irreducible F2H*-module. Hence by 3.1, H ~ H1. Q.E.D. 

( 4.9) Assume N H* (R*) is irreducible on R* and ( G1 , zl) satisfies 

Hypothesis H(w, H*). Then fh ~ fi. 

Proof. As N H* (R*) is irreducible on R*, H* is irreducible on Q by 
4.5.8, and CR·(NH·(R*)) = 1. Hence the lemma follows from 4.8.2. 

Q.E.D. 

(5.1) Let V be a 2m-dimensional symplectic space over a perfect 
field F of characteristic 2 and G = Sp(V). The the conjugacy classes 
of involutions of G are ak, bk, and ck, 1 :::=; k :::=; m, where ford= a, b, c 
and t E dk, m([V, t]) = k, k is odd if and only if d = b, and V(t) = { v E 
V: (v, vt) = 0} = V if d =a, while V(t) is a hyperplane of V if d = b 
or c. 

Proof. This is contained in section 7 of [ASe], but we repeat the 
proof here for completeness. Lett be an involution in G. For u, v E V, 
( v, ut) = ( u, vt), so the map v f---+ ( v, vt) is a linear map from V into F 
with kernel V(t). In particular dim(V/V(t)) :::=; 1. 

Suppose V = V(t). Pick Y1 E V- Cv(t), x1 E (yi)j_ - Yf, and 
let Vi = (y1, yi, x 1, xi). Multiplying x1 by a suitable scalar, we may 
take (Yl' xi) = 1. Then {Yl' Xl' yi, xi} is a hyperbolic basis for vl. ( cf. 
section 19 in [FGT]) In particular V1 is nondegenerate so V = V1 EB V1j_, 
and proceeding by induction on m, 

V = Vd-· ·· Vr_LW 

where W::::; Cv(t) and Vi has a hyperbolic basis {yi,xi,yf,xn. Notice 
[V, t] has basis {Yi + yf, Xi+ x; : 1 :::=; i :::=; r }, so dim([V, t]) = 2r and G is 
transitive on the set a2r of involutions t with V = V(t) and dim([V, t]) = 
2r by Witt's Lemma. 

So assume V =/:. V(t). Then V(t) is a hyperplane of V, so V(t) = Vcf 
for the point V0 = V(t)j_. Pick u E V- V(t), a E F with a2 = (u, ut)-1, 
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and let Xl = au. Then { Xl' xi} is a hyperbolic basis for vl = (xl' xi) 
and V = Vi EB Vj_..L. Continuing in this fashion we write 

V = Vj_j_ .. -j_Vsj_W 

where Vi has hyperbolic basis {xi,xH and W :S V(t). Then Vo = (vo), 
where v0 = I::=l xi +x~. If sis odd let x = I::=l xi and observe {x, xt} 
is a hyperbolic basis for U = (x,xt) with U..L = V(t) nx..L :S V(t), so by 
the a2r case, the restriction oft to U ..L is of type a2r and G is transitive 
on the set b2r+l of involutions t with m([V, t]) = 2r + 1. 

Finally if sis even let x = X8 andy= I:i<s Xi· Then { x, xt, y, yt} is 

a hyperbolic basis for U = (x, xt, y, yt) with Vo :S U, so again U..L :S V(t) 
and by the a2r case, G is transitive on the set c2r of involutions with 
V -1- V(t) and m([V, t]) = 2r. Q.E.D. 

As an immediate corollary to 5.1 we have: 

(5.2) Sp6(2) has four classes b1, a2, c2, and b3 of involutions. 

(5.3) Let G = Sp6(2). Then Schur2(G) ~ Z 2 and involutions of 
type b1 and c2 in G lift to elements of order 4 in Cov2(G). 

Proof. The centralizer of an involution in Co3 is a covering of 
Sp6(2) over Z2, so it remains to show 1Schur2( G) I :S 2 and to estab­
lish the statement about lifts of involutions. Let b be a transvection in 
G, H = Ca(b), and A= 0 2(H). Then b is of type b1 and A is the core 
of the permutation module for the Levi factor L ~ S6 for H, with each 
coset of (b) in A containing one involution of type a2 and one of type c2. 

Let G be a covering of Gover a center Z = (z) of order 2 and for 

B :S G write B for the preimage of Bin G. From the representation of 

Lon A, either <I>(A) = 1 or A~ z4 * 21+4. Assume the former. Then as 

H 1 (L, A/ (b)) ~ Z2, A splits over Z. Further all involutions in L are of 

type b1, a2 , or c2, and hence lift to involutions as <I>(A) = 1. Therefore 

L = Z x Lo and then fi = L0 [A, L0 ] x Z splits over Z. But then asH 

contains a Sylow 2-subgroup of G, G splits over Z, a contradiction. 

So A = z4 * 21+4 and in particular (b) = (/3) so that involutions 
of type b1 lift to element of order 4. Next G has a parabolic P with 
P/02(P) ~ £3(2) and possessing a P-submodule R of 0 2(P) which 
is the natural module for P/02(P) with each involution in R of type 

a2. As P is transitive on R#, <I>(R) = 1, so elements of type a2 lift to 
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involutions. Thus if O" E A is the lift of an involution of type a2 then O" 
is an involution, so the lift ZO" of an involution of type c2 is of order 4. 

Now let G = Cov2 (G). Then G = G/U for some hyperplane U of 
V = Z(G). Further if a E G with a of type b1 then a 2 E V- U. But 
if U =f. 1 there is a hyperplane W of V with a 2 E W, so that G /W 
is a covering of G over Z2 in which transvections lift to involutions, a 
contradiction. Q.E.D. 

(5.4) Up to isomorphism the spin module for 8p6(2) is the unique 
8-dimensional irreducible F28p6(2)-module. 

Proof. Let G = 8p6(2) and 0 =f. Man irreducible F 2 G-module. As 
F 2 is a splitting field for G, M = M(>.) for some restricted dominant 
weight >.=f. 0. Next the Weyl group W for G is of type C3, so the orbit 
>.W of >. under W is of length IW : WAI where WA is the parabolic 
stabilizing >., so either 1>-WI > 8 or >. = >.1 or A3 and 1>-WI = 6 or 
8, respectively, where Ai is the ith fundamental dominant weight. As 
M(>.I) is the natural module of dimension 6 and M(>.3) the spin module 
of dimension 8, the lemma follows. Q.E.D. 

(5.5) Let G ~ U6 (2) and V an absolutely irreducible 20-dimensional 
F2G-module such that Gv ~ L3(4)/E29 for some v E V. Let M = 
V ®F2 F4 regarded as a F4 G-module. Then M = f\ 3 (N), where N is 

the natural module of dimension 6 for the covering G ~ 8U6(2) of G. 
In particular the F 2G-module V is determined up to equivalence. 

Proof. As Vis an absolutely irreducible F 2G-module of dimension 
20, M is an irreducible F 4G-module of dimension 20. Next G ::::; 8 ::::; 
GL(M) with 8 ~ 8L6(4) and if O" is the graph-field automorphism of 8 

with Cs(O") = G then O" acts on M too. As v is fixed by the maximal 
parabolic Gv of G, v is a high weight vector for M as an F 48-module, 
so F 4v is stabilized by a parabolic P of 8 containing Gv and invariant 
under O". It follows that P is the parabolic of 8 corresponding to the 
middle node of the Dynkin diagram of 8. Thus if >. is the high weight 
vector of M and W is the Weyl group of 8 then WA is the parabolic 
of W corresponding to the middle node, so WA ~ 83 x 83 and >. W is 
of length IW : WAI = 20. Hence as 20 = dimF4 (M), >. is the unique 
dominant weight of M, so >. = >.3 is the third fundamental dominant 
weight for 8 and M = M(>.3) is the corresponding high weight module. 

Hence M = f\ 3 (N). Q.E.D. 

In the next three lemmas in this section let G ~ U6 (2), V, M, 8, and 
N be as in Lemma 5.5. We discover in section 7 that a module satisfying 
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the hypothesis of V admits the structure of an orthogonal space over F 2 

preserved by G, so as V is determined up to equivalence, V has that 
structure and G::::; O(V). 

(5.6) Let G0 = G1 X G2 be the stabilizer in G of a nondegenemte 

2-dimensional subspace of the natural module N for G, with G1 ~ U2(2) 
and G2 ~ U4 (2). Then as an orthogonal space over F2, V = (V1 EB 
V2 )_LV3, where V1 and V2 are copies of the 06(2)-module for G2, V1 = 

[V,j] for some involution j E G1, and V3 is isomorphic to the U4(2)­
module for G2. 

Proof. Let G0 be the stabilizer of a nondegenerate 2-subspace No 
of N. Pick an orthonormal basis {x1, ... , x6} for N with x1, x2 E No. 

By 5.5 we may regard M as J\3 (N). Let M3 be the subspace of M 
spanned by mi = x 1 /1. x2 /1. xi, 3 ::::; i ::::; 6. Then G 1 centralizes M3 
and the map mi f--7 Xi induces an isomorphism of M3 with Nrf as an 
F 4G2-module, so M 3 is the natural module for G2 ~ U4(2). 

Next we can choose j to interchange x1 and x2, so [M,j] = M 1 is 
spanned by mr,s = (xl + x2) /1. Xr /1. X 8 , 3 ::::; r < s ::::; 6, and the map 

mr,s f--7 Xr /1. X 8 is an isomorphism of M1 with 1\ 2(Nrf) as an F 4G2-

module. Therefore as J\2(Nrf) is the 06(2)-module for G2 tensored 
up to F 4, M 1 is that module. Similarly G1 = (j, i) for i a conjugate 
of j and M 2 = [M, i] is isomorphic to M 1 as an F 4G2-module and 
M = M 1 EB M 2 EB M3 . Recall G = Cs(a) with a acting on Mi, so Mi = 
Vi ®F2 F 4 for some F 2Go-submodule Vi of V satisfying the conclusions 
of this lemma. Q.E.D. 

(5.7) Let z be a long root element of G, L ~ U4 (2) a Levi factor of 
Ca(z), and W a F2G-module with Cw(G) = 0 and [W,G] = V. Then 
W = W1 EB W2 EB W3 as a F2L-module, with Wi::::; V of dimension 6 for 
i = 1, 2, V3 = V n W of dimension 8, and Cw(L) = 0. 

Proof. First K = Ca(L) ~ 5 3 with KL the stabilizer in G of 
a nondegenerate 2-subspace No of N. Thus by the previous lemma, 
V = V1 EB V2 EB V3 with V1 + V2 = [V, K], dim(Vl) = dim(V2) = 6, 
and V3 = Cv(K) of dimension 8. Let Y be of order 3 in K. Then 
V1 + V2 = [W, K]. Let W 3 = Cv (Y). Then V3 = V n W 3 and it remains 
to show Cw(L) = 0. Assume not and let U be a point in Cw(L). 
Replacing W by V + U we may assume Vis a hyperplane of W. Now 
Cw(L) = Cw3 (L) = Cw(LK) = U. 

Let E21 ~ E::::; Land A= EY. Then A= J(T) forTE 5yh(G) 
and Na(A)/A ~56 . As V3 is the U4(2)-module for L, V3 = [V3,E], 
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so as V1 + V2 = [W, Y], V = [W, A] and U = Cw(A). Therefore X= 
(Nc(A), LK) centralizes U, so to derive a contradiction, it remains to 
prove X= G. 

Now X is a group generated by the class D = zx of 3-transpositions. 
Further as Cc(z) is a maximal parabolic of G with L irreducible on 
0 2 (Cc(z))/(z), Cx(z) = (z) x L. By Exercise 3.3 in [3T], 0 3 (X) ::; 
Z(X) ?: 0 2 (X). Let B = Nc(A); then B = (CB(z), CB(d)) for d E 

zB - K, so X = (L, B) = (Cx(z), CB(d)), and hence the commuting 
graph on D is connected. Therefore by 9.4.4 in [3T], X is primitive 
on D. Then by Theorem 9.5.4, X is rank 3 on D, and hence Cx(z) is 
maximal in X, contradicting Cx(z) < KL. This completes the proof of 
the lemma. Q.E.D. 

(5.8) (1) dimF 2 H 1 (G, V) = 2. 
(2) Let L ~ U4 (2) and U the natural module for L regarded as an 

8-dimensional F2 -module. Then dimF 2 H 1 (L, U) = 2. 
(3) Let D be the largest F 2 G-module such that D = [D, G] and 

D/CD(G) = V, Gv a L3(4)/E29 parabolic ofG, and E/CD(G) the 10-
dimensional Gv-submodule of V. Then CD( G) ::; [E, Gv]· 

Proof. By 5.7, dimF2 H 1 (G, V) ::; dimF2 H 1 (L, U). Further we 
find in a later paper in this series that dimF2 H 1 (G, V)?: 2 and that (3) 
holds, so it remains to show dimF 2 H 1 (L, U)::; 2. Let W be the largest 
F 2 L-module with [W,L] = U and Cw(L) = 0. (cf. 17.11 of [FGT]) 
As U is a F 4 L-module, so is W by the universal property of W, and it 
remains to show dimF4 (W/U)::; 1. LetS E Syl3 (L). Then A= J(S) ~ 
E27 and Z = Z(S) is of order 3 with 0 3 (CL(Z)) = P ~ 31+2 and 
Cc(Z)/ P ~ SL2 (3). Now U = [U, A] soW= U EEl Cw(A) and NL(A) 
centralizes Cw(A). On the other hand Cu(Z) is a point centralized 
by 0 3 (CL(Z)), so the involution t inverting P/Z acts on Sand hence 
centralizes Cw(A) and then also Cw(Z) = Cu(Z) + Cw(A). Then if 
x is of order 4 in CL(Z) with x 2 = t, x induces a F 4 -transvection on 
Cw ( Z) with center Cu ( Z), so if dimF 4 (W /U) > 1, then the hyperplanes 
Cw(Z(x)) and Cw(A) of Cw(Z) intersect nontrivial, so Cw(X) -=F 0, 
where X = (NL(A), x). Finally as NL(A) is a maximal parabolic of 
L ~ PSp4(3) and x ~ NL(A), X= L, contradicting Cw(L) = 0. 

Q.E.D. 

(5.9) Let V be a 6-dimensional unitary space over F 4 and ~ the 
graph on the totally singular 3-subspaces of V with distinct x, y E ~ 

adjacent if xny -=F 0. Then Aut(~)= Pf(V) ~ Aut(U6 (2)) is the group 
of projective semilinear unitary maps on V. 
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Proof. Let G = Pr(V) and A = Aut(A), so that G ::; A. For 
x E A, Gx = LR, where R ~ E29 is the radical of Gx and L is a 
Levi factor isomorphic to PGL3 (4) extended by a field automorphism. 
Further A(x) = A1(x) U A2(x) where 

Ai(x) ={yEA: dim(xny) =i} 

with jA1(x)l = 336 and jA2(x)l = 42. Also A- x_l_ = r(x) is of order 
512 with R regular on r(x) and L = Gx,z for suitable z E r(x). 

For y E A(x), let 

O(y) = {u E A(x): xny = xnu} 

and let (} = {B(y) : y E A(x)} and (}i = {B(y) : y E Ai(x)}. Notice 
u E A( x, z) if and only if u = ( u n x) + ( u n z) with u n z = ( u n x )_l_ n z, 
so IA(x,z) n Tl = 1 for each T E e. Thus if mi = IA(y) n r(x)l for 
y E Ai(x), then 

mi ·IAi(x)l = 512 · 21 

so m1 = 25 and m2 = 28 • Therefore Ax acts on Ai(x) fori= 1,2. Also 
for y E A2(x), 21·IB(y)j = IA2(x)l = 42, so B(y) is of order 2. 

As R is regular on r(x), Ax = RAx,z· Now for u E A1(x, z) and 
v E A2(x, z), u E A(v) if and only if u n x ::; v n x, so A(x, z) has the 
structure of the projective plane 1r on x, and that structure is preserved 
by Ax,z· Let B be the kernel of the action of Ax,z on A(x, z). As 
Aut(1r) ~Land Lis faithful on A(x, z), Ax,z =LB. Further forTE B2, 
jA(x, z) n Tl = 1 and IT! = 2, so B fixes both points ofT. Therefore 
B is trivial on A2(x). However as Lis irreducible on R, L is maximal 
in Gx = LR, so as R is regular on r(x), Gx is primitive on r(x), and 
hence for z =f. wE r(x), A 2 (x,z) =f. A 2 (x,w). Therefore as B is trivial 
on A2(x), B is also trivial on r(x). Hence B fixes A(x, w) n T for each 
T E 01, soB is trivial on A1(x), and therefore B = 1. 

We have shown Ax,z = LB = L, so Ax= RAx,z = RL = Gx. Then 
as G is transitive on A, A= GAx = G, completing the proof. Q.E.D. 

§6. Groups of type 2 E6 (2) 

Define a group G to be of type 2 E 6 (2) if G possesses an involution 
z such that (G,z) satisfies Hypothesis 1i(10,U6 (2)), in the language 
of Example 4.2. Throughout this short section, assume G is of type 
2 E 6 (2) and let z be an involution in G such that H = Ca(z) and Q = 
F*(H) satisfy our hypotheses. Therefore Hypothesis 4.1 is satisfied, and 
indeed in a moment we see that Hypothesis 4.4 is also satisfied. Thus 
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we adopt the notation of section 4, except that we write t = z9 for 
our distinguished element of z0 n Q- {z}. In particular H = Cc(z) 
satisfies Q = F*(H) ~ 21+20 , H* = H/Q ~ U6 (2), and z is not weakly 
closed in Q with respect to G. Recall also that E = Q n Q9 and R = 
(Q9 n H)(Q n H9). 

(6.1) (1) E ~ E2u. 
(2) NH·(E) = CH*(i) = NH·(R*) is the parabolic of H* which is 

the split extension of R* ~ E 29 by L3 (4) with R* the Todd module for 
£3(4). 

(3) R* = J(T*) forTE Syl2(H). 
(4) Let X 2 (Q, Q9) and V = (z, t). Then P2 Nc(V) 

X 2CH(V) with 
R = 02(P2) = Cx2 (V), 

P2/R = X 2/R x Cc(V)jR, X2/R ~ 83, and Cc(V)/R ~ L3 (4). 
(5) E/V = Z2(R) is centralized by X 2 and is the dual of the Todd 

module for Cc(V)/ R. 
(6) R/ E ~ E 21s is the tensor product of the natural module for 

X 2/R and the Todd module for Cc(V)jR. 
(7) H* is absolutely irreducible on Q. 

Proof. Let R :::; T E Syl2(H). By 23.4 in [3T], J(T*) ~ E 29, so 
Hypothesis 4.4 is satisfied. Indeed N H* ( J*) is the parabolic of H* ~ 
U6 (2) which is the split extension of J(T*) by £ 3 (4) with J(T*) the 
Todd module. Therefore the lemma follows from 4.5. Q.E.D. 

(6.2) Q ®F2 F 4 is isomorphic as a F 4 H*-module to f\3 (N), where 

N is the natural module of dimension 6 for the covering H* ~ SU6(2) 
of H*. In particular the representation of H* on Q is determined up to 
equivalence. 

Proof. By 6.1.7, Q is an absolutely irreducible F 2H*-module of 
dimension 20, while by 6.1.2, Hi ~ £3(4)/ E 29. So asH* ~ U6(2), the 
lemma follows from 5.5. Q.E.D. 

In this section G = 2 E 6 (2) and z is a long root involution in G. It 
is well known that: 

(7.1) The group G is of type 2 E6 (2) with z 2-central in G. 
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Thus we adopt the notation of section 6. In particular H = Ca(z), 
Q = 0 2 (H), and T E Syl2 (H) with R ~ T. Let .6. = z 0 , and let 
P1 = H, Pz, P3, P4 be the four maximal parabolics of G containing T 
ordered so that we have the diagram 

1 2 3 4 
o---=o---o 

For J <;;;; {1, 2, 3, 4} let LJ be the standard Levi factor in the parabolic 
PJ = njEJ Pj and RJ = Oz(PJ) the unipotent radical of PJ. In partic­
ular R = R2 . Let W be the Weyl group of G. 

(7.2) H has the following 5 orbits on .6.: 
(1) .6.0 (z) = {z}. 
(2) .6.1 (z) = Q n .6.- {z}. 
(3) .6.i(z) = .6. n H- Q. 
(4) .6.§(z) ={dE .6.: [z,d] E .6.}. 
(5) .6.3 (z) ={dE .6.: lzdl = 3}. 

Pmof. We sketch the proof in section 12 of [ASe] for completeness. 
The subgroup W1 = W n P1 has 5 orbits on W /W1 so H = P1 has 
5 orbits on GjH ~ .6.; cf. Exercise 14.6.1 in [FGT]. Now z = Ua(1), 
where a is the highest root in the root system <I> determining T. There 
is a long root (3 =/= a with t = U 13 ( 1) E Q; then t E .6. 1 ( z). Similarly 
there is a long root""( such that U/'(1) E £ 1 , long roots Ei, i = 1, 2 with 
U<J1) E £ 1 , and hE H with th E CQ(t), so that 

[t,thj=z andiU<1 (1)U<2 (1)I=3 

so U"(1) E .6.i(z) and .6.§(z) =/= 0 =/= .6.3 (z). 

(7.3) (1) £ 1 ~ U6 (2) is a complement to Q in H. 

Q.E.D. 

(2) L1 has 3 classes of involutions with representatives j 1, Jz, j3, 
where Ji is the pmduct of i transvections in U6 (2). In particular j 1 is a 
long mot involution of L1 and j2 is a short mot involution. 

(3) A = J(T n LI) ~ E 29 is the unipotent radical of the parabolic 
P2 n L1 of L1, P2 n L1 = L1,2A with L12 ~ £ 3 (4), and A is the 9-
dimensional Todd module for £1,2. 

( 4) All involutions in L1 are fused into A and if a E A n jf1 then 
CL 1 ,2 (a) ~ U3(2). 

Pmof. As L1 is the standard Levi factor for P1, £ 1 is a complement 
to R1 = Q in H = H. By 7.1, L1 ~ U6(2). Then 23.2 in [3T] implies 
(2), 6.1 implies (3), and 23.3, and 22.2 in [3T] imply (4). Q.E.D. 
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(7.4) (1) dim([Q,ji]) = 6, 8,10 fori= 1, 2, 3, respectively. 
(2) Q is transitive on the involutions in j 3 Q. 
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Proof. Let M = NL 1 (£1,4). Then M is the stabilizer in £ 1 of a 
nondegenerate 2-dimensional subspace of the natural module for £ 1 ~ 
U6(2), so by 5.6, M = M1 x M2 with M2 = £1,4 ~ U4(2) and M1 = 
eLi (M2) ~ £2(2) with j1 E M1. Further (again by 5.6) as an orthogonal 

space over F2, Q = (Q1 EfJ Q2)1_Q3, where Q1 and Q2 are copies of the 

Oij(2)-module for M 2, Q1 = [Q,j1], and Q3 is isomorphic to the U4(2)­

module for M2. Thus 6 = dim(Q1) = dim([Q,j1]). Next we can take 

j2 = ab, where a, b are £ 1 conjugates of j 1 in M 2, so dim([Q3, h]) = 4 

and dim([Qi,j2]) = 2 fori= 1, 2, and hence dim([Q,h]) = 8. Finally 
we can take j3 = jd2- Then j 3 interchanges two of the three M2-
irreducibles on Q1 EEJ Q2, so dim([Q1 EfJ Q2,j3]) = 6 and dim([Q3,j3]) = 

dim([Q3,j2]) = 4. That is (1) holds. 

As dim([Q3,j3]) = 10 = dim(Q)/2, eij(j3) = [Q,j3], so Q is tran­

sitive on the involutions in ] 3Q; cf. Exercise 2.8.1 in [SGJ. Hence all 
involutions in j 3Q are conjugate to j 3 or j 3z. Next we have a symplectic 
form a on Q2 defined by a( u, v) = ( u, vj1) and there exists u E Q2 with 

a(u,uh) i= 0 ash is of type c2 in M2 and Q2 is the 06(2)-module 
for M2. Therefore (u,uj3) = (u,uhj1) = a(u,uh) i= 0, and hence 
u + uj3 E eij(j3) is nonsingular, so f3 = j3z, establishing (2). Q.E.D. 

(7.5) (1) j 1 E ~ is a long root involution so j 1 E z0 and H = 
ea(z) ~ ea(j1)· 

(2) j 2 is a short root involution, there is x E jf n Q n Z(R4 ), 

and ea(x) ~ P4, ea(x) = R4eL4 (x), where ep4 (x) ~ Sp6(2) is the 
stabilizer in L4 ~ 08(2) of x regarded as a nonsingular point of the 8-
dimensional orthogonal space Z(R4) for £ 4 , with QnZ(R4) the subspace 
orthogonal to z. 

(3) There is y E jf n Q n Q9 for g E P2- H, ea(Y) ~ P2 with 
IR2: eR2 (Y)I = 4 and eL2 (Y) ~ £2(2) x U3(2). 

(4) z, t = zY, x, y are representatives for the orbits of H on in­
volutions of Q, with eL1 (t) ~ L3(4)/E29, eL 1 (x) ~ Sp4(2)/29 , and 
eLl (ii) ~ u3(2)/28 • 

Proof. First j 1 is a long root involution of £ 1 by 7.3.2, so j 1 E ~ 

and (1) holds. 
Similarly by 7.3.2, j 2 is a short root involution of £ 1 and hence of G. 

Let Z4 = Z(R4); it is well known ( cf. [CKS]) that Z4 is the natural mod­
ule for £4 ~ 08 (2) with long root involutions in z4 the singular points 
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and short root involutions in z4 the nonsingular points. Further Q n z4 
is the subspace of z4 orthogonal to z. So if X E Q n z4 is a short root 
involution then CL4 (x) ~ Sp6 (2). Now Ca(x) :$ P for some parabolic 
P by Borel-Tits; cf. 47.8.2 in [FGT]. But the only parabolics of G con­
taining subgroups of the form CL4 (x)R4 = Sp6(2)l224 are conjugates of 
P4, soP= P,f for some hE G. Then 02(P) = 02(Cp4 (x)) == R4, so 
P = P4 and (2) is established. 

Let g E P2 - H, t = zY, and E = Q n QY. By 7.3, A= J(Tn L 1 ) = 
R1,2 n £ 1 ~ E29 contains a conjugate of h· Further from 6.1.6, £ 1,2 has 
three irreducibles on R 2IE, all fused under P2, so AEIE is one of those 
irreducibles and (Q n R 2 )IE is another, and A is fused to Aw :$ Q n R2 
under P2. Next Aw and [E, £ 1,2] are dual irreducibles for £ 1,2 and there 
is l E N£1 (£1,2) inducing a graph automorphism on £ 1,2, so Awl ~ 
[E,£1,2], and hence there is y E jf n E. Next Cp2 (y) = CL2 (y)CR2 (y) 
with CL2 (Y) = £2,3,4 x CL 1 , 2 (Y) and by 7.3.4 and 6.1.5, CL 1 , 2 (y) ~ U3(2) 
with CA(Y) a hyperplane of A and IR2: CR2 (y)l = 4. Thus to complete 
the proof of (3) it remains to show Ca(y) :$ P2. Again by Borel-Tits, 
Ca (y) :$ P for some parabolic P of G and by 4.3, z is weakly closed in 
the center of a Sylow 2-subgroup of Ca(y), so P n H is a parabolic of 
G. Then CH(Y) :$ P n H. 

Let B = CA(y). Observe first that CQ(B) = (i,fj). For CL 1 ,2 (y) is 

irreducible on the hyperplane [Q IE, B] of Q IE and as £ 1,2 is irreducible 
on A, B contains a conjugate bofj3. By 7.4.1, CQ(b)EIE = [Q, b]EIE :$ 

[QIE,B], so as CL 1 ,2 (y) is irreducible on [QIE,B], so CQ(B) :$ E, and 
then by 4.5.7 completes the proof of the observation. 

Next as IR2: CR2 (y)l = 4, R2 is transitive on (z,t,y)- (z,t), sot 
is weakly closed in CQ(B) = (t, fj), and therefore NL 1 (S) :$ £ 1 n P2 = 
N L 1 (A), for each 2-subgroup S of £ 1 containing B. Hence P2 n P n £ 1 
contains a Sylow 2-subgroup of Pn£1, so as A= J(TnL1), A:$ PnH. 
Then as A= 02(A(CL1 (y) n NL 1 (A))) and CL 1 (y) is irreducible on B, 
B :$ 02(P n £1) :$ A, so that P n £1 = P2 n £ 1 and then P n H = P1,2. 
Therefore P2 = (P1,2, P2,3,4) :$ P, so P = P2 and (3) holds. 

Now IL1I = 215 · 36 · 5 · 7 · 11 and ICH·(iJ)I = 211 · 32, so liJHI = 
24 · 34 ·5 · 7 ·11. Similarly ICH(i)l = 215 · 32 · 5 · 7, so lfHI = 34 ·11. Finally 

CH(x) = Cp4 (z) n Cp4 (x) = R4CL4 ((z,x)) 

with CL4 ((z,x)) ~ Sp4(2)l25, so ICH(x)l = 233 ·32·5. Then as ICQ(x)l = 
220 , IC£1 (x)l = 213 · 32 · 5, so lxHI = 22 · 34 · 7 · 11. Now the sum of the 
lengths of these three orbits is 

34·11·(1+22·7+24·5·7) = 34·11·588 = 34·11·19·31 = (29 +1)(210 -1). 
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But (29 + 1)(210 -1) is the number of singular points in a 20-dimensional 
orthogonal space of maximal Witt index over F2, so (4) is established. 

Q.E.D. 

(7.6) Q is regular on b.3 (z) and ford E b.3 (z), Ca( (z, d)) is conju­
gate under Q to L1. 

Proof. By 7.2, we may take z = Ua(1) and d = U_a(1). Then 
Ca( (z, d)) = H n Hwo = p1 n P{'-'0 = L1, where Wo is the long word in 
W, as aW0 =-a, so zwo =d. Thus as L1 is a complement to Q, Q is 
regular on b.3 (z). Q.E.D. 

(7. 7) j 1 , j 2 , and ]3 are representatives for the three conjugacy classes 
of involutions in G. 

Proof. We first observe that if j is an involution in G then zi E 

b.3 (z) for some i E jG. This is Lemma 12.2 in [ASe], but we sketch a 
proof for completeness. Without loss, j E H. By 7.5, each involution 
in Q is fused into L2, so we may assume j tj. Q. Let H* = HjQ. It is 
easy to check that lk*k*JI = 3 for some root involution k E L1, so by 
7.2, kJ E b.3 (k), completing the proof of the observation. 

So each involution in G is fused to s E L1 U L 1 z, so s is fused to ji 
or jiz. Finally zji centralizes a conjugate of (z, d) in L1 unless i = 3, so 
it remains to observe that zj3 is conjugate to j 3 by 7.4.2. 

We have shown each involution in G is conjugate to ji fori= 1, 2, or 
3. But by 7.5.4 and 4.7.2, these involutions are not fused in G. Q.E.D. 

(7.8) Let g E P2 - H, t = z9, and E = Q n Q9. Then 

(1) For hE P1,3,4- P2 , th E E. 
(2) U3 = Q n Q9 n Q9h ~ E27. 

(3) Let V3 = (z, t, th). Then CH(V3)/02(CH(%)) ~ L2(4) has chief 
series 

O<V<V3<[h<E 

onE with E/U3 the 0:4(2)-module and U3 /V3 the L 2 (4)-module. Further 
CH(V3 ) has four L 2 (4)-sections and three D4(2)-sections on R3 . 

Proof. First by 7.5.2, Z4 = Z(R4 ) is the orthogonal space for 
L 4 ~ n; (2) with Q n Z4 the hyperplane orthogonal to z. Further the 
parabolic P3 ,4 is the stabilizer in P4 of the totally singular 3-subspace 
V3 = (z, t, th). Thus th E E and indeed V3 = Z(P3 ) with CH(V3 ) = 

L1,2,3 R3 and L 1,2,3 ~ L2(4) has chief series onE has described in (3), 
except we have not shown that U3 = E 3 , where E3 is the penultimate 
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term in the series. But as u3 is eH(V3)-invariant, u3 = E3 or v3, and 
the latter is impossible as U3 n Z4 is of dimension 5. 

Finally the chief sections can be retrieved as follows. Let A = R2nL1 
be as in 7.3. The nontrivial chief sections of £ 1,2,3 on R4 are those in 
(R1,2,3 n Lt)/A, A, E/V, and eQ(t)/E, and by 6.1, A is isomorphic to 
eQ(t)/ E and to the dual of E /V as an £1,2,3-module. Finally (R1,2,3 n 
LI)/A is the £ 2(4)-module, while A has one £ 2(4) chief section and one 
04 (2)-chief section. Q.E.D. 

(7.9) Let b. be the graph with vertex z0 and z adjacent tot if z i­
t E Q. Then b. is simply connected. 

Proof This follows from 1.1, since the building for G is of type F4 
and b. is the collinearity graph of the building. Q.E.D. 

(7.10) (1) G has an involutory outer automorphism a with ea(a) ~ 
F4 (2), and we may choose a so that: 

(2) eL1 (a) ~ Sp6(2) and eQ(a) = D1D2 where D1 n D2 = (z), 
(Db D2] = 1, D1 = [Q, a], D 1 is isomorphic to the stabilizer of a non­
singular point in an 8-dimensional orthogonal space over F2 as a eL1 (a)­
module, with singular points in jfj, and D2 ~ 21+8 with eQ(a)/D1 the 
spin module for eL1 (a). 

(3) eL2 (a) ~ 83 x £3(2) and a centralizes Z(R2). 
(4) ForSE Syl2(ea(a)), Z(S) = Z(S) n Q ~ E 4 . 

(5) a and az are representatives for the orbits of G on involutions 
in aG and ea(az) = eH(a). 

(6) Let Y be a diagonal group of outer automorphisms of G of order 
3. Then ea(Y) is of even order and if all involutions in ea(Y) are in 
jf then NAut(G)(Y)/Y ~ Aut(U3(8)). 

Proof This is well known; indeed a is a graph-field automorphism 
of G. See for example section 4 of (CKS] for parts (1)-(5). Part (6) can 
be retrieved from the Springer-Steinberg theory of semisimple elements 
of finite groups of Lie type. Q.E.D. 

(7.11) (1) ISchur2(G)I = 4. 
(2) The outer automorphism group of G is faithful on Schur2(G). 

Proof. Let G = eov2(G) and Z = Z(G). For Y:::; G, write Y for 
the preimage of Y in G. 

As T::; H, fi is a covering of H, and hence an image of Cov2(H), 
described in 3.2. In particular Q ~ Q x Z by 3.2, so [Q, E] = CI>(Q) ~ Z2. 
Then as X2 = (Q, Q9), (X2, E] = CI>(Q)<I>(Q)9 ~ E4. 
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Next L2 = L234 xL12 with L234 = XnL2 ~ 83 and L12 ~ L3(4). Let 

Y be of order 3 in i234· Then Vy = [02, Y] = [X2, E] is a complement 

to Z in V2 and [R2, E] = Vy as R2 = 02(X2). Therefore R2 centralizes 

EjVy, so setting Ey = [E,J\], it follows that Ey = [E,L1,2JVy. 

Next E /V2 ~ E /V is quasiequivalent to the Todd module for L12 
by 6.1.5. Therefore 

with the last equality following from 23.6 in [3T]. Hence U = ZnEy is of 
order at most 4 and as Out( G) induces a group of outer automorphisms 
on L 12 , Out( G) is faithful on U if U =1- 1 by 23.6 in [3T]. So it remains 
to show U = Z, since we will find in a later paper in this series that 
Schur2 (G) =1- 1. 

Let G* = G/U; it remains to show Z* = 1. Now R2 = [R2, Y] so 

R~/E¥ = [R~/Ey, Y*] x Z*. Therefore F2 /[~, Y*] ~ L234 x L]'2 with 

L]'2 quasisimple with center Z*. Next Q ::; L234R by 6.1, so Q ~ Q* 

and H* /Q* is quasi simple with center Z*. Indeed 

R~Q* jQ* = [R~, Y*]Q* jQ* X Z* 

so by 23.5.5 in [3T], Z* = 1, completing the proof. Q.E.D. 

(7.12) Assume M(22) ~ M ::; G such that the set D of 3-
transpositions of M is contained in D.. Then Cv(a) =1- 0 for each a ED., 
and indeed M has the following four orbits, D.i, 1 ::; i ::; 4, on D.: 

(1) D-1 = D of order 3, 510. 
(2) D-2 = {a E D. : Cv(a) ~ 0 2(Ca(a))} of order 142,155, with 

CM(a) ~ M22/ E 21o and Cv(a) of order 22 generating 02(CM(a)). 
(3) D-3 ={a ED.- D: ID n 0 2(Ca(a))l = 1} of order 3, 127,410, 

withCM(a) ~ L3(4)/E21o andCv(a) oforder22 generating02(CM(a)). 
(4) D-4 = {a E D. : D n 0 2(Ca(a)) = 0} of order 694,980, with 

CM(a) = (Cv(a)) ~ Sp6(2)/E64· 

Proof. First D-1 = D is an orbit of M on D. of length 3, 510 by 16.7 
in [3T]. 

As D ~ D., we may take z E D. Then K = CM(d) is quasisimple 
with K/(d) ~ U6(2), soH= KQ with KnQ = (z). Claim 

(5) K has the following six orbits on D. n H: 
(i) {z}. 
(ii) Dz = HnD- {z}. 
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(iii) ~i(z), i = 1, 2 with ~l(z) u ~2(z) = ~(z) = ~ n Q- {z}, 

~2(z) = {za: a E ~1(z)}, 

and CK(a) ~ £3(4)/ E 21o for a E ~(z). 
(iv) ~3 (z) with CK(a) ~ A5jE16jE21o for a E ~3(z). 

(v) ~4 (z) with CK(a) ~ Sp4(2)j21+8 /Z2 for a E ~4(z). 

Namely by 7.2, H has three orbits on ~nH: {z}, ~(z) = HnQ-{z}, 
and ~Hz) = H n ~- Q. As H = KQ with K n Q = (z), K has two 
orbits ~i(z), i = 1, 2 on ~(z), with ~2(z) = {za: a E ~1(z)}, and by 
6.1.2 and 23.5 in [3T], CK(a) ~ L3(4)/E2w for a E ~(z). 

Next let b E Dz. Then b E ~Hz) and each member of ~~(z) is 
K-conjugate to bu for some u E [Q, b]. Now [Q, b] is the natural module 
for CK(b)j02(CK(b)) ~ 0(1(2) with 02(CK(b)) ~ 21+8 /Z2, (cf. 7.3 and 
the proof of 7.4) so K has two orbits ~3(z) and ~4(z) on ~~(z)- Dz, 
with representatives bu and bv, where u, v E [Q, b] with u a singular 
point of the orthogonal space [Q, b] and v a nonsingular point. Then 
CK(bu) = CK(b) n CK(u) ~ A5/E16/21+8 /Z2 and CK(bv) = CK(b) n 
CK(v) ~ Sp4(2)/21+B /Z2. Indeed CK(u) is the parabolic NK(Tn D)~ 
£3(4)/E21o with 02(CK(u)) = (T n D), so CK(bu) ~ A5/E16/E2w, 
completing the proof of the claim. 

Let z.L = {z} U Dz. If a E ~(z) or ~3 (z) then z.L n Ca(a) = T n D 
is of order 22 and hence is of the form S n D for some S E Syl2(M), 
with A = (S n D) ~ E 2w. Further if a E ~(z) then by 6.1, CK(a) 
has 3 irreducibles on (Q n Ha)(Qa n H)j(Q n Qa), and one of them is 
A(QnQa)/(QnQa), so A(QnQa) = QanH or QaznH. In the first case, 
A:::; Qa. Therefore for each bE AnD, a E ~(b), so AnD= b.L nCa(a) 
and CM((a,b)) acts 2-transitively as £ 3(4) on AnD- {b}. Therefore 
NM(A):::; CM(a) with NM(A)/A ~ M22 by 25.7 in [3Tj. As AnD is a 
connected component of CD (a), it follows ( cf. 24.3 in [3Tj and its proof) 
that AnD= Cv(a), so that NM(a) = CM(a). That is a E ~2-

In the second case, za E ~2 and AnQa = (z), so forb E AnD-{z}, 
b ¢. Qa, and hence a¢. Qb, so a E ~i(b) fori= 3 or 4. As CK((a,b)) ~ 
A5/E16/E2w, and CM((a,b)) contains no such subgroup if a E ~4 (b), 
we conclude a E ~3 (b). Therefore SnD = b.LnCa(a) for each bE SnD, 
so as above, SnD = Cv(a) and {z} = DnQa. Hence CM(a) = CK(a) 
and a E ~3 in this case. 

So ~2 and ~3 are the orbits of M on ~ - D consisting of elements 
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a with D n Qa -:f. 0. This leaves 

A~ = {a E A : CD (a) -:f. 0 = D n Qa} = U A4 (d) 
dED 

as an orbit under M. 
Pick a E A4 (z) and let D(a) = CD(a). Then D(a) is a set of 

3-transpositions of Ma = (D(a)). Now CK(a) ~ Sp4 (2)/22+8 and 
CK(a) = (z..L n D(a)). Indeed for each b E D(a), a E A4 (b) as a ¢. 
A 3 UA4 , so by 8.2.2 in [3T], Ma is transitive on D(a). Then by aFrattini 
argument, CM(a) =MaCK( a)= Ma. Also in the language of [3T], Vz = 
{z, d}, where dis the unique member of DnaQ, so by 9.2 in [3T], {z, d} = 

z02(Ma), so [z,02(Ma)] = (zd):::; Z(02(Ma)). Therefore U = ((zd)Ma) 
is elementary abelian and z induces a transvection on U. Let Ma = 
MafU. As 0 2 (CK(a))j(zd) ~ 21+8 and 0 2 (CK(a))/(z,d) is the sum of 
two 4-dimensional irreducibles for CK(a), m(Cu(z)) = 5, m(U) = 6, and 
CMJz) ~ CK(a)/Cu(z) ~ Sp4(2)/E32· As 02(CMJz)) $: Z(CMJz)), 
03(Ma) :::; Z(Ma) by Exercise 3.2 in [3T], while as [z, 02(Ma)] :::; U, 
02(Ma) :::; Z(Ma)· Then by Theorem Q in section 14 of [3T], Ma ~ 
Sp6(2). 

To complete the proof we calculate the order of 0 = A2 , A3 and A~ 
via I 0 I = I M : C M (a) I, for a E 0, and determine they are as indicated 
in the statement of the lemma. Then we calculate that 

so A~ = A 4 and the proof of the lemma is complete. Q.E.D. 

(7.13) Let fi = Cov2 (H), p: fi--+ H the universal covering, V = 
ker(p), Q = 0 2 (H) and P = [Q, if]. Let H+ be a group with Q+ ~ 
F*(H+) ~ Q and H+fZ(H+) ~if. Then 

(1) fi = LP with P n L = 1, L ~ Cov2 (L1 ) and p(L) = L 1 . 

(2) P ~ E 4 x Q, Z(L) ~ E 4 , Q = Z(L) x P and Z(H) = Z(L) x 
Z(P). 

(3) Z(L) :::; V and V = [T, Z(H)] is a complement to <I>(P) for some 

automorphism T of order 3 inducing an outer automorphism on L 
(4) H+ ~ H if and only if H+ possesses a complement L+ to Q+ 

such that E+f(t+) splits over (z+, t+)/(t+) as a J+-module, where x+ 
is the image of x = z, t, E under the isomorphism Q ~ Q+, and J+ = 
CL+ (t+)· 

(5) If H+ = Ca+(z+) for some group G+ of type 2 E6(2) and H+ 
splits over Q+ then H+ ~H. 
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- 3 
Proof. By 6.2, Q ®F2 F 4 ~ 1\ (N) as a F4£1-module. Then by 

5.8, H 1(£1, Q) ~ E4 . By 23.7 in [3T], Schur2(L1) ~ E4 . Therefore (1) 
and (2) follow from 3.2. 

Let D = CAut(il)(Pjif!(P)) and HD the semidirect product of fi 
by D. By 3.2, Vis a complement to if!(P) in Z(H) and D/Inn(P) ~ 
H 1 (L1o Q) ~ E4 is regular on complements to if!(P) in Z(P). Indeed by 

3.2.6, H+ ~ fi fV+ for some complement V+ to if!(P) in Z(H). 
- 3 3 As Q ®F2 F 4 ~ 1\ (N) and the representation of £1 on 1\ (N) 

extends to PGU6 (2) = £ 1 (r) for some T of order 3, the representation 

of £ 1 on Q extends to £ 1 (r). Thus T is an automorphism of fi by 
3.2.3, so as T is faithful on Schur2(L1) and H 1(£1, Q), T is faithful on 

Z(H)/Z(P) and Z(P)jif!(P). As some outer automorphism of G of 
order 3 acts on Q and £ 1 and induces an outer automorphism of £1, we 
may take T to act on L, T induces an outer automorphism on L, and 
V = [Z(H), r] is the unique r-invariant complement to if!(P), so that 
(3) holds. 

Notice that D is transitive on the complements to QjZ(H) in 

H/Z(H). 
Let L+ = LV+fV+ be the image of Lin H+. We next prove 

(6) Under the hypothesis of (5), we can pick L+ with 0 2(J+) ::; Qt+ = 

02(Ca+(t+)). 

To simplify notation we argue in G. Now J has three 9-dimensional 
irreducibles on 0 2(J)Q/ E: Cq(t)j E, (Qt n H)/ E, and (Qtz n H)/ E, so 
as 0 2 ( J)E / E is one of these irreducibles, conjugating L+ by an element 
of Q- Cq(t) if necessary, we may take 0 2 (J)E = Qt n H, establishing 
(6). We also prove 

(7) Under the hypothesis of (5), there is a complement I+ to 0 2(J+) in 
J+ such that E+ splits over (z+, t+) as an !+-module. 

First if G + = G then I = £ 12 works as £ 12 acts on the complement 
CE(£234) to (z, t) in E. Moreover Q is a semisimple £ 12-module and 

£12 = NLl ([E, £12]). 
In the general case fi+ ~ fi (cf. 8.1) so the preimage h in £+ 

of the image of 112 in fi+ under this isomorphism acts semisimply on 
Q+ as £ 12 is semisimple on Q. In particular Cq+(I+) ~ D8 . Similarly 
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as the image F of [E+, I+] in Qt+ is a simple !+-module, and as fit+ 

is isomorphic to fit, I+Qt+ = NH,+ (F) and then Qt+ is a semisimple 

!+-module and eQ,+(I+) ~ Ds. Therefore (eQ+(h),eQ,+(I+)) con­

tains an element X+ of order 3 such that eE+(X+) is an !+-invariant 
complement to (z+, t+) in E+, completing the proof of (7). 

Observe next that 

(8) L+ is a complement to Q+ in H+ if and only if Z(L)::; V+. 

We also claim 

(9) If L+ is a complement to Q+ then V+ = V if and only if the fol­
lowing splitting property holds: E+/(t+) splits over E+/(z+,t+) as a 
Jrmodule. 

If V+ = V this follows from (6) and (7). Namely by (6), we may 
choose L1 so that 02(J) ::; Qt, where J = eL1 (t). Therefore 02(J) 
centralizes E/(t) as E::; Qt. Further by (7), E splits over (z, t) as an 
!-module, so as J = 0 2(J)I, we have the splitting property. 

Notice this argument only depended upon the hypothesis of (5). 
Thus (9) will imply (5), since under the hypothesis of (5), as Dis transi­

tive on complements to Q/Z(Q), we may assume the complement to Q+ 

is the image of L. Thus, as we just observed, H+ has the splitting prop­
erty, soH~ H+ by (9). Similarly (8) and (9) imply (4), so it remains to 

assume the splitting property and show v+ = v. Let E = p- 1 (E) n p 
and J = p-1 (eL1 (t)). We show Z(P)::; [E, J]«<>(P), so that asH+ has 
the splitting property, 

V+ n Z(P) = [E, ]] = V n Z(P) 

and then 

V+ = Z(L) + (V+ n Z(P) = Z(L) + (V n Z(P) = V 

as desired. 
Now P/«<>(P) is the largest module M = [M, L 1] for L1 such that 

MjeM(Ll) ~ Q. Further J = eLl (i) and E is the unique 10-

dimensional L1-submodule of P/Z(P), so Z(P)::; [E/«<>(P), J] by 5.8.3, 
completing the proof of the lemma. Q.E.D. 
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(7.14) Let G be the extension ofG by the graph-field automorphism 
a- of 7.10 and fi = Ca(z). Assume fi1 is a group with F*(HI) = Q1 ~ Q 
and with a subgroup H 1 of index 2 containing Q1 such that H1/Z(H1) ~ 

if. Then Hj(z) ~ HI/Z(HI)· 

Proof. As F*(H1 ) = Q1 and H 1 is of index 2 in fi1 with HI/Z(HI) 
~if, F*(HI/Q1 ) = HI/Q1 ~ H* ~ U6(2). Therefore as Out(UB(2)) ~ 
83, HI/Q1 ~ HjQ. As HI/Z(H1) ~if, the representation of HI/Ql 
on Q1 = QI/Z(Q1 ) is quasiequivalent to that of H* on Q by 3.1. By 
6.1.7, H* is absolutely irreducible on Q, so NGL(Q(H*) ~ Aut(U6(2)), 

and hence as HI/Q1 ~ fi jQ, the representation of HI/Q1 on Q1 is 
quasiequivalent to that of iijQ on Q, so 3.1 completes the proof of the 
lemma. Q.E.D. 

(7.15) (1) For p =1- 2 or 11, p prime, and P E 8ylp(G), Ca(P) :::; P 
and if p = 3 then Na(P) is a {2, 3}-group. 

(2) IfY:::; G is of order 11 then Ca(Y) ~ Z11 x 83. 
(3) If Y :::; G is of order 7 then Ca(Y) = Y x E(Ca(Y)) with 

E(Cc(Y)) ~ L3(2) or L3(4). 
(4) IfY:::; G is of order 5 then Ca(Y) ~ Zs x As. 
(5) If Y is a 3-central subgroup of G of order 3 then Ca(Y) is a 

{2, 3}-group. 
(6) If 8 E 8yl3(G) then J(8) ~ E3s and Na(J(8))jJ(8) ~ 06(2). 

Proof. This is well known and follows from the Springer-Steinberg 
theory of semisimple elements of finite groups of Lie type. Q.E.D. 

(7.16) If M :::; G is of odd order then IMI < 105 . 

Proof. Let F = F(M). As M is of odd order, M is solvable, 
so CM(F) :::; F. (cf 31.10 in [FGT]) Let p be a prime divisor of IFI 
and P = Op(M). If p =1- 3 or 11 and P E 8ylp(G), then by 7.15.1, 
QP(F) :::; Ca(P) :::; P, so P = F. Thus IMI :::; nviPI, where np is 
the maximal order of a subgroup X of GL(P/if!(P)) of odd order with 
Op(X) = 1. In each case nviPI < 105 . 

Further if p = 11 then F:::; 0 2 (Ca(P)) ~ Z33 by 7.15.2, so 

IMI :::; IFI·IO(Aut(Zu))l :::; 33 · 5 < 105 

Similar arguments work if Pis of order 5 or 7, using 7.15.3 and 7.15.4. 
Therefore we may assume F = 0 3 (M). Now if P E 8yh(FCa(F)) 

then by a Frattini argument, M :::; Na(F) = Ca(F)(Na(P) n Na(F), 
so as CM(F) :::; F, Na(P) n Na(F) contains a subgroup M0 of odd 
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order with IMol :2: IMI. Hence replacing M by M 0 if necessary, we may 
assume P =F. In particular taking F :<:::: S E Syl3 (G), Z = Z(S) :<::::F. 
Let U = (ZM), so that Z ~ E3n for some n. Then CM(U) :<::; CM(Z), 
and CM(Z) is a 3-group by 7.15.5. Therefore CM(U) :<:::: 0 3(M) = F. 
Hence IMI :<::::I FINn, where Nn is the maximal order of a subgroup X of 
odd order in GLn(3) with 03(X) = 1. 

By 7.15.6, n :<:::: 5, so IMI 3, divides 5 · 11 · 13. Indeed if 11 divides 
IMI then n = 5, soU= J(S) for S E Syls(G) by 7.15.6, whereas by the 
last remark in 7.15.6, 11 does not divide the order of Nc(J(S)). So 11 
does not divide the order of M. Further by 7.15.4, G has no subgroup 
of order 13 · 5, so by Hall's Theorem, (cf. 18.5 in [FGT]) IMI3, = 1, 5, 
or 13. But IGI 3 = 39 and 39 · 5 < 105 > 38 · 13, so we are left with the 
case IMI = 39 · 13. 

By 7.15.1, if Y is of order 13 in M then Cp(Y) = 1 and INM(Y)I = 1 
or 3. Therefore IFI = 33k for some k and hence F E Syl3 (G), contra­
dicting 7.15.1. Q.E.D. 

§8. Groups of type 2 E 6 (2) are isomorphic to 2 E 6 (2) 

In this section we assume the hypotheses and notation of section 6. 
In particular G is of type 2 E 6(2), z is a 2-central involution in G, H = 
Cc(z), etc. Further let Go= 2 E 6(2) and z0 a long root involution of G0 . 

By 7.1, G0 is of type 2 E6(2) with zo 2-central in Go. Let Ho = Cc0 (zo), 
Qo = 02(Ho), etc. 

(8.1) H~Ho/(zo). 

Proof. First Q0 ~ Q, so we may identify the two groups. Further 
by 6.2, the representation of H~ on Q0 is quasiequivalent to that of H* 
on Q, so ii ~ H0 by 3.1. Q.E.D. 

By 8.1, H0 ~ H, so by 7.8 there is h E H - CH(t) with th E E. 
Let k = gh, V3 = (z, t, zk), U3 = Q n Q9 n Qk, X 3 = (Q, Q9, Qk), 
R3 = Cx3 (V3), 

S3 = (Q n Q9)(Q n Qk)(Q9 n Qk), 

and P3 = Nc(V3 ). By 8.16 in [SG], 

R3 = CQ(V3)Cqg (V3)Cqk (V3) = 02(X3), 

X3jR3 = GL(V3) ~ £3(2), [X3, U3] :<::; V3, ~(U3) = 1, P3 = X3CH(V3), 
and P3jR3 = X3jR3 X CH(V3)/R3· 
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By 7.8, CH(V3)jR3 ~As, so P3jR3 ~ L3(2) x As. Again by 7.8, 
m(U3) = 6, so by 8.16 in [SG], S3/U3 is the sum of 4 copies of the dual V3* 
of V3 as an X 3/ R3-module, and R 3/ S3 is the sum of 4 copies of V3 as an 

X3/ R3-module. By 7.8, CH(%) has chief series 0 < V < V3 < [h < E 
on E with E/U3 the D4(2)-module and U3/V3 the L2(4)-module for 
CH(%). Finally by 7.8, CH(V3) has four L2( 4)-sections and three D4 (2)­
sections on R 3 . We summarize all this as: 

(8.2) (1) P3/ R 3 = X 3/ R 3 x CH(V3)j R 3 with X3j R3 ~ L3(2) and 
CH(V3)/R3 ~As. 

(2) R3 has chief series 

with V3 the natural module for X 3/ R 3, [X3 , U3 ] :S V3 and U3jV3 is the 
L2(4)-module for CH(V3)/R3, S3jU3 is the tensor product of the dual 
of% as an X 3jR3-module with the D4(2)-module for CH(V3)jR3, and 
R3jS3 is the tensor product ofV3 as an X3/R3-module with the L2(4)­
module for CH(%)/R3. 

(8.3) There exists s E z 0 with sz of order 3, Cc((s,z)) ~ U6 (2), 
and Nc( (sz)) = (s, z) x C0 ( (s, z)). 

Proof. Let x2 = (Q, Q9). Then x2 :S x3 so there is X of order 
3 in X 2 fused to y E X 3 n H. Notice y* is inverted by a transvection 
in H* as H0 ~ fi and the remark holds in H~ since y is inverted by 
some conjugate c E Q9 of z in H 0 and c* is a transvection in H~ by 
7.2 and 7.3.2. Therefore CQ(Y) ~ D§ and CH(Y)/CQ(Y)(y) ~ U4(2). 
Let Ty E Syb(CH(Y)); then (z) = Z(Ty) and Ty is of order 21s. As 
(z) = Z(Ty), Ty E Syl2(Cc(y)). 

Next let Tx E Syl2(Cp2 (x)). From the structure of P2 described in 
6.1, 

Cp2 (x)/(x) ~ L3(4)/E29 

with 02 ( C p2 ( x)) quasiequivalent to the Todd module for C p2 ( x) /02 ( C p2 

(x))(x). In particular Tx is of order 21s and hence as x andy are conju­
gate, the previous paragraph says that Tx E Syh(Cc(x)) and Z(Tx) is 
generated by a conjugate of z. Now the hypotheses of Theorem 30.1 in 
[3T] are satisfied, so by that Theorem, Cc(x)/(x) ~ C0 (y)j(y) ~ U6 (2). 

Next xis inverted by an involution u E Q with [Cp2 (x),u] = 

(x), sou induces an automorphism of C0 (x)/(x) ~ U6 (2) centralizing 
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the parabolic Cp2 (x)j(x), and hence centralizing Cc(x)/(x). Therefore 
Nc((x)) = (x,u) x E(Cc(x)) with E(Cc(x)) ~ U6(2). 

Finally u E Q centralizes a £3 (4)-sec~ion of H, so as fi ~ H0 , 7.5 
says that u E tH ~ zG. Hence there exists s E zG with (s, z) conjugate 
to (u, x), completing the proof. Q.E.D. 

(8.4) H ~ Ho. 

Proof. By 8.3 there iss E zG with Cc( (s, z)) a complement to Q 
in H. Hence 7.13.5 completes the proof. Q.E.D. 

By 8.4 there is an isomorphism a:: H --t H0 . Let to= to:, to= t9o, 
ho = hn: where k = gh, V3° = V3n:, and P~ = Nc0 (V3°). 

(8.5) There exist an isomorphism (: P3 --t P~ such that a:= ( on 
HnP3. 

Proof. We appeal to 21.12 in [3T]. The P3-chief series required in 
that lemma is: 

and by 8.2, the image of this series under a: is the corresponding series 
in Rg. Namely by definition, V::P = V3 n:. Also as t0 =to:, V0 = V a: and 

then as E/V = CQ;v(02(CH(V))), 

( Q n Q9)n: = En: = Eo = Qo n Qgo. 

Therefore U3 n: =(En Eh)a =Eon E~o = U~. 
Next (Q n H9)/ E, (Q9 n H)/ E, and (Qgu n H)/ E, u E Q- CQ(t), 

are the three CH(i)-invariant subspaces of 0 2(CH(i))/E, with Q9 n H 
distinguished by q>(Q9 n H)= (t), so (Q9 n H)n: = Qgo n H0 • Then 

so 
S3n: = (Q n Q9)((Q n Q9h)(Q9 n Qgh)a = sg. 

Finally R3 = 02(CH(V3)), so R3n: = Rg. 
Next 8.2 says that hypotheses (2), (3), (5) and (6) of 21.12 in [3T] 

are satisfied. To check hypothesis (4) of that lemma, use Remark 21.9 
and Lemma 21.13 of [3T]. Now 21.12 in [3T] supplies the extension 
( : P3 --t P~ of a: : P3 n H --t P~ n Ho. Q.E.D. 
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(8.6) G = (H, P3). 

Proof. Let K = (H, P3 ) and assume that K =/= G~ Then by in­
duction on the order of G, K ~ 2E 6 (2). By 7.7, K has 3 classes of 
involutions with representatives ji, 1 :::; i :::; 3, while by 7.5, each class is 
fused into Q under K. By 4.7.2, 

ZG n Q = { Z} U tH = ZK n Q, 

so z0 n K = zK. Hence as also Ca(z) = H:::; K, 7.3 in [SG] says K is 
the unique point of G I K fixed by z. We show K is strongly embedded 
in G; then 7.6 in [SG] contradicts the fact that K has more than one 
class of involutions. 

To show K is strongly embedded in G it remains to show Ca(j) :::; 
K for each involution j E K. So assume Y = Ca(j) i K for some 
involution j E K and let Y* = Y I (j). We have seen j =/= j1 = z. If j = i2, 
then from 7.5, we may take j E Z4 = Z(P4) withR4 :::; CK(j) :::; P4 and 
CK(j)IR4 ~ Sp6(2). By 7.4 in [SG], CK(j) controls 2-fusion in CK(j), 
so Z4 is a strongly closed abelian subgroup of CK(j)* in Y*. From 7.5, 
Z4 has the structure of an 8-dimensional orthogonal space over F 2 with 
z 0 n z4 the singular points and j 0 n z4 the nonsingular points. The 
subspace u4 of this orthogonal space orthogonal to j is CK (j) invariant. 

Pick u E y - K to be fused to an element of z0 n z4 - u4 under 
Y. As CK(j) controls 2-fusion in CK(j), z* and u* are not conjugate 
in Y*, so z*u* has even order. Let i* be the involution in (z*u*). Then 
i* E Cy. (z*) :::; CK(j)* and z*i* is fused to z* or u*, and hence is in Z4, 
so i* E Z4. Then as Cy.(i*) i CK(j)*, it follows that (i,j) = J contains 
no conjugate of z, so J is a definite line in z4. Then R4:::; CK(J) :::; p4 
with CK(J)IR4 ~ ot(2) and X= Ca(J) f;. K. 

Let X'= XIJ. Again CK(J)' controls 2-fusion in CK(J)', so Z~ 
is a strongly closed abelian subgroup of CK(J)' in X'. This time there 
are two X'-classes of involutions z' and v' in Z~ corresponding to the 
singular and nonsingular points of the orthogonal space Z~. As both zJ 
and vJ contain a member of z0 , both z' and v' fix a unique point of 
X' ICK(J)'. But now the argument of the previous paragraph applied 
to u E X - K fused under Y to v supplies a contradiction. 

So Ca(h) :::; K and j = j 3 . By 7.5 we may take j E E and 
CK(j) :::; P2 • Then V* and E* are strongly closed abelian subgroups 
of CK(j)* and we argue as above on u E Y- K fused under Y to a 
conjugate of z in E - V to obtain a contradiction and complete the 
proof. Q.E.D. 

Theorem 8.7. Each group of type 2 E6 (2) is isomorphic to 2 E6 (2). 
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Proof. We must show G is isomorphic to G0 . We use the machinery 
of Section 37 of [SG] to do so. In particular we construct uniqueness 
systems U and U0 for G and G0 . 

Let~ be the graph with vertex set z0 and ~(z) = tH. Then G is 
an edge and vertex transitive group of automorphisms. Define ~0 for 
Go similarly. By 7.9, ~0 is simply connected. 

Let e be the complete graph with vertex set zP3 • Then e is a sub­
graph of~ and P3 is vertex and edge transitive on e. Define e0 for G0 

similarly. As CH(t) is transitive on tH n E- V, G has two orbits on 
triangles of~' so each triangle in ~ is fused under G0 into e. 

Let U = (G,~,P3,e) and Uo = (Go,Pf,~o,eo). As Go is simple, 
~0 is simply connected, and each triangle in ~0 is fused into e0 , so to 
show G ~Go it suffices by Exercise 13.1 in [SG] to show that U and U0 

are equivalent uniqueness systems. 
It is trivial that U and Uo are uniqueness systems, given 8.6. The 

maps a, ( define a similarity of U and U0 in the sense of section 37 of 
[SG]. To complete the proof we appeal to Exercise 13.3.3 in [SG]. For 
this we need geometries r and r 0 for G and G0 respectively. Define 
r = f(G,F) to be the coset geometry ofF= (H,P2 ,P3 ) and define 
fo similarly. Hypothesis (fO) of section 38 of [SG] can be seen to be 
satisfied by r and f 0 by checking the conditions at the top of page 205 
of [SG]. Observe f is isomorphic to the geometry with point set z 0 , line 
set V 0 , and plane set V3°, with incidence defined by inclusion. A similar 
remark holds for f 0 . Thus~ and ~o are isomorphic to the collinearity 
graphs of r and f 0 , respectively, via the map zx f---> Hx. Using these 
isomorphisms, Hypotheses (fi), 1 ::::; i ::::; 5, of section 38 of [SG] are easy 
to check as are the remaining conditions of Exercise 13.3.3 of [SG]. 

Q.E.D. 

§9. Groups of type Z2 / 2 E 6 (2) 

Define a group G to be of type Z 2 j2 E 6 (2) if G possesses an involution 

z such that fi = C 0 ( z) satisfies Q = F* (H) ~ 21+ 20 and fi has a 
subgroup H of index 2 with H/Q ~ U6 (2), and z is not weakly closed 

in Q with respect to G. 
Throughout this section assume G is of type Z2 / 2 E 6 (2) and let z 

be an involution in G such that fi = C0 (z) and Q = F*(H) satisfy our 

hypotheses. We will show that G has a subgroup G of index 2 such that 
H = Cc(z). Hence G is of type 2 E 6 (2) and hence by Theorem 8.7: 

Theorem 9.1. IJG is of type Z2 / 2 E 6 (2) then F*(G) is of index 
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2 in G and isomorphic to 2 E 6 (2). 

Much of the initial analysis is the same as that for groups of type 
2 E 6 (2), so rather than repeat all details we only indicate where more 
needs to be said. Adopt the notation of section 6. In particular let 
t = zg E Q- {z} and E = Q n Qg. We observe first that 

(9.2) (1) H/Q is the extension of H* ~ U6(2) by an involutory 
outer automorphism T. 

(2) Lemma 6.1 holds in G with Nfi(R*) the split extension of R* ~ 
E 29 by L3 (4) extended by a field automorphism. This time F2 = Nc(V) 
= XCfi(V) with 

R = 0 2(Nc(V)) = Cx(V), 

P2/R = X/R X Cc(V)/R, X/R ~ s3, and Ca(V)/R the extension of 
£3 ( 4) by a field automorphism. 

Proof. As F*(H) = Q and His of index 2 in H, F*(H /Q) = H* ~ 
U6 (2) and hence (1) holds. The proof of Lemma 6.1 then goes through 

virtually unchanged once we observe that if R :s; T E Syl2 (H) and 

T = TnH, then J(T /Q) = J(T*) ~ E 29. This follows from the fact that 
NH·(J(T*)) is the parabolic described in 6.1.2 and Nii;Q(J(T*)) is the 

split extension of J(T*) by £ 3 (4) extended by a field automorphism T. 
Then as m(J(T*)/CJ(T*)(T)) = 3 while CJ(T*)(T) is not centralized by a 

complement £ 3 (2) in NH· (J(T*)) n CH· (T), we conclude J(T*) = J(T) 
as claimed. Q.E.D. 

Now with the analogue of 6.1 established, Lemma 6.2 also holds 

in G since its proof goes through verbatim. Similarly the analogue of 
Lemma 8.1 holds. Indeed if we let Go be the extension of Go = 2 E 6 (2) 

by the graph-field automorphism 0' of Lemma 7.10, then G0 is of type 
2 A - -

Z2/ E 6 (2) with Ho = Ho(O'). By 8.1, H0 ~ H, and hence by 7.14, we 

have an isomorphism cp : Ho/ (zo) -+ ii / (z). Let Lo be then image in 

H0 of a 0'-invariant Levi factor of H 0 and L = cp(£0 ). Finally let u E ii 
with u = cp(O'). Then by 7.10: 

(9.3) (1) CH(u)/CQ(u) ~ Sp6(2), CQ(u) = D1D2 where D1 nD2 = 
(z), fh is the natural module for CH(u)/CQ(u), and CQ(u)/D1 is the 
spin module. 
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(9.4) u is an involution. 

Proof. As u is an involution, u2 = 1 or z, so it remains to show 

u2 f= z. To see this we consider the local subgroup F2 of 9.2. Let P2 = 

F2/V. The isomorphism r.p induces an isomorphism r.p: Ni£0 (Vo)/Vo---> 
Nfl(V)/V which extends to an isomorphism 1/J : P2,o = P2,o/Vo ---> P2 
by 21.12 in [3T] and 9.2. Hence by 7.10, il centralizes a subgroup I~ s3 
faithful on V. Then I~ S4 and (u)V ~ I(u), so it follows that u2 =f. z, 
and hence indeed u is an involution. Q.E.D. 

(9.5) (1) All involutions in H are fused under G into Q. 

Proof. Let j E H be an involution. We wish to show /'in Q f= 0, 

so we may assume j* =f. 1. Then by 7.7 and as r.p : H0 ---> fi is an 
isomorphism, we may take j* E R* and j* of type j1, j2 or j3. Then by 
7.4, m([j, Q]) = 6, 8, 10 in the respective case. Further by 7.4.2, if j* is 
of type j 3 then Q is transitive on the involutions in jQ, so as Qg n H 
contains an involution in jQ, each involution j with j* of type j 3 is fused 

into Q under G. 
In the remaining cases if i E jQ is an involution then i = jx for 

some x E Cq(j) and if x E [j, Q] then i is fused to j or jz under Q. 
- - -

From the proof of 7.4 and recalling that H <::::' H 0 , L contains a subgroup 

M = Ml X M2 with Ml ~ s3, M2 ~ U4(2), and Q = (Ql ffi Q2)j_Q3 
corresponding to the decomposition described in the proof of 7.4. 

Suppose j* is of type j 1 . Then as we saw during the proof of 7.4, we 

may choose 3 E M1, so that M2::; Ct(j), Ql = [Q,j], Cq(j) = Ql EBQ3, 

and Cq(j) = [Cq(j), M2]. Then as Ct(j) = 0 2(Ct(j)), also Cff(j) = 

0 2(Ci£(j)), and hence Cff(j) = CH(j)/(z). Thus if jx is an involution 

then x is an involution, so as M2 is transitive on singular vectors of Q3 , 

each involution in jQ is conjugate under CH(j) to j, jz, jx, or jxz, 

for some fixed x E Q3 singular. Then as we may choose x E E and 
j E Qg n H, each involution j E H with j* of type j 1 is fused into Q 

under G. 
Finally the case j * of type j 2 is quite similar. Namely from the proof 

of 7.4, we may take 3 E M2 and Cq(j) = [Q,j]EBQ4 with Q4 ::; Q1 EBQ2 a 
nondegenerate 4-dimensional space of sign + 1 and a Sylow 3-subgroup of 
C L (j) is transitive on the singular vectors of Q 4 and one such is contained 
in E. So we can repeat the argument of the previous paragraph. 

Q.E.D. 

(9.6) u 0 nH = 0. 
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Proof. Assume otherwise. Then by 9.5, u6 n Q =f. 0. Suppose first 
that u = zY for some y E G. Then as H* has no Sp6 (2)-sections in 
parabolics, z E CQ(u) = [CQ(u), CH(u)] ~ QY, sou E Q, a contradic­
tion. 

Therefore u tJ_ z0 . LetS E Syl2(Cfi(u)) and S ~ T1 E Syl2(C0 (u)). 
By 4.3, Z(T1) = (zY,u) with u E QY. Then Z(TI) ~ Cr1 (z) ~ S, so 
Z(TI) ~ Z(S) = (z, a, u) ~ E 8 with (z, a) ~ Q by 7.10.4. In particular 
1 =f. Z(T1 ) n (z, a). 

Suppose zY E Q. Then u E QY n fi ~ H, a contradiction. Therefore 

uzY E Q. Next uzY E UQY and u6 =f. z6 , so uzY =f. z. Now a E [Q, u], so 
ua or uaz E uQ, and without loss ua E uQ. Thus ua =f. zY, so uzY =f. a. 

This leaves uzY = az, so zY = uaz E ( uz )Q. Thus uz E z0 , so we have 
a contradiction by symmetry between u and uz. Q.E.D. 

We are now in a position to complete the proof of Theorem 9.1. By 
9.6 and a standard transfer argument such as 37.4 in [FGT], G has a 
subgroup G of index 2 with u tJ_ G. Then as H is the unique subgroup 
of fi of index 2, H = G n fi. Therefore G is of type 2 E6 ( 2), so Theorem 
8.7 completes the proof of Theorem 9.1. 
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