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THE BENEFIT OF GROUP SPARSITY
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This paper develops a theory for group Lasso using a concept called
strong group sparsity. Our result shows that group Lasso is superior to stan-
dard Lasso for strongly group-sparse signals. This provides a convincing the-
oretical justification for using group sparse regularization when the underly-
ing group structure is consistent with the data. Moreover, the theory predicts
some limitations of the group Lasso formulation that are confirmed by simu-
lation studies.

1. Introduction. We are interested in the sparse learning problem for least
squares regression. Consider a set of p basis vectors {xi,...,X,} where x; € R"
for each j. Here, n is the sample size.

Denote by X the n x p data matrix, with column j of X being x;. Given an ob-
servationy = [y1, ..., y»] € R" that is generated from a sparse linear combination
of the basis vectors plus a stochastic noise vector € € R":

d
y=X,B_+e=Z/§jxj+e,
j=l1

where we assume that the target coefficient 8 is sparse. Throughout the paper,
we consider fixed design only. That is, we assume X is fixed, and randomization
is with respect to the noise € (and thus the observation y). Note that we do not
assume that the noise € is zero-mean.

Define the support of a sparse vector 8 € R? as

supp(B) ={j: B; # 0}
and ||B]lo = |supp(B)|. A natural method for sparse learning is L¢ regularization:

Bro=argmin||XB —y|5  subjectto ||Bllo <k,
BeRP

where k is the sparsity. Since this optimization problem is generally NP-hard, in
practice, one often consider the following L regularization problem, which is the
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standard convex relaxation of L:

fua = argminl X5 — yI3 + 11
peRp LN

where A is an appropriately chosen regularization parameter. This method is often

referred to as Lasso in the statistical literature.

In practical applications, one often knows a group structure on the coefficient
vector 8 so that variables in the same group tend to be zeros or nonzeros simulta-
neously. The purpose of this paper is to show that if such a structure exists, then
better results can be obtained.

2. Strong group sparsity. For simplicity, we shall only consider nonoverlap-
ping groups in this paper, although our analysis can be adapted to handle moder-
ately overlapping groups (i.e., each feature is only covered by a constant number
of groups, and the resulting analysis depends on this constant).

Assume that {1,...,p} = U'}121 G, is partitioned into m disjoint groups
G1,G2,...,Gp: GiNGj =& when i # j. Moreover, throughout the paper, we
let kj = |G|, and kg = maxe(1,.. .m kj. Given S C {1, ..., m} that denotes a set
of groups, we define Gg =5 G-

Given a subset of variables F' C {1, ..., p} and a coefficient vector § € R?, let
BF be the vector in R which is identical to B in F. Similar, X is the n x |F|
matrix with columns identical to X in F.

The following method, often referred to as group Lasso, has been proposed to
take advantage of the group structure:

. T1 A
(1) ﬂ=arg/;mn —IXB =yl + 3 2jlBa; 2 |-
j=1
The purpose of this paper is to develop a theory that characterizes the performance
of (1). We are interested in conditions under which group Lasso yields better esti-
mate of B than the standard Lasso.

Instead of the standard sparsity assumption, where the complexity is measured
by the number of nonzero coefficients k, we introduce the strong group sparsity
concept below. The idea is to measure the complexity of a sparse signal using
group sparsity in addition to coefficient sparsity.

DEFINITION 2.1. A coefficient vector 8 € R? is (g, k) strongly group-sparse
if there exists a set S of groups such that
supp(f) C Gs.  |Gs| <k, [S|<g.

The new concept is referred to as strong group-sparsity because k is used to
measure the sparsity of 8 instead of || 8]|o. If this notion is beneficial, then /|| 8]lo



1980 J. HUANG AND T. ZHANG

should be small, which means that the signal has to be efficiently covered by the
groups. In fact, the group Lasso method does not work well when k/|| 8 ||o is large.
In that case, the signal is only weak group sparse, and one needs to use || ]|o to
precisely measure the real sparsity of the signal. Unfortunately, such information
is not included in the group Lasso formulation, and there is no simple fix of this
problem using variations of group Lasso. This is because our theory requires that
the group Lasso regularization term is strong enough to dominate the noise, and
the strong regularization causes a bias of the order O (k) which cannot be removed.
This is one fundamental drawback which is inherent to the group Lasso formula-
tion.

We shall mention that this paper focuses on the scenario that each group is
finite dimensional, and our analysis relies on the overall sparsity k. For some ap-
plications, each group may be an infinite-dimensional Hilbert space, and the group
Lasso can be used to learn combinations of kernels (see [1, 5] for analysis and
references). For such problems, our analysis does not apply because the sparsity k
may be infinity. Also in such case, Lasso cannot be run and thus group Lasso will
be the only natural formulation.

3. Related work. The idea of using group structure to achieve better sparse
recovery performance has received much attention. For example, group sparsity
has been considered for simultaneous sparse approximation [12] and multi-task
compressive sensing [4] from the Bayesian hierarchical modeling point of view.
Under the Bayesian hierarchical model framework, data from all sources con-
tribute to the estimation of hyper-parameters in the sparse prior model. The shared
prior can then be inferred from multiple sources. Although the idea can be justi-
fied using standard Bayesian intuition, there are no theoretical results showing how
much better (and under what kind of conditions) the resulting algorithms perform.

In [11], the authors attempted to derive a bound on the number of samples
needed to recover block sparse signals, where the coefficients in each block are
either all zero or all nonzero. In our terminology, this corresponds to the case of
group sparsity with equal size groups. The algorithm considered there is a spe-
cial case of (1) with A; — 0T. However, their result is very loose, and does not
demonstrate the advantage of group Lasso over standard Lasso.

In the statistical literature, the group Lasso (1) has been studied by a number of
authors [1, 5, 7, 8, 13]. There were no theoretical results in [13]. Although some
theoretical results were developed in [1, 7], neither showed that group Lasso is
superior to the standard Lasso. In particular, although [7] is related to our work (in
the sense that it also studies parameter estimation error), the analysis does not try
to show the advantage of group Lasso over standard Lasso.

The authors of [5] showed that group Lasso can be superior to standard Lasso
when each group is an infinite-dimensional kernel, by using an argument com-
pletely different from ours (they relied on the fact that meaningful analysis can be
obtained for kernel methods in infinite dimension). Their idea cannot be adapted
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to show the advantage of group Lasso in finite-dimensional scenarios of interests
such as in the standard compressive sensing setting. Therefore our analysis, which
focuses on the latter, is complementary to their work.

Another related work is [8], where the authors considered a special case of
group Lasso in the multi-task learning scenario, and showed that the number of
samples required for recovering the exact support set may be smaller for group
Lasso under appropriate conditions. The analysis is quite tight but with different
assumptions than what we make in this paper. That is, there are major differences
between our analysis and their analysis. For example, the group formulation we
consider here is more general and includes the multi-task scenario as a special
case. Moreover, we study signal recovery performance in 2-norm instead of the
exact recovery of support set in their analysis. The sparse eigenvalue condition
employed in this work is different from the irrepresentable type condition in their
analysis (which is required for exact support set recovery). Under our assumptions,
either Lasso nor group Lasso may be able to recover the exact support set.

In the above context, the main contribution of this work is the introduction of the
strong group sparsity concept, under which a satisfactory theory of group Lasso is
developed. Our result shows that strongly group sparse signals can be estimated
more reliably using group Lasso, in that it requires fewer number of samples in the
compressive sensing setting, and is more robust to noise in the statistical estimation
setting.

Finally, we shall mention that independent of the authors, results similar to those
presented in this paper have also been obtained in [6] with a similar technical
analysis. However, while our paper studies the general group Lasso formulation,
only the special case of multi-task learning is considered in [6].

4. Assumptions. The following assumption on the noise is important in our
analysis. It captures an important advantage of group Lasso over standard Lasso
under the strong group sparsity assumption.

ASSUMPTION 4.1 (Group noise condition). There exist nonnegative constants
a, b such that for any fixed group j € {1, ..., m}, and n € (0, 1): with probability
larger than 1 — 1, the noise projection to the jth group is bounded by

1(X5,X6,)7°XG (e ~Eo)lla < ayk; +by/=Tnn.

The importance of the assumption is that the concentration term /—In#n does
not depend on k. This reveals a significant benefit of group Lasso over standard
Lasso: that is, the concentration term does not increase when the group size in-
creases. This implies that if we can correctly guess the group sparsity structure,
the group Lasso estimator is more stable with respect to stochastic noise than the
standard Lasso.
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We shall point out that this assumption holds for independent sub-Gaussian

noise vectors, where e! (€i—Eei) < e’zaz/2 forallf andi =1, ..., n. It can be shown
that one may choose a = 2.8 and b = 2.4 when 71 € (0, 0.5). Since a complete
treatment of sub-Gaussian noise is not important for the purpose of this paper,
we only prove this assumption under independent Gaussian noise, which can be
directly calculated.

PROPOSITION 4.1. Assume the noise vector € are independent Gaussians:
€ —Ee; ~ N(O, crl-z), where eacho; <o (i =1,...,n). Then Assumption 4.1 holds
witha =0 and b= /2o .

The next assumption handles the case that true target is not exactly sparse. That
is, we only assume that X ~ Ey.

ASSUMPTION 4.2 (Group approximation error condition). There exist da,
8b > 0 such that for all group j € {1, ..., m}: the projection of error mean Ee
to the jth group is bounded by

1(X& X6 ™S X Eella/v/n < \/fjaa 1 5b.

As mentioned earlier, we do not assume that the noise is zero-mean. Hence, [Ee
may not equal zero. In other words, this condition considers the situation that the
true target is not exactly sparse. It resembles algebraic noise in [16] but takes the
group structure into account. Similar to [16], we have the following result.

_ PROPOSITION 4.2.  Consider a (g, k) strongly group sparse coefficient vector
B such that

1 ~
SIXB —Eyl3 < A?

and ag, bg > 0. Then there exists (g, k') strongly group sparse B’ such that k/

g'bg < 2(ka0 +gbg), |1XB' —Eyll2 < [ XB — Eyll2, supp(B) C supp(B"), andfOF
all group j

1(XG X6 9XE (XB —Ey)lla/v/n < (ao\Jk; + bo) A/ kad + 3.

The proposition shows that if the approximation error of Bis A=|XB—
Ey|2/+/n, then we may find an alternative target 8’ with similar sparsity for which
we can take §a = agA/ ka(z) + b2 and 8b = boA/ ka(% + b(z) in Assumption 4.2.
This means that in Theorem 5.1 below, by choosing ap = a and bg = b/In(m/n),

the contribution of the approximation error to the reconstruction error ||ﬂ ,3 Il2
is O(A). Note that this assumption does not show the benefit of group Lasso over
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standard Lasso. Therefore in order to compare our results to that of the standard
Lasso, one may consider the simple situation where da = §b = 0. That is, the tar-
get is exactly sparse. The only reason to include Assumption 4.2 is to illustrate that
our analysis can handle approximate sparsity.

The last assumption is a sparse eigenvalue condition, used in the modern analy-
sis of Lasso (e.g., [2, 16]). It is also closely related to (and slightly weaker than)
the RIP (restricted isometry property) assumption [3] in the compressive sensing
literature. This assumption takes advantage of group structure, and can be consid-
ered as (a weaker version of) group RIP. We introduce a definition before stating
the assumption.

DEFINITION 4.1. Forall F C {1,..., p}, define
. 1
p_(F)= mf{;nXﬁn%/nﬁH%:supp<ﬂ> c F},

1
p(F) = sup| IXBIB/I15:supp(§)  F .
Moreover, for all 1 <s < p, define

p—(s) =inf{p_(Gg): S C{l,...,m},|Gs| <s},
p+(s) =sup{pL(Gg):SC{l,...,m},|Gs| <s}.

ASSUMPTION 4.3 (Group sparse eigenvalue condition). There exist s,c > 0
such that

p+(5) = p—(25) _
p—(s) -

Assumption 4.3 illustrates another advantage of group Lasso over standard
Lasso. Since we only consider eigenvalues for submatrices consistent with the
group structure {G ;}, the ratio p (s)/p—(s) can be significantly smaller than the
corresponding ratio for Lasso (which considers all subsets of {1,..., p} up to
size s). For example, assume that all group sizes are identical k1 = - - - = k;, = ko,
and s is a multiple of kg. For random projections used in compressive sensing ap-
plications, only n = O (s + (s / ko) Inm) projections are needed for Assumption 4.3
to hold. In comparison, for standard Lasso, we need n = O (s In p) projections. The
difference can be significant when p and kg are large. More precisely, we have the
following random projection sample complexity bound for the group sparse eigen-
value condition. Although we assume Gaussian random matrix in order to state
explicit constants, it is clear that similar results hold for other sub-Gaussian ran-
dom matrices.
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PROPOSITION 4.3 (Group-RIP). Suppose that elements in X are i.i.d. stan-
dard Gaussian random variables N (0, 1). For any t > 0 and é € (0, 1), let

8
n> 8—2[ln3 +t+kIn(1+8/8) + gln(em/g)].

Then with probability at least 1 — e, the random matrix X € R"*P satisfies the
following group-RIP inequality for all (g, k) strongly group-sparse vector B € R?,

_ 1 _
2) (1—5)||ﬂ||2§ﬁllXﬂllzi(lJﬂS)llﬂllz-

5. Main results. Our main result is the following signal recovery (2-norm
parameter estimation error) bound for group Lasso.

THEOREM 5.1. Suppose that Assumptions 4.1, 4.2 and 4.3 are valid. Take
Lj = (AJkj+ B)//n, where both A and B can depend on data'y. Given 1 €
(0, 1), with probability larger than 1 — n, if the following conditions hold:

o A>dmax; p1(G;)%(a+8a/n),

e B>4max; p+(G ;)2 (by/In(m/n) + 8by/n),

e Bisa (g, k) strongly group-sparse coefficient vector,

o s>k + ko,

o letl=5—(k—ko)+1,and g¢ =min{|S|:|Gg| =€, S C{l1,...,m}}, we have

, LA’ +g,B?
cr<—— o
~ 72(kA% + gB?)
then the solution of (1) satisfies

NZ%
p—(s)/n

The first four conditions of the theorem are not critical, as they are just defin-
itions and choices for A ;. The fifth assumption is critical, which means that the
group sparse eigenvalue condition has to be satisfied with some c¢ that is not too
large. In order to satisfy the condition, £ should be chosen relatively large as the
right-hand side is linear in £. However, this implies that s also grows linearly. It
is possible to find s so that the condition is satisfied when ¢? in Assumption 4.3
grows sublinearly in s. Consider the situation that §a = §b = 0. If the conditions
of Theorem 5.1 are satisfied, then

1B — BlI3 = O((k + gIn(Gm/n))/n).

In comparison, the Lasso estimator can only achieve the bound

1Bt — BlI3 = O((IBlloIn(p/m)/n).

I8 —Bll2 < (1+0.25¢"")/ A% + gB2.
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If k/ ||,3||0 < In(p/n) (which means that the group structure is useful) and g <
I B lo, then the group Lasso is superior. This is consistent with intuition. However,
if k > ||BlloIn(p/n), then group Lasso is inferior. This happens when the signal is
not strongly group sparse.

Theorem 5.1 also suggests that if the group sizes are not even, then group Lasso
may not work well when the signal is contained in small sized groups. This is
because in such case g, can be significantly smaller than g even with relatively
large ¢, which means we have to choose a large s and small ¢, implying a poor
bound. This prediction is confirmed in Section 7.2 using simulated data. Intu-
itively, group Lasso favors large sized groups because the 2-norm regularization
for large group size is weaker. Adjusting regularization parameters A; not only
fails to work in theory, but also is impractical since it is unrealistic to tune many
parameters. This unstable behavior with respect to uneven group size may be re-
garded as another drawback of the group Lasso formulation.

In the following, we present two simplifications of Theorem 5.1 that are easier
to interpret. The first is the compressive sensing case, which does not consider
stochastic noise.

COROLLARY 5.1 (Compressive sensing). Suppose Assumptions 4.1 and 4.2
are valid with a = b = 8b = 0. Take A; = 4,/k; max; ,0+(Gj)1/28a. Let B be
a (k, g) strongly group-sparse signal, £ =k, and s =2k + ko — 1. If (p+(s) —
0—(28))/p—(s) < l/ﬂ, then the solution of (1) satisfies

62+ 18

1B =Bl ===

max p+(G)?8aVk.

If a = 0, then we can achieve exact recovery. Moreover, Proposition 4.2
implies that we may choose a target with similar sparsity such that Savk =
O(||XB — Ey||2/+/n). This implies a bound

1B = Blla=O(IXB —Eyl2/v/n).
If we have even sized groups, the number of samples n required for Corollary 5.1
to hold [i.e., (o4 (s) — p—(25))/p—(s) < 1/+/72]is O(k + gIn(m/g)), where g =
k/kg. In comparison, although a similar result holds for Lasso, it requires sample
size of order ||B||0_1n(p/||,[§||0)._Again, group Lasso has a significant advantage if
k/1Bllo < In(p/lBllo), & K lIBllo, and p is large.

The following corollary is for even sized groups, and the result is simpler to in-
terpret. For standard Lasso, B = O(4/In p), and for group Lasso, B = O (+/Inm).
The benefit of group Lasso is the division of B2 by ko in the bound, which is a
significant improvement when the dimensionality p is large. The disadvantage of
group Lasso is that the signal sparsity ||8]|o is replaced by the group sparsity k.
This is not an artifact of our analysis, but rather a fundamental drawback inherent
to the group Lasso formulation. The effect is observable, as shown in our simula-
tion studies.



1986 J. HUANG AND T. ZHANG

COROLLARY 5.2 (Even group size). Suppose that Assumptions 4.1 and 4.2
are valid. Assume also that all groups are of equal sizes: ko =kj for j=1,...,m.
Given n € (0, 1), let

= (Avko+ B)/v/n.

where

A > 4max p4 (G ))'/*(a + 8a/n),
J

B> 4mjax,0+(Gj)1/2(b,/ln(m/ﬂ) +8b+/n).

Let B be a (k,k/ko) strongly group-sparse signal. With probability larger than
1 - m, lf

632(p1 (k+£) — p_ 2k +20))/p_(k +£) < VI/k

for some £ > 0 that is a multiple of ko, then the solution of (1) satisfies
1B — Blla < p_(k + €)' (V45 +4.5¢/k)\/ A% + B2/ koy/k/n.

6. Parameter estimation lower bound. The following parameter estimation
lower bound applies to all statistical estimators. In order to simplify the proof, we
intentionally exclude the Q2 (k/n) term from the lower bound (see comments in the
proof), as this is a well-known term from the classical parametric statistics.

THEOREM 6.1. Given an n x p design matrix X, we define ¥V € RP the fol-
lowing probability density for'y € R":

_(v) = ~lly=XBl3/@20%)

ps(y) = oy e 2 .

Let H(g, k) be the family of (g, k) strongly group-sparse signals in RP with respect

to a set of m predefined groups with even group size ko = p/m, where k = gko. Let

,B(y) € R? be an arbitrary statistical estimator of B based on'y ~ pj I If g <m/2,

then we have

_(2
sup By~ | X(B(y) — B pp=z o> 8 (g;[gln((m 8)/8) — (g +2)In4].

BeH(g.k) p+(28)
It implies the following lower bound on the 2-norm parameter estimation error

=0 2 p—(29)
sup Eywp 1By — B3 = 0> —— 2]
BeH(g.b) p 24np (2g)>

gln((m —g)/g) — (g +2)In4].
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The theorem shows that under the sparse eigenvalue conditions, the advantage
of group Lasso over standard Lasso is real. For standard sparsity, we take kg = 1,
and the parameter estimation lower bound is Q (kIn(p/k)/n). Since Lasso does
not take advantage of group structure, it follows that there exists a k-sparse signal
for which Lasso can only achieve parameter estimation error of Q2 (kln(p/k)/n),
independent of the signal’s group structure. In comparison, if this signal is (g, k)
strongly group-sparse with respect to a predefined group structure, then the lower
bound is 2(glIn(m/g)/n). Since the classical parametric statistics implies that
the lower bound for any statistical estimator cannot be better than 2 (k/n) with k
features, we obtain a lower bound of Q2 ((k + gIn(m/g))/n) under strong group-
sparsity (with even group size), which matches our upper bound obtained for group
Lasso. This means that group Lasso achieves the optimal minimax rate for 2-norm
parameter estimation up to a constant factor that depends on p () and p_(-).

Moreover, we note that in the setting of compressive sensing, the RIP condition
at sparsity k requires 2 (k In(p/k)) random projections. In general, Q2 (kIn(p/k))
random projections are also needed in order to reconstruct a k-sparse signal. This
claim follows from some classical n-width results in approximation theory. How-
ever, similar results for group-sparsity are not easy to derive. Therefore, we shall
not include such results here.

7. Simulation studies. We want to verify our theory by comparing group
Lasso to Lasso on simulation data. For quantitative evaluation, the recovery error
is defined as the relative difference in 2-norm between the estimated sparse coeffi-
cient vector Best and the ground-truth sparse coefficient B )| Best — B ll2/1] ,5 Il2.

The regularization parameter A in Lasso is chosen with five-fold cross vali-
dation. In group Lasso, we simply suppose the regularization parameter A; =
(AVkj)//n for j =1,2,...,m. The regularization parameter A is then cho-
sen with five-fold cross validation. Here, we set B = 0 in the formula A; =
O(A\/kj + B). Since the relative performance of group Lasso versus standard
Lasso is similar with other values of B, in order to avoid redundancy, we do not
include results with B # 0.

7.1. Even group size. In this set of experiments, the projection matrix X is
generated by creating an n X p matrix with i.i.d. draws from a standard Gaussian
distribution N (0, 1). For simplicity, the rows of X are normalized to unit mag-
nitude. Zero-mean Gaussian noise with standard deviation o = 0.01 is added to
the measurements. Our task is to compare the recovery performance of Lasso and
group Lasso for these (g, k) strongly group sparse signals.

7.1.1. With correct group structure. In this experiment, we randomly generate
(g, k) strongly group sparse coefficients with values =1, where p =512, k = 64
and g = 16. There are 128 groups with even group size of kg = 4. Here the group
structure coincides with the signal sparsity: k = || 8]|o.
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FIG. 1. Recovery results when the assumed group structure is correct. (a) Original data; (b) results
with Lasso (recovery error is 0.3444); (c) results with group Lasso (recovery error is 0.0419).

Figure 1 shows an instance of generated sparse coefficient vector and the recov-
ered results by Lasso and group Lasso, respectively, when n = 3k = 192. Since
the sample size n is only three times the signal sparsity k, the standard Lasso does
not achieve good recovery results, whereas the group Lasso achieves near perfect
recovery of the original signal.

Figure 2(a) shows the effect of sample size n, where we report the averaged
recover error over 100 random runs for each sample size. Group Lasso is clearly
superior in this case. These results show that the the group Lasso can achieve
better recovery performance for (g, k) strongly group sparse signals with fewer
measurements, which is consistent with our theory.

To study the effect of the group number g (with k fixed), we set the sample
size n = 160 and then change the group number while keeping other parameters
unchanged. Figure 2(b) shows the recovery performance of the two algorithms,
averaged over 100 random runs for each sample size. As expected, the recovery
performance for Lasso is independent to the group number within statistical error.
Moreover, the recovery results for group Lasso are significantly better when the
group number g is much smaller than the sparsity k = 64. When g = k, the group
Lasso becomes identical to Lasso, which is expected. This shows that the recovery
performance of group Lasso degrades when g/k increases, which confirms our
theory.

7.1.2. With incorrect group structure. In this experiment, we assume that the
known group structure is not exactly the same as the sparsity of the signal (i.e., k >
IBllo)- We randomly generate strongly group sparse coefficients with values +1,
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FIG. 2. Recovery performance: (a) recovery error vs. sample size ratio n/ k; (b) recovery error vs.
group number g.

where p =512, ||Bllo = 64 and g = 16. In the first experiment, we let k = 4|80,
and use m = 32 groups with even group size of ko = 16.

Figure 3 shows one instance of the generated sparse signal and the recovered
results by Lasso and group Lasso, respectively, when n = 3||8]lo = 192. In this
case, the standard Lasso obtains better recovery results than the group Lasso. Fig-
ure 2(a) shows the effect of sample size n, where we report the averaged recover
error over 100 random runs for each sample size. The group Lasso recovery per-
formance is clearly inferior to that of the Lasso. This shows that group Lasso fails
when k/||Bl|o is relatively large, which is consistent with our theory.

(a) Original
2 T T T T T
oL | L] | M’ ﬁ' ’
[ I U1 I
2 100 200 300 200 500
(b) Lasso
2 T T T T T
_2 L L L L L
0 100 200 300 400 500
(c) Group Lasso
2 T T T T T
-2 L L L L L
0 100 200 300 400 500

FI1G. 3. Recovery results when the assumed group structure is incorrect. (a) Original data; (b) re-
sults with Lasso (recovery error is 0.3616); (c) results with group Lasso (recovery error is 0.6688).



1990 J. HUANG AND T. ZHANG

12 1.2

= ¥ -Lasso = ¥ - Lasso
=& Group Lasso == Group Lasso

0.8

0.6

Recovery Error
Recovery Error

0.4

0.2

S SRR

0 1 2 3 4 5 6 7 0 10 20 30 40 50 60 70
Sample Size Ratio Group Size

(@) (b)

FI1G. 4. Recovery performance: (a) recovery error vs. sample size ratio n/ k; (b) recovery error vs.
group size kq.

To study the effect of k/||B]lop on the group Lasso performance, we keep || ]lo
fixed, and simply vary the group size as ko = 1,2, 4, 8, 16, 32, 64 with k/|B]lo =
1,1,1,2,4,8, 16. Figure 4(b) shows the performance of the two algorithms with
different group sizes ko in terms of recovery error. It shows that the performance
of group Lasso is better when k/||B||0 = 1. However, when k/||,3_||0 > 1, the per-
formance of group Lasso deteriorates.

7.2. Uneven group size. In this set of experiments, we randomly generate
(g, k) strongly sparse coefficients with values 1, where p = 512, and g = 4.
There are 64 uneven sized groups. The projection matrix X and noises are gen-
erated as in the even group size case. Our task is to compare the recovery perfor-
mance of Lasso and group Lasso for (g, k) strongly sparse signals with || 8]lo = k.
To reduce the variance, we run each experiment 100 times and report the average
performance.

In the first experiment, the group sizes of 64 groups are randomly generated and
the g = 4 active groups are randomly extracted from these 64 groups. Figure 5(a)
shows the recovery performance of Lasso and group Lasso with increasing sample
size (measurements) in terms of recovery error. Similar to the case of even group
size, the group Lasso obtains better recovery results than those with Lasso. It shows
that the group Lasso is superior when the group sizes are randomly uneven.

As discussed after Theorem 5.1, because group Lasso favors large sized groups,
if the signal is contained in small sized groups, then the performance of group
Lasso can be relatively poor. In order to confirm this claim of Theorem 5.1, we
consider the special case where 32 groups have large group sizes and each of the
remaining 32 groups has only one element. First, we consider the case where half
of g =4 active groups are extracted from the single element groups and the other
half of g = 4 active groups are extracted from the groups with large size. Fig-
ure 5(b) shows the signal recovery performance of Lasso and group Lasso. It is
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FI1G. 5. Recovery performance: (a) g active groups have randomly uneven group sizes; (b) half of
g active groups are single element groups and another half of g active groups have large group size.

clear that the group Lasso performs better, but the results are not as good as those
of Figure 5(a).

Moreover, Figure 6(a) shows the recovery performance of Lasso and group
Lasso when all of the g = 4 active groups are extracted from large sized groups.
We observe that the relative performance of group Lasso improves. Finally, Fig-
ure 6(b) shows the recovery performance of Lasso and group Lasso when all of
the g = 4 active groups are extracted from single element groups. It is obvious that
the group Lasso is inferior to Lasso in this case. This confirms the prediction of
Theorem 5.1 that suggests that group Lasso favors large sized groups.

8. Conclusion. In this paper, we introduced a concept called strong group
sparsity that characterizes the signal recovery performance of group Lasso. In par-
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FIG. 6. Recovery performance: (a) all g active groups have large group size; (b) all g active groups
are single element groups.
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ticular, we showed that group Lasso is superior to standard Lasso when the under-
lying signal is strongly group-sparse:

e Group Lasso is more robust to noise due to the stability associated with group
structure.

e Group Lasso requires a smaller sample size to satisfy the sparse eigenvalue con-
dition required in the modern sparsity analysis.

However, group Lasso can be inferior if the signal is only weakly group-sparse,
or covered by groups with small sizes. Moreover, group Lasso does not perform
well with overlapping groups (which is not analyzed in this paper). Better learning
algorithms are needed to overcome these limitations.

APPENDIX A: PROOF OF PROPOSITION 4.1

Without loss of generality, we may assume o; > 0 for all i (otherwise, we can
still let 0; > 0 and then just take the limit o; — 0 for some 7).

For notation simplicity, we remove the subscript j from the group index, and
consider group G with k variables.

Let ¥ be the diagonal matrix with o; as its diagonal elements. We can find an
n X k matrix Z = Xc;(XgEXG)_O'S, suchthat ZTXZ = Ixx. Let E = Z T (e —
Ee) € R*. Since Vv € R,

I(XEX) X vl =127 2)™% 2 |2,

we have
1(X:X6) %X /(e —Eo)ll3 - AVAVANA VAR
su
£TE S v1ZZTv
T VANVART u'Z"SZu
=Sup —— = Sup ————————
uelgk ulu ueng uT(ZTZ)u
v 2 5
< sup <o”.
veR” V'V

Therefore, we only need to show that with probability at least 1 — n for all n €
O, 1):

3) I€ll2 < avk +by/~1nn

witha =1 and b = /2.

To prove this inequality, we note that the condition Z'XZ = I« means
that the covariance matrix of &€ is [y«x. Therefore, the components of & are k
i.i.d. Gaussians N (0, 1), and the distribution of ||& ||% is x2. Many methods have
been suggested to approximate the tail probability of x? distribution. For exam-
ple, a well-known approximation of ||£||» is the normal N (+/k — 0.5, 0.5), which
would imply @ = b = 1 in (3). The weaker bound with @ = 1 and b = +/2 can be
obtained through direct integration.
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APPENDIX B: PROOF OF PROPOSITION 4.2

We consider the following group-greedy procedure starting with B® =B, and
form (k©, g®) strongly group sparse S as follows for £ = 1,2, ...:

o letr=D =xp¢=D Ry,
o let j© = argmax;[[(X;, X6, "X G, r“"Vlla/\kjag + b5,
o let B = =D and then reset its coefficients in group G j as ,B_gZ ,) = ng) —
T —1yT (-1 (i
(Xg,X6,)) XGjr( ) where j = j©.
It is not difficult to check that

—1D2 2 — —1)2
I = 01} = 10X, Xo, )X, r VL

KO — k=D <k;, O — gD <1, with j = j®. Therefore, if forall 0 < £ <1¢,
we have

argmax[| (G, X6) 05X r© ka3 + 0] = Vi /\Jkag + 17,
J

then by summing over £ =1,...,¢,¢ + 1, we obtain
1+1
na? = @5 = 3 (e - 191
=1
141

>ny [(K = k“D)ag + (8 — g~ V)bg] A%/ (kag + bg)
=1
> n[(k"*D —k)ad + (gD — g)b§] A%/ (kaf + bY).
This implies that
K1HDa2 4 g TVp3 < 2(kad + gbd).
Therefore if we let 7 be the first time k" TVal + g"+Dp3 > 2(kal + gb}), then
there exists £ < ¢, such that 8’ = 8©) satisfies the requirement.

APPENDIX C: PROOF OF PROPOSITION 4.3

The following lemma is taken from [9].

LEMMA C.1. Consider the unit sphere S*~1 = {x: ||x|| = 1} in R* (k > 1).
Given any € > 0, there exists an e-cover Q C SV such that mingeg |lx —qll2 <¢

forall ||x|l2 =1, with |Q| < (1 +2/¢)X.

The following concentration result for x2 distribution is similar to Proposi-
tion 4.1, and can be obtained from direct integration. We skip the detailed cal-
culation. This is where the Gaussian assumption is used in the proof. A similar
result holds for sub-Gaussian random variables.
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LEMMA C.2. Let & € R" be a vector of n i.i.d. standard Gaussian variables:
& ~N(0,1). Then Ve > O:

Prl[lI£ ]l — V7| = €] <3¢/

The derivation of the following estimate employs a standard proof technique
(e.g., see [10]).

LEMMA C.3. Suppose X is generated according to Proposition 4.3. For any
fixed set S C {1,...,p} with |S| =k and 0 < § < 1, we have with probability

exceeding 1 —3(1 4 8/8)ke=%/8,
1
4) (I=8Bll2 = —=IXsBll2= A+ B2
n
for all B € R¥.

PROOF. It is enough to prove the conclusion in the case of |8, = 1. Ac-
cording to Lemma C.1, given €; > 0, there exists a finite set Q = {g;} with
10| < (1 4+ 2/€1)¥ such that |lg;||» = 1 for all i, and min; |8 — gi|l» < €; for all
1Bll2=1.

For each i, since elements of £ = X ¢g; arei.i.d. Gaussians N (0, 1), Lemma C.2
implies that Ve, > 0:

Pr{| I Xsqill2 — vVallgilla| > V/res] < 3e7"5/2,

Taking union bound for all g; € Q, we obtain with probability exceeding 1 —3(1 +
2/61)ke_”6§/2: forall g; € Q,

1
(I-e)=< ﬁlleqz'llz <(1+e).

Now, we define p as the smallest nonnegative number such that
1
—|IX <1+
ﬁll sBll2 =+ p)
for all B € R¥ with |||l = 1. Since for all ||8]|> = 1, we can find ¢; € Q such that
1B — gill2 < €1, we have
IXsBll2 < [ Xsqilla + 1 Xs(B — gi)ll2 < V/n(l + e+ (1 + p)er),

where we used (5) in the derivation. Since p is the smallest nonnegative constant
for which (5) holds, we have

Vil +p) <V/n(l+e+ 1+ p)er),

&)

which implies that
p=(e1+e€)/(1—er).
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Now we choose €] = §/4 and €3 = §/2. Since 0 < 6 < 1, itis easy to see that p < 4.
This proves the upper bound. For the lower bound, we note that for all ||8], =1
with [|8 — gill2 < €1, we have

IXsBll2 = 1 Xsqillz — 1Xs(B—gi)ll2 = /n(1 — e — (14 p)er),
which leads to the desired result. [

PROOF OF PROPOSITION 4.3.  For each subset S C {1, ..., m} of groups with
|S| < g and |G| <k, we know from C.3 that for all 8 such that supp(8) C Gs:

1
I =dlBl2= ﬁllXﬁllz <A +3lBl2

with probability exceeding 1 — 3(1 + 8/8)ke—/8,

Since the number of such groups S can be no more than Cy < (em/g)%, by
taking the union bound, we know that the group RIP in (2) fails with probability
less than

3(em /)% (1 +8/8)ke /8 < o~ O

APPENDIX D: TECHNICAL LEMMAS

The following lemmas are adapted from [16] to handle group sparsity structure.
Related techniques can be found in [2] and [14]. The first lemma is in [16].

LEMMA D.1. Let A= X"X/n,and let I and J be nonoverlapping indices in
{1,..., p}. We have

1AL 12 < (o4 (D) = p—(T U D) (p+(J) — p—(1 U ])),

where the matrix 2-norm is defined as || Ay, 7|2 = SUpy, |, =|v|,=1 |MTA]’JU|.

The next lemma uses the previous result to control the contribution of the
nonsignal part G¢ of an error vector u to the product ugAG,chGC.

LEMMA D.2. Givenu € R? and S C {1, ..., m}. Consider £ > 1 and define
Az =min{ Y 235Gyl = e}.
jes’

Let So C{1,...,m} — S contain indices j of largest values of |lug;|l2/*j (j ¢ S),
and satisfies the condition £ < |Ggs,| <€ +ko. Let G =Gs U Gg,. Then

[ Y g 13 = @)Y ajllug, 2
JESUSo JjES
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and
1 TyT
JESUSo
<A (GL L+ ko — Dllugllz Y jllug, 2,
JES
where
p+(|G|, €+ ko— 1)
= ((p+(IG) = p-(IG| + € + ko — 1))
X (0 (€ +ko — 1) — p_(IG| + £+ ko — 1)) /2.
PROOF. Without loss of generality, we assume that S = {1, ..., g}, and we

assume that j > g is in descending order of ||qu l2/A ;. Let So, St, ... be the first,
second, etc., consecutive blocks of j > g, such that £ < |G, | < £ + k¢ (except for
the last Sy). If we let Gk = Gg,, then:

. ]
S ug,3<| 3 Al I [,n;ag; ||ucj||z/xj}
j#5USo - j¢SUSo L7500
<| > Ajllug,liz |[minllug,lla/A;]
. / J€So !
~j¢SUSy -
_ i 2
<[ > ilu, i [Z A{,-nua_,-nz/ZAj}
-j¢SUSy - =jeSo j€So

- [>j¢sAjlluc, 1212

- 422 '
This proves the first inequality of the lemma. Note that the second inequality fol-
lows from the descending order of |lug,|l2/A; for j > g. Similarly, we have

D lugillz=Y_ | > lluc; 3

k>1 k>1V jeSk

<> > xjllug,llz2 jmaxllug, ll2/*;
i JESk
k>1Y\ jeSk
=3 (20 4l [ min g, /3
k=1Y jeSk JE€2%k—1
2
<X [ X hiluc,lo | 3 A,/ 30 43
kZl jESk jESkfl jESk,]
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<7y ijnuc,nz\/ > ajllu I

k>1Y\ jeSk JE€SK—1

1
<Y S X dilucl+ X g la

k>1""jesk JE€Sk-1
~1 ~1
<A Al =221 )0 Ajlluc, Il
k=0 jeSk Jgs
Therefore,
n_l Z M—GI—XE;I—XG].MGJ.
j&SUSy
<n”! Zlu—GngXGkqul
k>1
~1 T
<n~ 'Y IXgXgrlallugl2llugll2
k>1
<+ (IGl. € +ko— Dlugla2 Y lugkl2
k>1
<p+(Gl, L+ ko — DAZ ugll2 Y Ajllug, 2.
Jgs

Note that Lemma D.1 is used to bound || X EX Gkll2. This proves the second in-
equality of the lemma. [

The following lemma shows that the group L;-norm of the group Lasso esti-
mator’s nonsignal part is small (compared to the group L-norm of the parameter
estimation error in the signal part).

LEMMA D.3. Let supp(B) € Gs for some S C {1,...,m}. Assume that for
all j:

2j z 4GP PIXE X)X G ella//n.
Then the solution of (1) satisfies

> " ajllBe,ll2 <3 jllBa, — Ba, lla-

jé¢S jes
PROOE. The first-order condition is

m
(6) 2XTX(B—PB)—2XTe+ Y arjnv; =0,
j=1
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where v; = Bg,/IBc;ll2 when B, # 0 [|vjll2 < 1 and supp(v;) C G, when

Ba; = 0. It implies that
o N .
Bvi=1Bcl2.  1B—=PB"vjl<IB =Pl
By multiplying both sides by (B — B)T, we obtain
m
0>-28-B)' X" XB-P=-2B-p"X"e+> 1nB—p v,
j=1
Therefore,
> llBa, 2
J¢S
_ ~ 2 _
=2 %ilBc; = Balla+ ~(B - BT XxTe
jeSs
<Y xillBs, — Bg, 2

jes

2 X ~ =
t PG PIB = Brg; 12X, X6,) ™2 X (el
j=1

<Y xillBs; — Bo;l2+05Y xil(B = B)g, .

jes j=1
Note that the last inequality follows from the assumption of the lemma. By simpli-
fying the above inequality, we obtain the desired bound. [J

The following lemma bounds parameter estimation error by combining the pre-
vious two lemmas.

LEMMA D.4. Let supp(B) € Gg forsome S C {1, ...,m}. Consider £ > 1 and
let s =|Gg|+ £+ ko — 1. Define

22 :min{z 311Gyl Zz},
jes’

p+(s,s —|Gs]) = \/(,0+(S) — p—(2s —1GsD)(p+(s —1Gsh — p-(2s —|Gs)).

Ifforall j:

hj z4p1(GP'PIXG, X6) VX G €ella/v/n
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and
p+(s,s —1Gs) _ A

p_(s) _\/ZjeS)‘g’

then the solution of (1) satisfies

sz 1.5 » > 5
(B ﬂ)llzsp_(s)(lﬂ.sx_ /%Aj) /j%/\j.

PROOF. Define Sp as in Lemma D.2. Let G = Ujcsus, G- By multiplying
both sides of (6) by (,3 — B)g, we obtain

28— BGXGXB—B —28-B X e+ Y anB—PB)G,v;=0.
jeSUSo

Similar to the proof in Lemma D.3, we use the assumptions on A ; to obtain
7 A B-PGXEXB—B)+ Y 1jlBe,ll2 3> 4jlBs, — Ba, Il
j€So jes
Now, Lemma D.2 implies that
(B=PGXEX(B—B)
> (B = B)6XGXc (B~ Pa
— py(s,5 —|GsDAZ'nII(B = B)gll2 Y 2 11(B = B)g; 2.
jgs
By applying Lemma D.3, we have
nH B = BGXGX B~ P)
= p- (BB~ Pall3
—3p4(s.5 = |GsDAZ (B = Ball2 D 2l(B = B, Il
jes

> p(GIB =Bl —3p4(s.s —1GsDA=" [ 231(B - Prali3
jes

= 0.50-(G)|(B ~ B)all3-
The assumption of the lemma is used to derive the last inequality. Now plugging
this inequality into (7), we have

1B = Bgll3 < 1.5p(G)" > " 4;lBc, — Ba, 12

jes

<1507 [32218 - B)glla-
jes
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This implies

3 _ BY~I2 -2 2
1B = Bral} <2250 (G)2 Y22,
jes
Now Lemmas D.2 and D.3 imply that

2
1B =Bz — 1B =Bl < 0.25A:2[Z 2B = B)g; M
J¢s
. _ 2
<2252 D16 - Ao s |
jes
<225.72 ) AR - Bali3-
jes
By combining the previous two displayed inequalities, we obtain the lemma. [

APPENDIX E: PROOF OF THEOREM 5.1

Assumption 4.1 implies that with probability larger than 1 — 75, uniformly for
all groups j, we have

I(XE, X6 )3 XE (e —Ee)lla < a/k; + byfInGm /).
It follows that with the choice of A, B and A j, we have
kj = 404(G)'PIXG X)) PXG ella/vn

for all j. Moreover, assumptions of the theorem also imply that p4 (s, s — |Gs|) <
p+(s) — p—(2s), and

pils,s —|Gsl) _ pi(s) = p—(29) VAP @B

=c=

o—(s) - p—(s) 6\/2(I<A2 + gB?) B 6\/Zj€S )‘3.

Note that we have used Y- ;e [A%kj + B2l <n Y jes 23 <23 jes[A%kj + B2].
Therefore, the conditions of Lemma D.4 are satisfied. Its conclusion implies

that
O 1.5
1B = Pll2 = ()(1+1.5x:1 /Zx;) > a3
p=Ls jESs jeSs
1.5 1
< 1+—) A2
<p_<s)< 4 ,/% J

L o m2
(1+4C)\/2(A k + B2g)/n.

This proves the theorem.
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APPENDIX F: PROOF OF THEOREM 6.1

First, we recall the standard definition of KL divergence:
D (pallpg) = [ s In(pg®)/ ) dy.
y

Our proof relies on the following lower bound result, with an appropriately chosen
B C H(g, k) to be determined later. Although the bound is related to other stan-
dard lower-bound techniques such as Fano’s inequality, it is easier to apply for our
purpose. The lemma itself is a special case of a more general lower bound theorem
in [15] with uniform prior on B; it is a direct translation using our notation.

LEMMA F.1.  Consider an arbitrary finite set B C R and let N = | B|. For an
arbitrary estimator B(y) € R? of B fromy ~ p 5> we have

1 _ A
5 2 By X (B - A2

BeB

N
ZO.Ssup{ez_inf In — ———> 22AB+ln4},
perr  |[{BeRP:X(B—B)I; <ell

where Ag = N2 25’5/63 DKL(Pg ||p/g,).
The following result relates KL-divergence and in-sample prediction error.

LEMMA F.2. We have

||X(B—B>||§_

Dxr(pgllpg) = 752

PROOF. By definition, we have

Dxr(pglipg)

= /y o DA (P50 p5(y)) dy

_ / L exeon W= XBIE -y~ XBI3
yeRn (2m)"/2o" 202
_IXB-Pl3
202 ’

which implies the lemma. [J

The following result is used to define a set B in order to apply Lemma F.1.
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LEMMA F.3. Given positive integer g < m/2. Let N be the largest number
such that there exist subsets Sy, ..., Sy C{l,...,m}:|S;j|=gand |S; — S;j| > g
fori # j. Then we have

InN > 0.5gIn((m — g + 1)/(4g)).

PROOF. Let Sp be a subset of {1, ..., m} of cardinality g, chosen uniformly at
random without replacement. Then for each j =1,..., N,
ctest ! _ )2
PlISy— 5] < g1 = =828 5 8L _(nog)
(054 (g—0'm!(m+1£—2g)!

{>g/2

< Z CﬁgZM< Z Cz(g/(m—g—|-]))g/2
0 82 m—g+1)8 — §
8/2 0>g/2

<25(g/(m — g+ 1))*"%.
Since N is the largest, for any Sp, there exists j such that [Sy — §;| < g. It follows
that
al 2
1=P[3j:1S0— S;l <gl < 3" PlISo — ;1 < gl < N(4g/m — g + 1)*/°.
j=1
This implies the desired bound. [

Let 6 = 0\/ (2np+(2g))~1In(N/4). Now, we can apply Lemma F.1 with the

following B, with |B| = N. We choose B C H (g, k) such that each 8 € B has
components B ;i €1{0,8/ Vk}. Moreover, we assume that any two different elements
B, B’ € B satisfy the separation condition |8 — 8’|l > §. Lemma F.3 implies that
we can find such a set B (for each j in Lemma F.3, we define a corresponding
B € B with supp(B) = G;) so that N = |B| > (m — g + 1)*8 /(4¢)%%.

_ We observe that B has the property that for any two different elements B,
B’ € B:

ns? 1B=B13 1I1XB-B)I3
P-(28)5 5 =np-(28) = 2 = 202 )

18— B'lI3 ns?
2

=np4+(2g) < p+ (2g)?-

[\

o
Therefore, in Lemma F.1, we have

IX(B—B)I3

Ap = sup Dkr(pgllpg) = sup 752
B.BeB B.BcB o
2

né
< ,0+(2g)? <0.5In(N/4).
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This means _if we pick € = n,o_(Zg)(S2 in Lemma F.1, then VB/ c RP;HB c
B: IIX(ﬁ—ﬂ’)H% <€} <1 and thus

) P—(28)

Z Ey~p; | X(B = BY)[3>05¢ =0 495 (28)

ﬁeB

In(N/4),

which proves the first lower-bound of the theorem.

Note that the estimator ,3 (y) does not have to be in H(g, k) In order to see
that the first lower bound implies the second lower bound, let ﬁ (y) be the best
2-norm approximation of /3 (y) in H(g, k) [i.e., keepmg the g groups of /3 (y) with
largest values]. Then simple algebra implies that ||,B(y) — ,8 ||2 > ||,3 (y)—B ||2/3 >
Bnp4 (2g))*1 |1 X (,3/ (y) — ﬁ) ||%. Now the first lower-bound of the theorem, applied

to ||X(/§’(y) — ﬁ)ll%, implies the desired lower bound for ||/§(y) — BH%.

Finally, we observe that the above definition of B only considers the effect of
choosing g out of m groups. We intentionally skipped the effect of estimating
coefficients within any selected k features to simplify the calculation. From the
proof of Lemma F.3, it is not hard to see that we can incorporate this effect and
increase In N to 2 (k + gIn(m/g)). This will give an improved lower bound.
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