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BAYES’ THEOREM FOR CHOQUET CAPACITIES

By LARRY A. WASSERMAN ! AND JosePH B. KADANE?

Carnegie Mellon University

We give an upper bound for the posterior probability of a measurable
set A when the prior lies in a class of probability measures &. The bound
is a rational function of two Choquet integrals. If & is weakly compact and
is closed with respect to majorization, then the bound is sharp if and only if
the upper prior probability is 2-alternating. The result is used to compute
bounds for several sets of priors used in robust Bayesian inference. The
result may be regarded as a characterization of 2-alternating Choquet
capacities.

1. Introduction. Sets of probability measures arise naturally in classical
robustness, Bayesian robustness and group decision making. Some sets of
probability measures give rise to upper probabilities that are 2-alternating
Choquet capacities. These upper probabilities are pervasive in the robustness
literature; see Huber (1973), Huber and Strassen (1973), Buja (1984, 1985,
1986), Bednarski (1982) and Rieder (1977), for example. The purpose of this
paper is to prove a version of Bayes’ theorem for sets of prior probabilities that
have the 2-alternating property and to see how these sets of probabilities may
be exploited in Bayesian robustness. This result was proved in Wasserman
(1988, 1990) for infinitely alternating capacities (also known as belief func-
tions; Shafer, 1976). Since infinitely alternating capacities are also 2-alternat-
ing, the present result generalizes that theorem. However, the proof in the
infinitely alternating case uses an argument that depends on properties that
infinitely alternating capacities possess that are not shared by 2-alternating
capacities in general. Also, in this paper, the conditions given are both neces-
sary and sufficient. A proof of sufficiency when the parameter space is finite is
given in Walley (1981).

Section 2 of this paper states and proves the main result. In Section 3, we
apply the result to derive explicit bounds for the posterior probability of a
measurable set using various classes of priors. Section 4 contains a discussion.

2. Main result. Let ® be a Polish space, that is, the topology for © is
complete, separable and metrizable, and let & be the Borel o-algebra for ©.
Let 2 be the set of all bounded, nonnegative, real-valued, measurable func-
tions defined on ©. Let {P,; 6 € ®} be a set of probability measures on a
sample space Y with o-algebra 7. Assume that each P, has a density f(y|6)
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with respect to some o-finite dominating measure and let L(6) = f(y|0) be the
likelihood function for 6 having observed y € Y. We assume that L € Z” for
each y e Y.

Let & be a nonempty set of prior probability measures on & and define the
upper and lower prior probability functions by

P(A) = supP(A) and P(A) = inf P(A).
Pez Pex

Since P and P are related by the equation P(A) = 1 — P(A°), it suffices to
concentrate on P. In what follows, there is no loss in generality by assuming
that & is convex. For each X € &, define the upper expectation of X by
E(X) = supp. 5, P(X), where P(X) = [X(8)P(d6). The lower expectation of
X, denoted by E(X), is defined in an analogous way. Let &, be the class of
posteriors arrived at by applying Bayes’ theorem to each prior P in & for
which P(L) > 0. To avoid triviality, we assume there is at least one such P.
Let }_’y be the upper probability generated by &,. The posterior corresponding
to P is denoted by P,. _ _

We say that & is 2-alternating if for each A, B € &, P(A U B) < P(A) +
P(B) — P(A N B). We say that & generates a Choquet capacity if P(F,)| P(F)
for each sequence of closed sets F, | F. It can be shown that & generates a
Choquet capacity if and only if {P; P < P} is weakly compact. Here, P < P
means that P(A) < P(A) for every A € #. See Choquet (1953) and Huber
and Strassen (1973) for details on capacities. We say that & is closed with
respect to majorization, or is m-closed, if P < P implies that P € #. It is
common practice in the literature to assume that & is m-closed. We will show
(Section 3, Example 1) that replacing & with its m-closure has nontrivial
consequences.

For each X € &, the upper Choquet integral of X is defined by

C(X) = fomﬁ(xt)dt,

where X, = {0 € 0; X(0) > t}. Similarly, the lower Choquet integral C(X) is
defined by

c(X) - [P(X,)dt.
o

It follows easily that C(X) < E(X) < E(X) < C(X). If & consists of a single
probability measure P, then C(X) = C(X) = E(X) = E(X) = P(X); if this
probability measure is our prior probability, then the posterior probability of a
subset A, after observing y and applying Bayes’ theorem, may be expressed as
P(L,)/(P(L,) + P(L,.)), where L ,(0) = L(0)1,(0) and I,(0) is the indicator
function for A. Note that C and C may be extended to the set of all bounded,
measurable functions by adding and subtracting a sufficiently large positive
constant.
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THEOREM. Let & be a nonempty set of prior probabilities on % and let Z,
be the corresponding class of posterior probabilities. Then, for each A € &,

__ E1y C(L,)
SE(L,) +E(Ly) ~ C(Ly) +C(Ly)’

P,(A)

when the ratios are well defined. If & generates a Choquet capacity and if &
is m-closed, then the following three statements are equivalent:

() P is 2-alternating.
(ii) The first inequality is an equality for each A € % and each L € 2.
(iii) The second inequality is an equality for each A € # and each L € &'.

Before proving the theorem, we shall state a few lemmas. The first lemma is
from Huber and Strassen (1973).

LEmma 1. If & is m-closed and generates a 2-alternating Choquet capac-
ity, then for each upper semicontinuous X € %, there exists a P € & such that
P(X) = E(X) and P(X,) = P(X,), for each real number t.

The next two lemmas are from Bednarski (1982).

Lemma 2. If O is finite, then the following two conditions are equivalent:

(i) P(A UB) < P(A) + P(B) — P(A N B) for each A, B C ©. 3
(ii) For every sequence of sets Ay CA, C -+ CA,, there exists P < P such
that P(A;) = P(A)) fori=1,2,...,n.

LEMMA 3. Let & be weakly compact and suppose that & is m-closed. Then
& is 2-alternating if and only if, for each finite field o7, P|/ is 2-alternat-
ing where P|o/ is the restriction of P to o and M is the closure of M with
respect to pointwise convergence on atoms.

The last two lemmas may be found in Buja (1984).

LeEmMMA 4. Let & generate a 2-alternating Choquet capacity. For each
X € & and each ¢ > 0, there exists a nonnegative, upper semicontinuous
function h < X such that E(X)_— e < C(h) < C(X). Furthermore, if # is
m-closed, then for each X € 2", E(X) = C(X).

LEMMA 5. & is 2-alternating if and only if C(X + Y) < C(X) + C(Y) for
each X, Ye 2.
Proor or THEOREM. Note that for every P € & for which P(L) > 0,
P(L,)
P(L,) +P(L,) "

P(A) =
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Now, P,(A) is of the form
1
(1+g(P)/f(P))’

where f(P) = P(L,) and g(P) = P(L,.). h(P) is maximized where g(P)/f(P)
is minimized. But

h(P) =

g(P) _ E(Ly)

f(P) = E(L,)’
which proves the first inequality. The second inequality follows from that fact
that E(X) < C(X) and E(X) > C(X).

Now suppose & is m-closed and generates a Choquet capacity. We begin by
showing that (i) implies (ii). Assume that P is 2-alternating. We need to show
that the first inequality is an equality for each A € & and for each L € . If
E(L,) = 0, this follows easily. Now suppose E(L,) > 0. Let b = Supy < 4¢L(6).
Define a function a on ® by a(6) = L(8) + b on A and a(f) = —L(#) + b on
A°. For notational convenience, define

E(L,)
E(L,) +E(L,)’
We will show that for each ¢ > 0, there exists P < P such that
P(L,)

B—-¢g< < B.
P(L,) + P(Ly)

B =

For every 6 > 0, there exists, by Lemma 4, a nonnegative, bounded, upper
semicontinuous function A such that A < a and E(a) — § < E(h) < E(a). Set
k = E(L,) + E(L ). Note that k£ > 0. Choose § < ek. By Lemma 1, there
exists P € & such that P(h) = E(h) and P(h > t) = P(h > 1), for each ¢ It
is easily verified that P(L,) > E(L,) — 8 and P(L ) < E(L,.) + &. Thus,

P(LA) E(LA) -4
B = sz v p@y = E(L,) -6 +E(Ly) +5
5 5
B Eao+vEELy B i>B-e

Since this holds for each ¢ > 0, sup, . ‘»P,(A) = B so that (ii) holds. Further,
(1) implies (iii) because of Lemma 4.

To prove that (ii) implies (i), first assume that @ is finite. Suppose that
P (A) = E(L,)/(E(L,) + E(L,.)) for every subset A and every L € 2. & is
closed with respect to the Euclidean topology, so there exists, for each A, a
P € & such that P(A) = P  (A). Therefore,

E(L,) ~ P(L,)
E(L,) + E(Ly) P(Ly) +P(Ly)’
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from which it follows that

(1) P(L,) = E(LA) and P(L,) =E(Ly).
This holds for each A and each L € 2" Let A, CcA,C --- CA, be an
increasing sequence of subsets. For i = 1,2,...,n — 1, define L; on O to be

equal to 1 on A; and A¢,; and O otherwise. From (1) we deduce that there
exists P, e & such that P(A;) = P(A,) and P(A,,,)=P(A,,,) for i=
1,2,...,n -1 DeﬁneA—@andletgL A, — A, ;. Let & be the field
generated by {g1,- .-, &,}. Define an additive set function S on # by

S(g1) = P,(A)),
S(g5) = Py(Ay) — Py(A)),

S(gn—l) = Pn—l(An—l) - Pn—2(An—2)’
S(gn) = Pn—l(An) - Pn—l(An—l)

and S(A5) =1 - S(A,). Then, S(A;) = P(A)) fori =1,2,...,n. Also, S(g,) >
0 and S(g;) = P(A)) — P,_y(A,_)) = P(A) — P,_((A; ) = P,_(A) -
P;_y(A;_;) = 0, so that S is a probability measure on & which maximizes the
probability of the A;’s, and since S is dominated by P on <, S may be
extended by the Hahn-Banach theorem to 2°. By Lemma 2, P satisfies the
2-alternating condition. Therefore & is 2-alternating.

Now we show that (iii) implies (i) and we continue with the assumption that
O is finite. Let the second inequality be an equality for each A € & and each
L € 2. Then E(X) = C(X) for each bounded function X. For suppose E(X) <
C(X) for some X not identically equal to zero. Let ¢ = min{X(0); 0 € @} and
set A = {6, X(6) > a}. We claim that E(XA) < C(X,). To see this, note that if
a = 0, then E(X ) =E(X) < C(X) = C(X,). If a > 0, then L by the definition
of C, C(X,) = C(X) — aP(A°) > E(X,) + A, where A=E(X)- E(X,) -
aP(A°). Now, for each P € &,

P(X) = P(X,) + P(X,) = P(X,) + aP(A°) > P(X,) + aP(A°),

so that E(X) > E(X,) + aP(A°). Hence, A > 0 which implies that E(X,) <
C(X,). But this, together with the fact that E(L ) = aP(A°) = C(L ) leads
to the second inequality being strict. This contradicts our assumption. There-
fore, E(X) = C(X ). It follows that C is subadditive and from Lemma 5 we
deduce that P is 2-alternating.

Now remove the restriction that © is finite. Suppose that either (ii) or (iii)
holds. Let &7 be a finite subfield and without loss of generality, assume &7 is
generated by a finite partition H = {h, h,,..., h,}). It follows easily that (ii)
and (iii) hold on Z|o7 . By the previous argument if either (ii) or (iii) holds,
then #|o/ is 2-alternating. By Lemma 3, & is 2-alternating. O

We close this section with a few remarks. First, note that if & is not
m-closed, we still have that (ii) implies (i) and also (iii) implies (i), since
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m-closure was not used in those parts of the proof. Second, if & is not convex,
the theorem is still true since replacing & with its convex closure does not
change the upper and lower probabilities or the upper and lower expectations.
Third, it may be shown that if the prior is 2-alternating, then the posterior is
2-alternating. This is proved for finite ® in Walley (1981). The proof is easily
extended to the case where ® is a Polish space. However, if the set of priors &
is m-closed, it does not follow in general that the set of posteriors is m-closed.
Consider the following example.

Let ® = (1, 2 3 4} and let & be the convex hull of P and @ which have
coordinates (3, 1,0, 3) and (3, 1, 1, 0), respectively. Set B = {1, 2, 3}. Now & is

m-closed but the set of probabilities &5 obtained by conditioning each P € &
is not. For, R < P, but R & %5, where R has coordinates (0.3,0.4,0.3, 0)
and Py is the upper probability generated by &?;. Thus, m-closure is not
preserved by conditioning and hence is not, in general, preserved by Bayes’
theorem. An interesting problem is to determine when an m-closed class of
priors remains m-closed under the action of Bayes’ theorem.

The implication of the example above is that the Choquet integral of a
bounded random variable X, based on the posterior upper probability, will not,
in general, equal the upper posterior expectation of X. Nonetheless, the
Choquet integral still provides a conservative bound for the upper posterior
expectation of X. Thus, denoting the Choquet integral of X with respect to
the upper posterior probability by éy, we have that

dt

E(X|Y=y) <C/(X) = f:ﬁy(Xt) dt = f:m’

where
f(t)=fw1_’(XtmLu)du and g(t)=fw13(anLu)du.

Of course, C,(X) may be calculated in a similar way. Note that if C (X) -
C(X)is small then it is unnecessary to compute E(X|Y = y).

3. Examples.

ExampLE 1. A set that is not m-closed. To see that closure with respect to
majorization is important, here is an example of a set of probabilities that
generates a 2-alternating upper probability but that is not m-closed and for
which the equalities in the theorem are strict. Let ® = {1, 2, 3}, let the vector
of likelihood values be (1,6, 2) and let & be the set of probability measures
whose coordinates on ® are given by (p /2, p/2, (1 — p)), where p € [0, 1]. The
upper probability is 2-alternating but & is not m-closed. For example, if P
has coordinates (0.2,0.3,0.5), then P < P but P is not in Z. Let A = {1}.
Then

1 E(L,) C(L,) 1

1
PAA) = < Ly v B(Ly) 5 O(Ly +C(Ly) 3
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This shows that if & is not m-closed, then the 2-alternating condition is not
strong enough to imply the result. Note that enlarging & to be m-closed has a
nontrivial effect on the upper posterior probability.

ExampLE 2. A set that is not 2-alternating. Now we give an example of a
set of probabilities that is m-closed but is not 2-alternating and we show that
the inequalities are strict. A similar example was considered in Wasserman
(1990). Let ® ={1,2,3,4} and let the vector of likelihood values on ® be
(a,b,c,d). Suppose that a >b>c>d >0and b >c +d. Now let P be a
probability measure with values (3,%,0,0) on ® and let @ have values
(0,0, 3, 3). Finally, let % be the convex hull of P and Q. It is easily verified
that & is m-closed and that P is not 2-alternating. Let A = {1}. Then

3 a E(Ly,)
B(A) = % < By BT
a 6(LA) a

atctd C(L) +C(Ly) a+c’

so that the inequalities in the theorem are strict.

The following are sets of probability measures Eh-at arise naturally in the
study of Bayesian robustness. For a general overview of Bayesian robustness,
see Berger (1984, 1987).

ExampLE 3. e-Contaminated priors. Let P be a fixed probability measure
on %, let ¢ €[0, 1] be fixed and assume that ® is compact. Define & by

#={Q;Q = (1—-¢)P + ¢R, where R is any probability measure on #}.

This is the class of e-contaminated priors that have been studied by Huber
(1973), Berger (1985) and Berger and Berliner (1986). It follows easily that
P(A)=(1-e)P(A) +¢&, A+ @ and P(A) = (1 —&)P(A) for A+ 0. & is
m-closed and generates a 2-alternating Choquet capacity. [Buja (1986), shows
that the compactness assumption may be dropped.] For every X € &,

C(X)=(1-¢)P(X) + esupX(6)
00

and
C(X)=(1-¢)P(X) + eoi‘rslg)X(O).

Applying the theorem, we have
(1-¢)P,(A) +ea/P(L)
(1—-¢)+ea/P(L) °

where a = sup, . 4 L(6). This result was stated in Huber (1973).

P(4) =
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ExampLE 4. Total variation neighbourhoods. As in Example 3, fix P and ¢
and let ® be compact. Define & by

Z={Q;A(P,Q) <¢},

where A(P,Q) = sup, < 4 |P(A) — Q(A)|. This is the & total-variation class
generated by P. Let x V y denote the maximum of x and y and x A y the
minimum of x and y. Then P(A) =(P(A)+¢)Al, A# @, and P(A) =
(P(A) —¢) v 0, A+ 0. Again, & is m-closed and generates a 2-alternating
Choquet capacity. For every X € &, define ¢t,(X) = sup{¢; P(X,) > 1 — ¢} and
so(X) = inflt; P(X,) < ¢}. Also, let

J(X,t,,t,) = fttzP(X,) dt.

Then
C(X)=P(X)+esupX+ (1—-¢e)ty(X)—J(X,0,¢,(X))
and
C(X)=P(X)+einf X —e5o(X) — J(X,50(X),sup X).
Let t, = to(L,) and s = so(L 4). Then,
P(L,) + (1 —e)ty+ea—J(Ly,0,¢)
P(L) + (1 —¢)ty+ea—J(L,,0,t)) —esqg— J(Ly,50,0)’

P(A) =
where a = sup, .o L4(6) and b = sup, ¢ L 4(0).

Bednarski (1981) and Buja (1986) considered an upper probability that
contains e-contamination and total variation neighbourhoods as special cases.
It may be shown that this generalized class is an m-closed, 2-alternating
Choquet capacity as well.

ExampLE 5. Density bounded classes. Let L and U be two o-finite mea-
sures on % such that L < U; that is, L(A) < U(A) for each A € #4. Lavine
(1987) considers classes of probability measures of the form &= {P;L <P <
U}. He calls this a density bounded class. We shall assume that L(0) <1 <
U(®) < ». Without loss of generality, we also assume that L and U have
densities [ and u with respect to some o-finite dominating measure v. Then
P e & if and only if P has density p with respect to » and for v-almost all 6,
1(0) < p(8) < u(6). DeRobertis and Hartigan (1981) consider the class DH of
all o-finite measures between L and U. The class DH is also discussed in
Berger (1987) and DasGupta and Studden (1988a, 1988b).

For the class &, it follows that P(A) = min{U(A),1 — L(A®)} and P(A) =
max{L(A),1 — U(A®)}. Further, it may be shown that & generates a 2-alter-
nating, m-closed Choquet capacity. For X € &, set ¢,(X) =
inf{¢; U(X,) + L(X{) < 1} and s,(X) = suplt; U(XS) + L(X,) < 1}. Let
J(X,,c,d) = [2D(X,)dt, where D = U — L. Finally, let d;, =1 — L(®) and
dy=U(®) — 1. Then, C(X) = U(X) + t(X)d, — J(X,0,¢,(X)) and C(X) =
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L(X) — 5o(X)dy + J(X,0,5,(X)). Here, U(X) = [X(6)U(d6) and L(X) =
[X(6)L(d6). Therefore,

U(L,) + tody — J(Ly,0,¢)
U(L,) +tody — J(Ly,0,t0) + L(Lge) —sgdy +J(Lye,0,5,)°

P(A) -

where ¢, = ¢t((L,) and sy = so(L 4).

ExaMPLE 6. Probabilities with partition restrictions. Moreno and Cano
(1988) consider the following set of priors. Let P be a fixed probability
measure on %, ¢ a fixed number in [0,1] and H = {A,,..., h,} a measurable
partition of @. Assume that © is compact. Let p = (p,,..., p;) be such that
each p, > 0 and ¥ p; = 1. Then define

P={@;0=(1-¢)P+¢S,S .7}.

Here .~ is the set of all probability measures that satisfy S(k;,) =p,, i =
1,2,..., k. The interpretation is the same as the s-contaminated class of
Example 3, except that we are putting constraints on the possible contamina-
tions by forcing them to have fixed probabilities on some partition. This is a
simple, reasonable way to restrict the size of the possible contaminating
distributions.

This class contains two important special cases. By taking H = 0, we get
back the general e-contaminated model of Example 3. By taking ¢ = 1, we get
the set of all probability measures with fixed probabilities on a partition. This
latter class has been studied by Berliner and Goel (1986).

Define I, = {i;h; c A} and J, = {i; h; N A # &}. Then

B(4)=(1-0)P(4) ¢ T p,
and
P(A)=(1-¢)P(A) +¢ Y, p,.

ied,

It may be shown that P is n-alternating for every n and hence is 2-alternat-
ing. Further, & generates an m-closed, Choquet capacity. It follows that

C(X)=(1-¢)P(X) +e) X;p;
and

C(X)=(1-¢e)P(X)+eX X;p;,
where X; = inf,., X(6) and X = sup, < , X(8). Therefore,
(1 -¢e)P(L,) + EEPiEA,.

P(4) = (1—€)P(L) +eZp;[La, + L]

ExaMPLE 7. Symmetric, unimodal contaminations. Sivaganesan and Berger
(1989) consider the following modification of the s-contaminated class for ®
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equal to the real line. For fixed P and ¢, set
F={Q=(1—-¢)P+¢S,S .7},

where .~ is the set of all probability measures that possess densities that are
unimodal and symmetric about a fixed point 6,. Without loss of generality, we
take 6, = 0. Now, & generates a 2-alternating upper probability if and only if
- generates a 2-alternating upper probability. Hence, we confine attention to
the class .. As Sivaganesan and Berger (1989) remark, when computing
extrema, one need only consider the smaller class ./’ consisting of uniform
probability measures that are centered at the origin. A point mass at the origin
must be included as well. Let S be the upper probability generated by .. We
claim that S is not 2-alternating and that . is not m-closed.

To see that S is not 2-alternating, set A =[-8, — 1] U[1,2] and B =
[-2,-1]UI[1,3]. Then, 2 =S(AUB)>S5(A)+S(B)-S(AnB)=1+
3 — 3. To see that . is not m-closed, let R = 18, + u, where 8, is a point
mass at 0 and u is the uniform [0, 1] distribution. Now, if 0 € A, R(A) <1 =
S(A). Otherwise, R(A) =R(AN[0,1) =u(AN[0,1])/2 = u'(AN[0,1]) <
u'(A) < S(A), where u'is uniform [—1,1]. Thus, R < S but R & ., so .~ is
not m-closed.

As a result, the Choquet integral fails miserably as an approximation to E.
For example, let X, be defined by

0, if-n<6<n,
X, (0) ={n, if 0> n,
-n, iff< —n.

Then E(X,) = E(X,) = 0, but it is easily shown that C(X,) = n/2. Hence,
lim, ,(C(X,) — E(X,)) = «. This is an extreme example that shows how
important the 2-alternating and m-closure conditions are. It would be interest-
ing to investigate how much of the difference between E and C is accounted
for by the failure of the 2-alternating condition and how much is because of
the lack of m-closure.

4. Discussion. The main result of this paper helps to unify the process of
finding bounds for posterior probabilities in robust Bayesian inference. Also,
this theorem may be thought of as a characterization of 2-alternating Choquet
capacities. Other authors have given different characterizations. Huber and
Strassen (1973) showed that the 2-alternating structure is necessary and
sufficient for generalizing the Neyman-Pearson lemma to sets of probabilities.
Buja (1984, 1985) generalized this result from the case of two hypotheses to a
finite number of hypotheses. Similarly, Bednarski (1982) showed that this
condition is necessary and sufficient for the construction of least informative
binary experiments in the sense of Blackwell (1951), Le Cam (1964, 1969,
1972) and Torgersen (1970). These authors were concerned with uncertainty
with respect to sampling distributions, as represented by sets of probability
measures dominated by 2-alternating Choquet capacities. We have focused on
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uncertainty in the prior distribution. Other properties of 2-alternating capaci-
ties may be found in Walley (1981).
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