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ESTIMATION OF MULTINOMIAL PROBABILITIES'

By KHURSHEED ALAM
Clemson University

This paper deals with the estimation of the parameters (cell probabilities)
of a multinomial distribution. For the binomial distribution it is known that the
maximum likelihood estimator (MLE) is admissible with respect to the squared
error loss. It is shown that the MLE is admissible also in the case of the
multinomial distribution.

1. Main results. Let x = (x,,..., xx) be distributed according to a multi-
nomial distribution M(x, p, n) with K cells, where p = (p,,...,px), 0 < p, <1
(i=1,...K), 2% p,=1and X x;, = n. For estimating p, let the loss be given
by

L(3,p) = nZi,(5 — p)’
where § = §;(x) and 8 = (§,, . . . , 8%) is any estimator. The maximum likelihood
estimator (MLE) is given by 8° = (x,/n, . . ., x,/n). Its risk is given by
(L.1) R(8°, p) = EL(6°, p)
=1- 2{;11’1’2 .

For K = 2, that is, in the case of the binomial distribution, it is well known that
the MLE is admissible with respect to the given loss. A proof can be found in
Johnson (1971). A proof for K > 2 is also given in that paper. We offer a different

and somewhat simpler proof of the extended result.
Let

n!
[ 3 | XK
g(x, p, n) x,!...xK!p1 o PK

denote the multinomial probability function, S denote the set of values of x for
which x; > 1,i =1, ..., K and T denote the complement of S. Let

C(8, p) = 2,2 5(8(x) — p)’g(x, p. n)

D3, p) = =K, 24(8(x) — p)’g(x, p, n)
where 2 and 3, denote the summation over the sets S and 7, respectively. The
admissibility of 8° follows from the following theorem.

THEOREM 1.1. If R(S, p) < R(8°, p), Vp then 8(x) = 8°(x), Vx.
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PrOOF. Suppose that
(12) R(8, p) < R(8°, p)
=1-32L,p%  Vp

Let B denote the boundary of the parameter space. That is, if p € B then p, = 0
for some value of i. We have

(1.3) R(8,p) = C(3, p) + D(3, p).
Clearly, C(8, p) = O for p € B.
First let K = 2. Then R(8°, p) = O for p € B and
(1.4) D@®,p)=0 for peE B.
It follows from (1.4) that 8(x) = 8°(x) for each x € T. Hence, D8, p) = D(6°, p)
and so
(15) C(3,p) <C(°,p), Vp
Multiplying both sides of (1.5) by (p,p,) "' and integrating with respect to p, over
the interval [0, 1] we have

(1.6) J6C(8, p)(p1p2)~ 'dpy < [oC(8° ) (P1PD)” dpy.

The integral on the left side is uniquely minimized by 8(x) = 8°(x) for each x € S.
It is already shown that 8(x) = 8°(x) for each x € T. Therefore, §(x) = §°(x), Vx
and so the theorem holds for K = 2.

Suppose that the theorem is true for K = K*, say. Now let K= K* + 1.
Consider the inequality (1.2) and let p, = 0 in turn for i =1, ..., K. It follows
from the assumption that the theorem is true for K = K* that §(x) = 8°(x) for each
x € T. Hence D(8, p) = D(6°, p) and so the inequality (1.5) holds. Multiplying
both sides of the inequality by (p, ...px)” ' and integrating with respect to
P - - - » Dxx Over the parameter space, we have

(L7)  JC@,p)(p: - - -Px) " "dpy - - - dpgx < [C@E° P)(P1 - - Px) ' dpy - - - dpgx.
Since g(x, p, n)(p, - - . px)” "' is finite for x € S, the integral on the right side of
(1.7) is finite and the integral on the left side is uniquely minimized by §(x) = 6°(x)
for x € S. It has been shown above that 8(x) = 8°(x) for x € T. Therefore,
8(x) = 8°(x), Vx. By the induction principle the theorem is true for all X > 2.
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