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ON A CRITERION FOR SIMULTANEOUS EXTRAPOLATION
IN NONFULL RANK NORMAL REGRESSION

By FepEerICcO J. O’REILLY

Stanford University and
CIMAS, Universidad Nacional Auténoma de México

In recent work by O’Reilly, a necessary and sufficient condition for
the existence of an unbiased estimate of the distribution function of a
“future’ observation was given. The result was obtained under the con-
dition that the model had full rank. Here, the result is generalized to any
number of future observations and the full rank condition is relaxed. The
corresponding uniformly minimum variance unbiased estimator is identi-
fied from the density estimates given by Ghurye and Olkin.

1. Introduction and summary. In O’Reilly [1] the existence of an unbiased
estimate of the distribution function of a “future” observation is proposed as a
criterion to extrapolate at the associated design point. A necessary and sufficient
condition to extrapolate, involving the design matrix X and the future design
point x, is derived; this condition is that x'(X"X)~'x < 1.

If one is interested in extrapolating at several design points, the unbiased esti-
mation of each of the corresponding distribution functions might be possible,
however, it might be the case that the unbiased estimation of the joint distribu-
tion function of the future observations is no longer possible.

In the present paper, allowing the number of future observations to be arbi-
trary and relaxing the full rankness of X, a necessary and sufficient condition
for the existence of an unbiased estimate of the joint distribution function of the
future observations is derived. This condition particularizes to the one given
in [1], when the number of future observations is 1 and X is full rank.

In Section 2, the necessary notation is introduced. In Section 3, the condition
is derived under full rankness. Finally, in Section 4, the results of the previous
section are used in the nonfull rank case under reparameterization.

2. Definitions and notation. Let Y = (Y, Y,, ---, Y,) be a vector of inde-
pendent random variables with Y, ~ N(x,/8, ¢?), where 8 € R, 6 > 0 are un-
known and x,’ is the ith row of a known matrix X of rank ¢ < p < n.

Denote by T the statistic (X'Y, YY), by 4* the usual unbiased estimate of ¢?
and by B any solution to the normal equations.

Let 1 ~ N(U'B, 0%), be a k X 1 vector of future observations, where U is ar-
bitrary. Following [1], 1 will be said to have an estimable distribution iff there
exists a vector valued measurable function h(Y,, Y,, ---, Y,) distributed as I,
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and extrapolation at U will be said to be valid iff 1 has an estimable distribution.

3. Region of extrapolation (X full rank). Assume ¢ = p, and define S as the
set of p X k matrices U, where there exists a linear function of the observations
distributed as 1, i.e.,

S = {Upis 3 Apyr AA=1,U = X' 4} .

By construction, Ue S is a sufficient condition to extrapolate at U, but to
show that it is also a necessary condition, a characterization of § is given, which
is a generalization of Lemma 3.1 of [1].

Lemma 3.1.
S = {U,uss I — U'(X'X)~'U is positive semidefinite of rank < n — p}.

Proor. Let UeS, since I — X(X'X)'X’ is p.s.d., it follows that A'(J —
X(X'X)'XNA =1 — U(X'X)'U is p.s.d. of rank < n — p.

Define 4, = X(X'X)~'U, it follows that X’4, = U and I — A4/A,;is p.s.d. Let
P be an orthogonal k X k matrix which diagonalizes A4,'A4,, i.e., P’A/A,P =
Diag (4, 4y, -+, 4,). Since I — A/ A, is p.s.d., select §, &,, - .-, & as follows:
For the 4, = 1, set the corresponding §, = 0, and for the 4, < 1, select the cor-
responding §; to be any orthogonal set of vectors with ||§]]> =1 — 4, and or-
thogonal to <(X) (the column space of X). Let C = [§, §,, - - -, §,], it follows
that A = A, + CP’ issuch that /4 =1, X’4A = U.

THEOREM 3.1. In the full rank normal regression model, extrapolation at U is
valid iff Ue S.

Proor. Sufficiency is obvious. To show necessity assume U¢ S, and also
assume Jh(Y,, Y,, ..., Y,) ~ N(U'B, ¢’I). Since E(h) = U’B, and because of
the completeness of 7', it follows that E(h|T) = U'B a.s., however V(h) —
V{E(h|T)} = o*(I — U'(X’X)~'U), which by assumption is not p.s.d., and this
contradicts the Rao-Blackwell theorem.

Ghurye and Olkin [2] exhibit the UMVUE of the corresponding N(U'B, *I)
density, which exists iff I — U'(X’X)~'U is p.d. Itis interesting to note that under
the approach given here, that condition can be shown to be necessary, since if
this was not the case and I — U'(X’X)~'U is p.s.d. but not p.d., then

34 st X0 — UX'X)"U)a =0,

and
34 s.t. h=A4Y ~ NUB, o),

however V(2 A'Y) = V{E(A'AY | T)} which means that 2’ AY is essentially a func-
tion of T, thus the UMVUE of the N(U'B, ¢*) distribution would assign prob-
ability 1 to the set [A’4Y = Z’U’ﬁ] and thus will fail to be absolutely continuous
a.s. with respect to the k-dimensional Lebesgue measure.

4. Region of extrapolation (¢ < p). Graybill [3], page 236, shows that there
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exists a nonsingular p X p matrix Ws.t. W’ = [4,": 4], W~' = [B/: B,] with
A,, B, g X p such that the rows 4, (and of B;) span .Z2(X), and the rows of 4,
(and of B,) span the orthogonal complement of .Z2(X), where .Z2(X) denotes
the row space of the matrix X.

The mean vector Xf can be written as Zy, where Z = XB,’ is full rank and
7 = A, B is the new vector of estimable parameters.

The following results hold if Z(U) c ZZ(X):

(i) there isa I :1 relationship between U and U* = B, U,
(iiy U¥(Z2'Z)"'U* = U'(X’X)~U, for (X'X)~ any generalized inverse,
(iii) A, B is the unique solution to (Z'Z)y = Z'Y.
Lemma 4.1.
S ={U,s €U) c Z(X), I —UX'X)Uisp.s.d. of rank <n — q}.
Proor. If Ue S, it follows that =(U) c Z2(X) and clearly § = {U},,; 3 4,
AA=1,U* = Z'4}.
THEOREM 4.1. Inthe normal regression model, extrapolation at U is valid iff U € §.

Proor. The only implication that needs to be shown is that &{(U) must be a
subspace of .Z2(X). If this was not true, then it would be possible to have an
estimate of the N(U'B, ¢*I) distribution with a nonestimable mean, and this is
absurd. (It can be shown that a nonestimable (linearly), linear function of g is
nonestimable.)

The form of the UMVUE of the N(U'B, ¢*) distribution can be obtained from
the UMVUE of the corresponding density given in [2], page 1268, which in this
case exists iff €(U) ¢ #2(X), I — U(X'X)~Uis p.d. and k < n — ¢g. This esti-
mate is

fuw)y =0 if (u—URYI — UXX)U)u—UB) = (n— q)s*

— F(%(n _ q)){(l‘l _ q)az}—ﬁ(n—q—z) n— 42 __ U 3\ I —U(X'X)-U)?
TL.k/z[‘(%(n _ k _ q)) {( ‘1)" (u 19)( ( ) )

X (u — U'B)pn-a=k=9| — U"(X'X)~U|-* elsewhere.

This last expression, when positive, is just a multivariate ¢ density with n —
g — 1 d.f. obtained by the transformation
_ (I — U'(X'X)~U)~4u — U'B)

{(n — 98" — (w — UB)(I — U'(X'X)~U)~"(u — UB)}
If k = n — g, the UMVUE of the N(U'B, ¢*I) distribution assigns probability 1
to the set where (4Y — U'B)(I — U'(X'X)~U){(A'Y — U'B) = (n — ¢)é* and
therefore does not have a density with respect to k-dimensional Lebesgue measure.
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