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RELATIONSHIPS BETWEEN THE UMVU ESTIMATORS OF
THE MEAN AND MEDIAN OF A FUNCTION
OF A NORMAL DISTRIBUTION!

By FARHAD MEHRAN
Rutgers University

Let » = fly) and § = Ef(Y), where f is a monotone function and ¥ ~
N(#, 6%). In this note we use the method of convolution transforms to show
that the UMVU estimators of » and # based on a pair of independent suf-
ficient statistics T ~ N(, as®) and S? ~ %}, are related to each other in
a simple manner: the replacement a by a — 1 in the expression of the
UMVU estimator of 7 gives the corresponding expression of the UMVU
estimator of 4. In addition, we show that a similar relationship also exists
among the estimators of the variances.

1. Introduction. Let 6 and 7 respectively denote the mean and median of a
random variable f(Y), where f is a monotone measurable function and Y is a
normally distributed random variable with unknown mean and variance ¢ and
o’. We assume that both 6 and 7 are finite and write § = Ef(Y), where E is the
expected value operator, Y ~ N(y, ¢%), and by monotonicity of f, » = f(x).

Consider also a pair of statistics T and §* mutually independent and jointly
sufficient (and boundedly complete) for x and % T has a normal distribution
N(p, ad®), where a is a known positive quantity and S* when divided by ¢* has
a chi-square distribution y},, with certain number of degrees of freedom v.

The uniform minimum variance unbiased (UMVU) estimators of ¢ and 7,
whenever they exist, are solutions of the integral equations,

) EK, (T, %) = EA(Y),

) EH, (T, $*) = f(r) ,

where = K, (T, $*) and 7 = H, (T, S?) are the UMVU estimators of 6 and 7,
respectively.

A number of writers (Washio, Morimoto and Ikeda (1956), Neyman and Scott
(1960), Schmetterer (1960), Ghurye and Olkin (1969), and Gray, Watkins and
Schucany (1973)), using various approaches, have obtained explicit solutions to
(1) and (2), or more general results that may be applied to find these solutions.
In a commentary to the paper by Gray, Watkins and Schucany (1973), the pre-
sent author has indicated yet a different approach and applied it to solve (2) in
the situation when the statistics T and S* are, respectively, the sample mean
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and the corresponding sum of squares of deviations of a random sample from a
N(u, 0% distribution.

In this note we use the method of convolution transforms to show in Section
2 that the solutions to (1) and (2), whenever they exist, are related to each other
by the relation X, (T, $*) = H,_, (T, S?) and obtain an expression for H, (T, S?).
Thusif ) = H, (T, S*) is the UMVU estimator of 7, then replacing @ by a — 1
in its expression gives the corresponding expression for f = K, (T, S%, the
UMVU estimator of 6.

In Section 3, we show that the same relationship also holds between the UMVU
estimators of V(7)) and the difference V() — ¢*, where V(7), V() and ¢* are the
variances of 7, § and f(Y), respectively. Since expressions for the UMVU esti-
mators of ¥(f) and ¢* have been derived by Hoyle (1968) the result of Section
3 can be used to obtain the corresponding estimator of V(7)) without additional
derivations.

2. Relationship between 7 and §. We begin by recalling a definition and stat-
ing a known result which we shall use in subsequent arguments: (a) the con-
volution of two integrable functions () and p(¢) is defined by

(2 B(t)p(x — t)dt = hxp,
and (b) its inversion formula is given by
h = G(D)[h * p],

where the inversion operator is defined by G(D) = Y 5., (1/k!)G* D¥, where D
is the differentiation operator, and G is the kth derivative of G(x) =
1/§=., exp(—xt)p(t) dt evaluated at the origin. A proof and a discussion of the
validity of (b) (with slightly different notations) can be found in Widder (1971),
Chapter 7.

THEOREM 1. Assume that ) = H, (T, S?) and § = K, (T, S*), the UMVU esti-
mators of n and 0 based on statistics T and S*, both exist. Then

K, (T,8)=H,_, (T, S?.

a—=1,v

Proor. Note that the relationship stated in Theorem 1 concerns only a. Since
the distribution of $?, the sufficient statistic for ¢?, is independent of T and does
not involve a, it suffices to prove the theorem in the case when ¢* is known.
Equivalently, considering the conditional expectation %(7T) = E{H, (T, $*)| T}
it is sufficient to show that #,_(T') is unbiased for 4.

Since 4,(T) is unbiased for » and y = f(y), we have {>_ a (1)p (¢ — t)dt = f(r)
where p (1) = (2rac®)~t exp(—1*/2a0®). The integral equation can be expressed
as a convolution,

(3) ha *Po = f ‘
Further, taking the convolution of each side of (3) with the density p,(#), obtained
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by letting & = 1 in p (), we derive

(o % pa) * py =[x pys
(4) Ry (po * p1) = f 5 p1s
Ro * Pays = [+ p1 -

Finally, provided #,_, exists, we may replace « by « — 1 in (4) to obtain

By * P =f*P1 s
V20 Bos() * palpr — 1) dt = §2. f(1)pi(pr — 1) dit
E(h,(T)) = Ef(Y) =0 . 0
Now we apply the inversion formula (b) to derive an expression for H, (T, S?).
This result together with Theorem 1 gives the corresponding expression for
K, (T, S$%.
By the inversion formula (b), we have from (3)
h, = G(D)[h, * p,]
(5) = G(D)[f]
= exp(—$ao*D)[/]
where we have utilized the fact that G(x) =1/{>,, exp(— x1)p,(t) dt =exp(— 3aa’x*).
Since the sufficient statistic S* is distributed independently of 7 in order to derive
H, (T, S* from h,(T) it suffices to find an unbiased estimator of exp(— }ao’x?)

based on $* (for a given x) and combine the result with (2.3). But, for any real
number a #+ 0 an unbiased estimator of exp(4a¢?) is given by

G (a$?) = v, ki' {F <-;—>/I‘ (% + k>} (aS?)* ,

where I' denotes the gamma function, (see, e.g., Neyman and Scott (1960), page
652). Consequently,

(6) H, (T, ") = G,(—aS’D*)[ f(T)]
- e (0 (e (5 ) e

where f®(T) denotes the 2kth derivative of f evaluated at T. It should be noted
that a sufficient condition for the series in (6) to converge uniformly is that f be
an entire function of second order.

3. Relationship among the estimators of the variances. Let V() and ¥(7)
denote the variances of the estimators # and 7, respectively, and let ¥(f) and
V(7)) denote their UMVU estimators based on the sufficient statistics 7 and S
Moreover, let ¢* be the variance of the random variable f(Y), and let ¢* denote
its corresponding UMVU estimator. We prove below that the difference V() — ¢
is related to P(7) in the same manner as § is related to 7.

THEOREM 2. If the UMVU estimators V(0), V(7}), and §* exist, replacing o by
a — 1 in the expression of V(7)) yields the difference V(0) — §*.
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Proor. For convenience, let us introduce the notation e, Re, to indicate that
expression e, may be deduced from e, by replacing a by « — 1 in e,. Thus by
Theorem 1 we have 7 R 4, and by squaring each side of the relationship, 7* R 62

Now, let y = E[ f“’(Y)] and apply Theorem 1 to the function f2. It follows

that r;“’ R 7, where 7} 7* and 7 denote the UMVU estimators of 7* and 7, respectively.
Finally, combining the two preceding relationships we derive

7 - v*)R(ﬁz -7
@ — PHR[G — P — (7 — )]
V(@) R[V(@) — ¢7]. 0
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