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#### Abstract

We establish the validity of an Edgeworth expansion to the distribution of the maximum likelihood estimator of the parameter of a stationary, Gaussian, strongly dependent process. The result covers ARFIMA-type models, including fractional Gaussian noise. The method of proof consists of three main ingredients: (i) verification of a suitably modified version of Durbin's general conditions for the validity of the Edgeworth expansion to the joint density of the log-likelihood derivatives; (ii) appeal to a simple result of Skovgaard to obtain from this an Edgeworth expansion for the joint distribution of the log-likelihood derivatives; (iii) appeal to and extension of arguments of Bhattacharya and Ghosh to accomplish the passage from the result on the log-likelihood derivatives to the result for the maximum likelihood estimators. We develop and make extensive use of a uniform version of a theorem of Dahlhaus on products of Toeplitz matrices; the extension of Dahlhaus' result is of interest in its own right. A small numerical study of the efficacy of the Edgeworth expansion is presented for the case of fractional Gaussian noise.


1. Introduction. We consider a parametric stationary Gaussian process model for the time series $\left\{X_{t}, t \in \boldsymbol{Z}\right\}$ with autocovariance function $\gamma_{\theta}(u)$ and spectral density $f_{\theta}(\lambda)$, where $\theta \in \Theta \subset \mathbb{R}^{m}$. For simplicity we assume the process is mean zero. The extension of our results to the case in which an unknown mean needs to be replaced by the sample mean, as suggested by Dahlhaus (1989), is done elsewhere. The most popular time series model in practice is the ARMA $(j, l)$ model [Box and Jenkins (1976), Section 3.4], defined as $\Phi(B) X_{t}=\Psi(B) \varepsilon_{t}$, where $B$ is the backshift operator $B X_{t}=X_{t-1}$,

$$
\begin{aligned}
& \Phi(w)=1+\sum_{r=1}^{j} \Phi_{r} w^{r} \\
& \Psi(w)=1+\sum_{r=1}^{l} \Psi_{r} w^{r}
\end{aligned}
$$

and $\varepsilon_{t} \sim N I D\left(0, \sigma_{\varepsilon}^{2}\right)$. This model is stationary and invertible, provided that the roots of the polynomials $\Phi$ and $\Psi$ lie outside the unit circle.
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The $\operatorname{ARMA}(j, l)$ process is short memory in the sense that the autocovariance $\gamma_{\theta}(u)$ decays to zero at a geometric rate, that is, is of order $\rho^{-|u|}$ with $\rho \in(0,1)$, as $u \rightarrow \infty$. Stemming from Hurst (1951), a literature has developed on models in which the autocovariance function decays more slowly and are therefore more suitable for describing long-range dependence. As discussed by Brockwell and Davis [(1991), Section 13.2], an intermediate memory process is a process for which $\gamma_{\theta}(u)$ is of order $|u|^{2 d-1}$ with $d \in\left(-\frac{1}{2}, 0\right)$ as $u \rightarrow \infty\left[\gamma_{\theta}(u)\right.$ decays hyperbolically but is still absolutely summable], whereas a long memory process is a process for which $\gamma_{\theta}(u)$ is of order $|u|^{2 d-1}$ with $d \in\left(0, \frac{1}{2}\right)$ as $u \rightarrow \infty\left[\gamma_{\theta}(u)\right.$ decays hyperbolically and is not absolutely summable]. The most well-known model for intermediate and long memory processes is the fractionally integrated ARMA model ARFIMA $(j, d, l)$ introduced by Hosking (1981) and by Granger and Joyeux (1980) and defined by

$$
\begin{equation*}
\Phi(B)(1-B)^{d} X_{t}=\Psi(B) \varepsilon_{t} \tag{1}
\end{equation*}
$$

where $\Phi$ and $\Psi$ are as above, $d \in\left(-\frac{1}{2}, \frac{1}{2}\right)$, and $(1-B)^{d}$ is defined by the binomial formula. This process satisfies the condition that $\gamma_{\theta}(u)$ be of order $|u|^{2 d-1}$ as $u \rightarrow \infty$.

Very slow decay in the autocovariance function leading to nonsummability corresponds to a pole at the origin in the spectral density function. Accordingly, Robinson (1995) and others have used the terms "strongly dependent process" or "long memory process" to refer to a process with spectral density satisfying

$$
\begin{equation*}
f_{\theta}(\lambda) \sim|\lambda|^{-\alpha(\theta)} A_{\theta}(\lambda) \quad \text { as } \lambda \rightarrow 0 \tag{2}
\end{equation*}
$$

with $0<\alpha(\theta)<1$ and $A_{\theta}(\lambda)$ slowly varying at 0 in the sense that $\lambda^{\delta} A_{\theta}(\lambda)$ is bounded for every $\delta>0$. The $\operatorname{ARFIMA}(j, d, l)$ process with $d>0$ satisfies this condition with $\alpha(\theta)=2 d$.

This paper concerns asymptotic theory for the maximum likelihood estimator (MLE) $\hat{\theta}_{n}$ of the parameter $\theta$ based on the observations $\left(X_{1}, \ldots, X_{n}\right)$ for stationary Gaussian time series models behaving according to (2). Dahlhaus (1989) established consistency and asymptotic normality of the MLE, drawing on corresponding results by Fox and Taqqu (1986) for Whittle's (1953) approximate MLE. Here we take the theory further by demonstrating the validity of an Edgeworth expansion for the distribution of the MLE. Denote by $\theta_{0}$ the true value of $\theta$, by $M(\theta)$ the inverse of the limit of $n^{-1}$ times the expected information matrix, and by $\phi_{M(\theta)}$ the multivariate normal density with mean zero and covariance matrix $M(\theta)$. We show, under suitable technical conditions, that

$$
\begin{align*}
& \operatorname{Pr}_{\theta_{0}}\left(\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right) \leq t\right) \\
& \quad=\int_{0}^{t}\left[1+\sum_{r=3}^{s} n^{-(r-2) / 2} q_{n, r, \theta_{0}}(u)\right] \phi_{M\left(\theta_{0}\right)}(u) d u+o\left(n^{-(s-2) / 2}\right) \tag{3}
\end{align*}
$$

where $s$ is an integer defining the order of the expansion and $q_{n, r, \theta_{0}}(u)$ are polynomials in $u$. The form of the expansion and the order of the approximation error are the same as in the i.i.d. case. The coefficients of $q_{n, r, \theta_{0}}(u)$ are $O(1)$ and are determined by $n^{-1}$ times the cumulants of the log-likelihood derivatives, which in our case, in contrast with the i.i.d. case, depend on $n$. We arrive at the result (3) by proving a similar Edgeworth expansion for the log-likelihood derivatives (LLDs) and using the argument of Bhattacharya and Ghosh (1978) to proceed from the expansion for the LLDs to that for the MLE.

This result provides the basis for more accurate calculations of $p$-values and confidence intervals based on the MLE than are obtainable using the normal approximation. In addition, the result provides theoretical support for Bartlettcorrected likelihood ratio tests, for hypotheses of the form $H_{0}: \vartheta=\vartheta^{(0)}$, where $\vartheta$ is a subvector of $\theta$, as described, for example, in Barndorff-Nielsen and Cox [(1994), Sections 4.4 and 6.5]. According to Barndorff-Nielsen and Hall (1988), if the LLDs and the MLE admit an Edgeworth expansion as above with $s=6$, the error rate of the Bartlett-corrected likelihood ratio test is $O\left(n^{-2}\right)$. Bartlett correction of likelihood ratio tests in the context of the ARFIMA model is discussed in detail in Lieberman, Rousseau and Zucker (2000).

There is a vast literature on Edgeworth and related expansions for i.i.d. and weakly dependent processes. Bhattacharya and Rao (1976) give a comprehensive account of Edgeworth expansion in the i.i.d. case. Taniguchi (1984, 1986, 1988, 1991) addresses asymptotic expansions in the ARMA setting. Lahiri (1993) and Götze and Hipp (1994) outline the present state of affairs in regard to Edgeworth expansions in the setting of weakly dependent processes. For strongly dependent processes, however, we are not aware of any work to date, except perhaps for Dahlhaus (1988), on higher order asymptotic theory. Thus, the results presented here constitute a significant advance.

The plan of the paper is as follows. Section 2 presents the basic assumptions and some preliminaries. Section 3 presents a uniform version, needed for our work, of Dahlhaus' (1989) Theorem 5.1 on the limit of the trace of a product of Toeplitz matrices. This result is of interest in its own right. Section 4 provides background on Edgeworth expansions. Section 5 presents the main results. Section 6 presents specific details for the case of ARFIMA processes, including a numerical study. Section 7 presents the proofs of the results.

## 2. Preliminaries.

2.1. Background and assumptions. Basic background and notation have been presented in the Introduction. The data vector is represented by $x=\left(X_{1}, \ldots, X_{n}\right)^{\prime}$. The basic model assumption is that $x$ is multivariate normal with mean zero and covariance matrix $T_{n}\left(f_{\theta}\right)=\left[\gamma_{\theta}(j-k)\right]_{1 \leq j, k \leq n}$, where

$$
\begin{equation*}
\gamma_{\theta}(u)=\int_{-\pi}^{\pi} f_{\theta}(\lambda) e^{i \lambda u} d \lambda . \tag{4}
\end{equation*}
$$

We impose the following assumptions on the parameter space $\Theta$ and the spectral density $f_{\theta}$. The integer $s$ appearing in Assumption II determines the order of the Edgeworth expansion.

Assumptions. I. The parameter space $\Theta$ is an open subset of $\mathbb{R}^{m}$.
II. For some positive integer $s, f_{\theta}(\lambda)$ is $s+1$ times continuously differentiable with respect to $\theta$, and all derivatives are continuous in $(\lambda, \theta), \lambda \neq 0$. In addition, $f_{\theta}(\lambda)^{-1}$ is continuous in $(\lambda, \theta)$ for all $\lambda$ and $\theta$.
III. The derivatives $(\partial / \partial \lambda) f_{\theta}(\lambda)^{-1}$ and $\left(\partial^{2} / \partial \lambda^{2}\right) f_{\theta}(\lambda)^{-1}$ are continuous in $(\lambda, \theta)$ for $\lambda \neq 0$. In addition, there exist $\alpha(\theta) \in(0,1)$ and $c_{1}(\theta, \delta)<\infty$ such that

$$
\left|\left(\frac{\partial}{\partial \lambda}\right)^{k} f_{\theta}(\lambda)^{-1}\right| \leq c_{1}(\theta, \delta)|\lambda|^{\alpha(\theta)-k-\delta}
$$

for $k=0,1,2$ and all $\delta>0$.
IV. With $\alpha(\theta)$ as in Assumption III, there exist $c_{2}(\theta, \delta)<\infty, c_{3}(\theta, \delta)<\infty$ such that, for every $\delta>0$, the following hold over $\lambda \in(0, \pi)$ :
(a) $\left|f_{\theta}(\lambda)\right| \leq c_{2}(\theta, \delta)|\lambda|^{-\alpha(\theta)-\delta}$;
(b) for all $\left(j_{1}, \ldots, j_{k}\right), k \leq s+1$, with duplication among the $j_{l}$ allowed,

$$
\left|\frac{\partial^{k} f_{\theta}(\lambda)^{-1}}{\partial \theta_{j_{1}} \cdots \partial \theta_{j_{k}}}\right| \leq c_{3}(\theta, \delta)|\lambda|^{\alpha(\theta)-\delta}
$$

V. For any compact subset $\Theta^{*}$ of $\Theta$ there exists a constant $C\left(\Theta^{*}, \delta\right)<\infty$ such that the constants $c_{1}(\theta, \delta), c_{2}(\theta, \delta)$ and $c_{3}(\theta, \delta)$ in Assumptions III and IV are bounded by $C\left(\Theta^{*}, \delta\right)$ for all $\theta \in \Theta^{*}$.
VI. (a) There exists a function $\Omega(\lambda)$ that is integrable over $(0, \pi)$ and a constant $c_{4}(\theta)<\infty$ such that for all $\left(j_{1}, \ldots, j_{k}\right), k \leq s+1$, with duplication among the $j_{l}$ allowed,

$$
\left|\frac{\partial^{k} f_{\theta}(\lambda)}{\partial \theta_{j_{1}} \cdots \partial \theta_{j_{k}}}\right| \leq c_{4}(\theta) \Omega(\lambda)
$$

for $\lambda \in(0, \pi)$. For any compact subset $\Theta^{*}$ of $\Theta$, there exists a constant $\tilde{C}\left(\Theta^{*}\right)<\infty$ such that $c_{4}(\theta) \leq \tilde{C}\left(\Theta^{*}\right)$ for all $\theta \in \Theta^{*}$.
(b) When computing derivatives of the form

$$
\frac{\partial^{k} \gamma_{\theta}(u)}{\partial \theta_{j_{1}} \cdots \partial \theta_{j_{k}}}, \quad k \leq s+1,
$$

the derivatives may be taken inside the integral sign of (4).
VII. The function $\alpha(\theta)$ is continuous in $\theta$.

In addition to the foregoing assumptions, we need one further assumption, presented formally in Section 2.3 as Assumption VIII, to the effect that the limiting covariance matrix of the vector of LLDs is positive definite.

Assumption I is a standard background assumption and is made in Bhattacharya and Ghosh's (1978) paper on Edgeworth expansions for MLEs in the i.i.d. setting. Assumptions II-IV are adapted from Dahlhaus (1989). Assumptions III and IV are needed to make use of Dahlhaus' Theorem 5.1 on the limiting behavior of the trace of products of Toeplitz matrices. Assumption III corresponds to Dahlhaus' Assumption (A7). Assumption IV(a) corresponds to the relation (2) presented in the Introduction, while Assumption IV(b) is a extension of Dahlhaus' Assumption (A3) to derivatives of order $k=3, \ldots, s+1$. Assumption V on uniform bounding constants over compacts in Assumptions III and IV corresponds to Dahlhaus' Assumption (A8) and is needed for the uniform in $\theta$ version of Dahlhaus' Theorem 5.1 that we require for our work. Assumption VI is needed to allow interchange of a limit over $\theta$ and an integral over $\lambda$ in integrals involving derivatives of the spectral density and to suitably bound the cumulants of the LLDs. In particular, Assumption $\mathrm{VI}(\mathrm{b})$ is needed to allow problem-free calculation of the LLDs. Assumption VII corresponds to Dahlhaus' Assumption (A9) and is used in the proof of the uniform version of Dahlhaus' theorem.

As discussed in Section 6, Assumptions I-VII all hold for ARFIMA processes for all $s$. Thus, provided Assumption VIII stated in Section 2.3 also holds, for an ARFIMA process the error term in the Edgeworth expansion can be made of any desired order by taking sufficiently many terms in the expansion.
2.2. General outline of development. Our ultimate goal is to establish an Edgeworth expansion for the distribution of the MLE. In Section 2.3, we develop expressions for the log-likelihood derivatives (LLDs), their first and second moments and the limiting form of these moments. The expressions for the moments of the LLDs involve traces of products of Toeplitz matrices, the limiting behavior of which has been treated by Dahlhaus [(1989), Theorem 5.1]. Theorem 2 of Section 3 provides a uniform version of Dahlhaus' theorem which is needed for our work. After a review of Edgeworth expansion theory in Section 4, we present our main results, given in Section 5, Theorems 3 and 4. Theorem 3 presents an Edgeworth expansion for the vector of LLDs. The validity of Edgeworth expansion for the density is proved by verifying a suitably modified version of the conditions of Durbin's (1980) Theorem 1. The expansion for the distribution function is then obtained using Skovgaard's (1986) Corollary 3.3. Theorem 4 presents an Edgeworth expansion for the distribution of the MLE. This result is obtained from Theorem 3 on the LLDs using the argument of Bhattacharya and Ghosh (1978).

The following definition will be used throughout:

$$
T_{n}(h)=\left[\int_{-\pi}^{\pi} e^{i(j-k) \xi} h(\xi) d \xi\right]_{1 \leq j, k \leq n}
$$

2.3. Log-likelihood derivatives. The log-likelihood for our model is

$$
L(\theta)=-\frac{n}{2} \log 2 \pi-\frac{1}{2} \log \operatorname{det} T_{n}\left(f_{\theta}\right)-\frac{1}{2} x^{\prime} T_{n}^{-1}\left(f_{\theta}\right) x .
$$

Let $L_{r}=\partial L / \partial \theta_{r}, L_{r s}=\partial^{2} L / \partial \theta_{r} \partial \theta_{s}, L_{r s t}=\partial^{3} L / \partial \theta_{r} \partial \theta_{s} \partial \theta_{t}$ and so on. For a given set of subscripts $v=\left(r_{1} \cdots r_{q}\right)$, let $\lambda_{v}=E_{\theta}\left[L_{v}(\theta)\right]$ and $l_{v}=L_{v}(\theta)-\lambda_{v}$. When $|\nu|=1, \lambda_{\nu}=0$. Explicit expressions for the $\lambda_{\nu}$ 's for derivatives of up to order four are given by Lieberman, Rousseau and Zucker (2000). In general, the $L_{v}$ take the form

$$
\begin{equation*}
L_{v}=x^{\prime} B_{v}(\theta) x-F_{v}(\theta) \tag{5}
\end{equation*}
$$

Here

$$
B_{v}(\theta)=-\frac{1}{2} \frac{\partial^{q} T_{n}^{-1}\left(f_{\theta}\right)}{\partial \theta_{r_{1}} \cdots \partial \theta_{r_{q}}}=\sum_{k=1}^{b_{v}} a_{k}\left[\prod_{j=1}^{p_{k}} T_{n}^{-1}\left(f_{\theta}\right) T_{n}\left(g_{\theta, j}\right)\right] T_{n}^{-1}\left(f_{\theta}\right),
$$

where the $a_{k}$ 's are constants and the $g_{\theta, j}$ 's are derivatives of the spectral density with respect to $\theta$. Since $T_{n}^{-1}\left(f_{\theta}\right)$ is symmetric, the $B_{v}$ 's are also symmetric. The $F_{\nu}(\theta)$ take the following form (with $a_{k}$ and $g_{\theta, j}$ being of the same nature as, though not identical to, those appearing in the expression for $B_{\nu}$ ):

$$
\begin{equation*}
F_{\nu}(\theta)=\sum_{k=1}^{b_{v}} a_{k} \operatorname{tr}\left[\prod_{j=1}^{p_{k}} T_{n}^{-1}\left(f_{\theta}\right) T_{n}\left(g_{\theta, j}\right)\right] \tag{6}
\end{equation*}
$$

The expected LLDs are of the same form as (6). Under Assumptions II-IV and VI(b), it follows from Theorem 5.1 of Dahlhaus (1989) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \operatorname{tr}\left[\prod_{j=1}^{p_{k}} T_{n}^{-1}\left(f_{\theta}\right) T_{n}\left(g_{\theta, j}\right)\right]=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \prod_{j=1}^{p_{k}} \frac{g_{\theta, j}(\lambda)}{f_{\theta}(\lambda)} d \lambda \tag{7}
\end{equation*}
$$

This result was proved by Taniguchi (1983) for ARMA processes and extended by Dahlhaus to strongly dependent processes. It will be used extensively in our work. It follows from (7) that $\lambda_{v}=O(n)$ for $|v| \geq 2$ as in the i.i.d. case.

We denote by $Z_{n}(\theta)$ the vector consisting of the LLDs $L_{v}(\theta)$ up to order $s-1$ that are linearly independent as functions of $\theta$ and denote the dimension of this vector by $d$. We let $Y_{n}(\theta)$ denote the corresponding vector of centered $\log$-likelihood derivatives $l_{v}(\theta)$. We let $v(i)$ denote the series of indices $v$ corresponding to the $i$ th component of $Z_{n}(\theta)$. We define $W_{n}(\theta)=Y_{n}(\theta) / \sqrt{n}$ and $D_{n}(\theta)=E_{\theta}\left[W_{n}(\theta) W_{n}(\theta)^{\prime}\right]$. Because $Y_{n}(\theta)$ is a vector of central quadratic forms in Gaussian variables plus a vector of nonrandom quantities we have [see Anderson (1984) or Johnson, Kotz and Balakrishnan (1997)] $D_{n}(\theta)(i, j)=2 \operatorname{tr}\left(\tilde{B}_{i} \tilde{B}_{j}\right) / n$, where $\tilde{B}_{i}=B_{v(i)} T_{n}\left(f_{\theta}\right)$. By (7), $D_{n}(\theta)(i, j)$ converges to the matrix

$$
\begin{equation*}
D(\theta)(i, j)=\frac{1}{\pi} \sum_{k=1}^{b_{i}} \sum_{l=1}^{b_{j}} a_{k}^{i} a_{l}^{j} \int_{-\pi}^{\pi} \prod_{r=1}^{p_{k}} \frac{g_{\theta, r}^{(i)}(\lambda)}{f_{\theta}(\lambda)} \prod_{s=1}^{p_{l}} \frac{g_{\theta, s}^{(j)}(\lambda)}{f_{\theta}(\lambda)} d \lambda \tag{8}
\end{equation*}
$$

Thus $W_{n}$ is $O_{p}(1)$, as in the i.i.d. case.
In addition to Assumptions I-VII, we make the following assumption:
VIII. The matrix $D(\theta)$ is positive definite.

Assumption VIII is needed to apply Durbin's (1980) theorem. If $D(\theta)$ is singular, then there exists an index $i$ such that the $i$ th column of $D(\theta)$ is a linear combination of the other columns; that is, there exists $\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ such that, for all $\lambda \neq 0$,

$$
\begin{equation*}
\sum_{k=1}^{b_{i}} a_{k}^{(i)} \prod_{r=1}^{p_{k}} \frac{g_{\theta, r}^{(i)}(\lambda)}{f_{\theta}(\lambda)}=\sum_{j \neq i} \alpha_{j} \sum_{l=1}^{b_{j}} a_{l}^{(j)} \prod_{r=1}^{p_{l}} \frac{g_{\theta, r}^{(j)}(\lambda)}{f_{\theta}(\lambda)} \tag{9}
\end{equation*}
$$

Now observe that

$$
-\frac{1}{2} \frac{\partial^{q} f_{\theta}^{-1}}{\partial \theta_{r_{1}} \cdots \partial \theta_{r_{q}}}=f_{\theta}^{-1} \sum_{k=1}^{b_{v}} a_{k}\left[\prod_{j=1}^{p_{k}} \frac{g_{\theta, j}}{f_{\theta}}\right]
$$

with the same $a_{k}$ 's as in the definition of $B_{v}$. We thus see that (9) is equivalent to the existence of a linear combination between the derivatives of $f_{\theta}^{-1}(\lambda)$ with the same linear combination coefficients. For any $f_{\theta}(\lambda)$, therefore, it can be easily verified whether positive definiteness holds or not. Note though that unlike the i.i.d. case, in general singularity of $D(\theta)$ does not imply singularity of $D_{n}(\theta)$ for finite $n$. In other words, for finite $n$, collinearity of derivatives of $f_{\theta}^{-1}(\lambda)$ does not necessarily imply collinearity of the LLDs. For a weak dependence setting, Taniguchi (1991) proved the validity of an Edgeworth expansion to the distribution of the MLE with an error rate of $o\left(n^{-1}\right)$. For the class of models he considered, the $D_{n}(\theta)$ matrix converges to $D(\theta)$ at a $n^{-1}$ rate, and so he concluded that if the LLDs are asymptotically collinear, some of them may be dropped without affecting the order of the error of the expansion [Taniguchi (1991), page 78]. This argument does not carry over in general for higher order expansions. We conclude that under Assumption VIII the Edgeworth expansions in our paper are valid to $o\left(n^{-(s-2) / 2}\right)$ whereas if the assumption is violated, the expansions are generally still valid to at least $o\left(n^{-1}\right)$. We show in Section 6 that positive definiteness holds for the $\operatorname{ARFIMA}(0, d, 0)$ model.
3. A result on products of Toeplitz matrices. In Theorems 1 and 2 below we present uniform versions of Fox and Taqqu's (1987) Theorem 1.a and Dahlhaus' (1989) Theorem 5.1, which both deal with the limiting behavior of the trace of the product of certain Toeplitz matrices. Theorem 2 is the key result for our purposes, with Theorem 1 being the main building block in its proof. Theorems 1 and 2 are also of independent interest; the behavior of such quantities is a topic of longstanding interest going back to Grenander and Szegö (1958). Theorem 2 is used repeatedly in the proofs of Theorems 3 and 4. Assumptions II-VII ensure that in each application of Theorem 2, the conditions of Theorem 2 are satisfied.

THEOREM 1. Let $f_{\theta, 1}, \ldots, f_{\theta, p}$ and $g_{\theta, 1}, \ldots, g_{\theta, p}$ be symmetric real-valued functions defined on $[-\pi, \pi]$, continuous on $\{\lambda:|\lambda|>t\}, \forall t>0$. Suppose that $\forall \theta \in \Theta, \exists \varepsilon>0$, such that $\forall \delta>0, \exists M_{\theta} \geq 0$ for which

$$
\begin{equation*}
\sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon}\left|f_{\theta^{\prime}, i}(\lambda)\right| \leq M_{\theta}|\lambda|^{-\alpha(\theta)-\delta}, \quad i=1, \ldots, p \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon}\left|g_{\theta^{\prime}, i}(\lambda)\right| \leq M_{\theta}|\lambda|^{-\beta(\theta)-\delta}, \quad i=1, \ldots, p \tag{11}
\end{equation*}
$$

for all $\lambda>0$, where $\alpha(\theta)<1$ and $\beta(\theta)<1$. Also suppose that $\forall t>0, \exists M_{t, \theta}$ such that

$$
\sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon ;|\lambda|>t}\left|\frac{d f_{\theta^{\prime}, i}(\lambda)}{d \lambda}\right| \leq M_{t, \theta}
$$

and

$$
\sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon ;|\lambda|>t}\left|\frac{d g_{\theta^{\prime}, i}(\lambda)}{d \lambda}\right| \leq M_{t, \theta}, \quad i=1, \ldots, p
$$

Assume further that $p(\alpha(\theta)+\beta(\theta))<1$ for all $\theta$. Then for all $\theta$ and $\varepsilon$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon} & \left\lvert\, \frac{1}{n} \operatorname{tr}\left[\prod_{i=1}^{p} T_{n}\left(f_{\theta^{\prime}, i}\right) T_{n}\left(g_{\theta^{\prime}, i}\right)\right]\right.  \tag{12}\\
& -(2 \pi)^{2 p-1} \int_{-\pi}^{\pi} \prod_{i=1}^{p} f_{\theta^{\prime}, i}(\lambda) g_{\theta^{\prime}, i}(\lambda) d \lambda \mid=0 .
\end{align*}
$$

Consequently, for any compact subset $\Theta^{*}$ of $\Theta$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \sup _{\theta^{\prime} \in \Theta^{*}} & \left\lvert\, \frac{1}{n} \operatorname{tr}\left[\prod_{i=1}^{p} T_{n}\left(f_{\theta^{\prime}, i}\right) T_{n}\left(g_{\theta^{\prime}, i}\right)\right]\right.  \tag{13}\\
& -(2 \pi)^{2 p-1} \int_{-\pi}^{\pi} \prod_{i=1}^{p} f_{\theta^{\prime}, i}(\lambda) g_{\theta^{\prime}, i}(\lambda) d \lambda \mid=0 .
\end{align*}
$$

THEOREM 2. Let $\Theta^{*}$ be a compact subset of $\Theta$. Let $p$ be a positive integer and let $\alpha(\theta)$ and $\beta(\theta)$ be continuous functions on $\Theta^{*}$ with range in $(0,1)$ satisfying $\beta(\theta)-\alpha(\theta)<1 /(2 p)$. Suppose that $f_{\theta, j}(\lambda), j \leq p$, are symmetric nonnegative functions and that $g_{\theta, j}(\lambda), j \leq p$, are symmetric real-valued functions satisfying the following conditions:
A. The $f_{\theta, j}(\lambda)$ 's satisfy the conditions stated for $f_{\theta}(\lambda)$ (with $s=1$ ) in Assumptions II, III and IV(a) of Section 2.1 over $\lambda \in(0, \pi)$ and $\theta \in \Theta^{*}$, with bounding constants $c_{1}, c_{2}$ and $c_{3}$ that may depend on $\delta$ but do not depend on $\theta$.
B. The $g_{\theta, j}$ 's are continuous at all $\lambda \neq 0$ and for each $\delta>0$ there exists $c^{*}(\delta)$ such that $\left|g_{\theta, j}(\lambda)\right| \leq c^{*}(\delta)|\lambda|^{-\beta(\theta)-\delta}$ for all $\theta \in \Theta^{*}$.

Then

$$
\begin{align*}
\lim _{n \rightarrow \infty} \sup _{\theta \in \Theta^{*}} \mid & \frac{1}{n} \operatorname{tr}\left[\prod_{j=1}^{p}\left\{T_{n}\left(f_{\theta, j}\right)^{-1} T_{n}\left(g_{\theta, j}\right)\right\}\right] \\
& \left.-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \prod_{j=1}^{p}\left(f_{\theta, j}(\lambda)\right)^{-1} g_{\theta, j}(\lambda) d \lambda \right\rvert\,=0 . \tag{14}
\end{align*}
$$

4. Background on Edgeworth expansions. We now briefly review Edgeworth expansion theory; for further details, see Barndorff-Nielsen and Cox (1989). Let $\xi_{n}$ be a random $p$-vector with cumulants $O(n)$, mean $n \mu_{n}$ and covariance matrix $n K_{n}$ (assumed positive definite). Let $\phi_{K_{n}}$ denote the $N\left(0, K_{n}\right)$ density. Then the $(\tau-2)$-order formal Edgeworth expansion of the density of $U_{n}=$ $\sqrt{n}\left(n^{-1} \xi_{n}-\mu_{n}\right)$ is given by

$$
\begin{equation*}
a_{\tau-2, n}(u)=\phi_{K_{n}}(u) \Gamma_{\tau-2, n}(u), \tag{15}
\end{equation*}
$$

with

$$
\Gamma_{\tau-2, n}(u)=1+\sum_{j=3}^{\tau} n^{-(j-2) / 2} P_{n j}(u),
$$

where $P_{n j}(u, \theta)$ is the generalized Edgeworth polynomial of order $j$ as defined by Durbin [(1980), Equation (31)]. The putative error rate of the expansion is $o\left(n^{-(\tau-2) / 2}\right)$.

Chambers (1967) discusses computation of $\Gamma_{\tau-2, n}(u)$; Barndorff-Nielsen and Cox [(1989), Equation (6.22)] give the expression for $\tau-2=2$. The expression involves normalized cumulants of $\xi_{n}$, which may be replaced by asymptotic approximations without affecting the error rate. Estimating the cumulants does not affect the error rate of the order 1 expansion, but degrades the error rate of the order 2 expansion to $O\left(n^{-1}\right)$. In (3) we use an equivalent formulation of the the Edgeworth expansion which is built around the limiting values $\mu$ and $K$ of $\mu_{n}$ and $K_{n}$, respectively.

For maximum likelihood estimators (MLEs), Peers and Iqbal [(1985), page 554] give a expansion of the cumulant generating function with an error of $O\left(n^{-3 / 2}\right)$, which yields the first four cumulants of the MLE up to order $O\left(n^{-3 / 2}\right)$ in terms of the cumulants of the log-likelihood derivatives (LLDs). In our setting the LLDs are quadratic forms in the multivariate normal variate $x$ [see (5)], whose cumulants are given in Anderson (1984). Alternatively, the cumulants of the MLE may be computed by a bootstrap procedure [cf. Rocke (1989)].
5. Main Edgeworth expansion results. Our main results are that the LLD vector admits a valid Edgeworth expansion of any order and that the MLE admits a valid Edgeworth expansion of order $s-2$, where $s$ is as indicated in the assumptions set forth in Section 2. We begin with a formal statement of the LLD
result. Recall that, with $Z_{n}$ denoting the vector of LLDs, $W_{n}$ and $D_{n}$ are defined by $W_{n}=n^{-1 / 2}\left(Z_{n}-E_{\theta}\left[Z_{n}\right]\right)$ and $D_{n}(\theta)=E_{\theta}\left[W_{n} W_{n}^{\prime}\right]$.

THEOREM 3. Let $G_{n}(u, \theta)$ be the true density of $W_{n}$ and let $\tilde{G}_{n}^{(\tau-2)}(u, \theta)$ be its ( $\tau-2$ )-order formal Edgeworth expansion (as defined in the preceding section), where $\tau$ is any integer equal to or greater than 3. Then, under Assumptions I-VIII, the following results hold:
(a) We have

$$
G_{n}(u, \theta)-\tilde{G}_{n}^{(\tau-2)}(u, \theta)=o\left(n^{-(\tau-2) / 2}\right)
$$

uniformly over $u$ and $\theta$ in any compact subset $\Theta^{*}$ of $\Theta$.
(b) For any $\tau=\tau_{0}$ taken in part (a),

$$
\operatorname{Pr}_{\theta}\left(W_{n} \in C\right)=\int_{C} \tilde{G}_{n}^{\left(\tau_{0}-2\right)}(u, \theta) d u+o\left(n^{-\left(\tau_{0}-2\right) / 2+\delta}\right) \quad \forall \delta>0
$$

uniformly over all Borel sets $C$ and $\theta$ belonging to a compact subset $\Theta^{*}$ of $\Theta$.
It is emphasized that the LLD expansions are valid for $\tau$ as large as we please. We now pass from the LLD result to the MLE result. This type of passage has been discussed in a number of papers, most notably Chibisov (1973), Bhattacharya and Ghosh (1978), Skovgaard (1981) and Taniguchi (1991). We follow the approach of Bhattcharya and Ghosh (BG). The general idea of the argument is as follows. The MLE is the solution to the likelihood equations $L_{r_{1}}(\hat{\theta})=0$, $r_{1}=1, \ldots, m$. We expand $L_{r_{1}}(\theta)$ in a Taylor series as follows [cf. BG's Equation (1.27)]:

$$
\begin{aligned}
\frac{1}{n} L_{r_{1}}(\theta)= & \frac{1}{n} L_{r_{1}}\left(\theta_{0}\right) \\
& +\frac{1}{n} \sum_{q=2}^{s-1} \frac{1}{q!} \sum_{r_{2}=1}^{m} \cdots \sum_{r_{q}=1}^{m} L_{r_{1}, \ldots, r_{q}}\left(\theta_{0}\right)\left(\theta_{r_{1}}-\theta_{0, r_{1}}\right) \cdots\left(\theta_{r_{q}}-\theta_{0, r_{q}}\right) \\
& +R_{n, r_{1}}(\theta)
\end{aligned}
$$

with

$$
\left|R_{n, r_{1}}(\theta)\right| \leq \frac{K}{n}\left\|\theta-\theta_{0}\right\|^{s} \max _{|\nu|=s+1} \sup _{\left\|\theta^{\prime}-\theta_{0}\right\| \leq\left\|\theta-\theta_{0}\right\|}\left|L_{v}(\theta)\right|,
$$

where $K$ is a constant. The expansion then is inverted to obtain an expansion for the MLE $\hat{\theta}_{n}$ in terms of the LLDs, from which we develop a formal Edgeworth expansion for the MLE from the Edgeworth expansion for the LLDs. The claim is that the formal expansion for the MLEs thus obtained is a valid expansion. BG provide a rigorous proof of this claim for the i.i.d. setting. We adapt BG's argument to our case. A formal statement of our result follows.

THEOREM 4. Let $\tilde{H}_{n}^{(s-2)}(u, \theta)$ be the $(s-2)$-order formal Edgeworth expansion for the density of the MLE of $\theta$ (defined as described in the preceding section). Let $\Theta^{*}$ be a compact subset of $\Theta$. Then, under Assumptions I-VIII,
(a) there exists a sequence of statistics $\hat{\theta}_{n}$ and a constant $d_{0}=d_{0}\left(\Theta^{*}\right)$ such that for any $\delta>0$,

$$
\begin{aligned}
& \inf _{\theta_{0} \in \Theta^{*}} \operatorname{Pr}_{\theta_{0}}\left(\left\|\hat{\theta}_{n}-\theta_{0}\right\|<d_{0} n^{-1 / 2+\delta}, \hat{\theta}_{n}\right. \text { solves the likelihood equations) } \\
& \quad=1-o\left(n^{-(s-2) / 2}\right)
\end{aligned}
$$

(b) any estimator $\hat{\theta}_{n}$ satisfying the statement in (a) above admits the Edgeworth expansion

$$
\begin{equation*}
\operatorname{Pr}_{\theta_{0}}\left(\left(\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right)\right) \in C\right)=\int_{C} \tilde{H}_{n}^{(s-2)}(u, \theta) d u+o\left(n^{-(s-2) / 2}\right) \tag{17}
\end{equation*}
$$

uniformly over $\Theta^{*}$ and every class $\mathfrak{B}$ of Borel sets satisfying the condition

$$
\sup _{\theta \in \Theta^{*}} \sup _{C \in \mathcal{B}} \int_{(\partial C)^{\varepsilon}} \phi_{M(\theta)}(u) d u=O(\varepsilon) \text { as } \varepsilon \downarrow 0,
$$

where $M(\theta)$ is the inverse of the limiting normalized expected information matrix $\lim _{n \rightarrow \infty}\left[n^{-1} \lambda_{r_{1} r_{2}}(\theta)\right], \phi_{M(\theta)}$ is the $N(0, M(\theta))$ density, and $(\partial C)^{\varepsilon}$ denotes the $\varepsilon$-neighborhood of the boundary of $C$.

The uniform version of Dahlhaus given in our Theorem 2 leads to the uniform in $\theta$ result in Theorem 3. More important, the uniform version is critically necessary to enable us to handle the remainder term in the Taylor expansion (16) of the first-order log-likelihood derivatives.
6. Applications to the ARFIMA model. We illustrate our main results with the $\operatorname{ARFIMA}(j, d, l)$ model. For this general model we shall give two examples: one in which all assumptions are satisfied and one in which Assumption VIII does not hold. The spectral density function of $\left\{X_{t}\right\}$ is as follows [Brockwell and Davis (1991), Equation (13.2.18)]:

$$
f_{\theta}(\lambda)=\frac{\sigma_{\varepsilon}^{2}}{2 \pi} \frac{\left|\Psi\left(e^{i \lambda}\right)\right|^{2}}{\left|\Phi\left(e^{i \lambda}\right)\right|^{2}}\left|1-e^{i \lambda}\right|^{-2 d}
$$

where $\theta=\left(\sigma_{\varepsilon}^{2} ; d ; \Phi_{1}, \ldots, \Phi_{j} ; \Psi_{1}, \ldots, \Psi_{l}\right)$. Clearly,

$$
f_{\theta}(\lambda) \sim|\lambda|^{-2 d} \frac{\sigma_{\varepsilon}^{2}}{2 \pi} \frac{|\Psi(1)|^{2}}{|\Phi(1)|^{2}} \quad \text { as } \lambda \rightarrow 0
$$

and so the condition implied by (2) is satisfied for $0<d<\frac{1}{2}$. The derivatives of
$f_{\theta}(\lambda)$ up to order 4 are available on request from the authors. It is very easy to see that Assumptions I-VII hold for this model. For the $\operatorname{ARFIMA}(0, d, 0)$ model with $\sigma_{\varepsilon}^{2}=1$, the inverse spectral density derivatives are $\left(d^{a} / d d^{a}\right) f_{d}^{-1}(\lambda)=$ $c^{a}(\lambda) f_{d}^{-1}(\lambda)$ with $c(\lambda)=2 \log \left|1-e^{i \lambda}\right|, a \geq 1$, and so it is clear that Assumption VIII is also satisfied.

We have conducted a small simulation experiment investigating the performance of the Edgeworth expansions in the Gaussian ARFIMA( $0, d, 0$ ) model with a unit variance. The results are summarized in Table 1. We wrote a MATHEMATICA program to calculate the MLE in this model (details are available at http://iew3.technion.ac.il/Home/Users/offerl.phtml).

The likelihood was maximized by a line search on the interval $[-0.49,0.49]$ with a grid of 0.001 . The true $d$ values were taken to be $0.1,0.2,0.3,0.4$ and the sample sizes were set to $n=20,40$. The simulation consisted of 3,000 replications. The cumulants in the Edgeworth expansions were calculated empirically. We compared the empirical cumulative distribution function of the MLE $\hat{d}$, evaluated at various cutpoints, with the classical asymptotic normal approximation, the normal approximation with centering and scaling based on the finite sample mean and standard deviation of $\hat{d}$ ("corrected normal approximation"), the first order Edgeworth expansion (Edg1), and the second-order Edgeworth expansion (Edg2). The cutpoints chosen were percentiles of the asymptotic normal approximation. A few patterns emerge. Generally speaking, the classical normal approximation is the poorest, the corrected normal approximation somewhat better, and the Edgeworth expansions better still, with Edg2 usually the best. All approximations improve with $n$, supporting the theoretical asymptotic tendencies established in the paper. The Edgeworth expansions generally behave better at the center of the distribution, and deteriorate towards the far tail. This phenomenon is in line with the behavior of the expansions in the i.i.d. case, see Barndorff-Nielsen and Cox [(1989), Chapter 5]. Overall, the Edgeworth expansions are appealing because of their practical computability and superiority to the normal approximation.

Next, the ARFIMA $(1, d, 1)$ model is very important in applied work. The following argument covers in fact the more general ARFIMA(1, $d, l$ ) setup as well, with $l \geq 1$. Denote by $L_{3, d}(\theta)$ the third order LLD with respect to the $\operatorname{AR}(1)$ parameter. While $L_{3, d}(\theta)$ is not zero for fixed $n$, the third-order derivative of the inverse spectral density wrt the $\operatorname{AR}(1)$ parameter vanishes. This means that in the $D(\theta)$ matrix, the column corresponding to the asymptotic covariance between any normalized LLD and the normalized $L_{3, d}(\theta)$ is identically zero. The matrix $D_{n}(\theta)$, however, does not have a zero column. Hence in this case, Assumption VIII does not hold and we cannot simply discard the problematic $L_{3, d}(\theta)$ from the error analysis. Nevertheless, it is still possible to establish an $o\left(n^{-1}\right)$ error rate for the distribution of the MLE. To do so, we must show that the term involving $L_{3, d}(\theta)$ in the stochastic expansion of the MLE can be absorbed into the remainder without affecting the $o\left(n^{-1}\right)$ error rate. Following equations
Table 1
Edgeworth expansions for the Gaussian $\operatorname{ARFIMA}(0, d, 0)$ model

| Probabilities, $\boldsymbol{n}=20$ |  |  |  |  |  | Probabilities, $\boldsymbol{n}=40$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | asy nrml | empirical | corr nrml | Edg1 | Edg2 | asy nrml | empirical | corr nrml | Edg1 | Edg2 |
| 0.1 | 0.01 | 0.048 | 0.033 | 0.051 | 0.046 | 0.01 | 0.040 | 0.027 | 0.042 | 0.040 |
|  | 0.05 | 0.130 | 0.116 | 0.125 | 0.127 | 0.05 | 0.100 | 0.098 | 0.108 | 0.102 |
|  | 0.5 | 0.589 | 0.636 | 0.602 | 0.594 | 0.5 | 0.562 | 0.593 | 0.561 | 0.563 |
|  | 0.9 | 0.973 | 0.939 | 0.957 | 0.960 | 0.9 | 0.940 | 0.923 | 0.937 | 0.943 |
|  | 0.95 | 0.996 | 0.971 | 0.988 | 0.993 | 0.95 | 0.978 | 0.961 | 0.977 | 0.980 |
| 0.2 | 0.01 | 0.066 | 0.041 | 0.067 | 0.057 | 0.01 | 0.041 | 0.028 | 0.046 | 0.043 |
|  | 0.05 | 0.134 | 0.130 | 0.138 | 0.138 | 0.05 | 0.109 | 0.104 | 0.115 | 0.108 |
|  | 0.5 | 0.580 | 0.640 | 0.593 | 0.583 | 0.5 | 0.580 | 0.616 | 0.580 | 0.580 |
|  | 0.9 | 0.984 | 0.935 | 0.958 | 0.967 | 0.9 | 0.955 | 0.934 | 0.951 | 0.957 |
|  | 0.95 | 1.000 | 0.967 | 0.992 | 1.001 | 0.95 | 0.988 | 0.968 | 0.986 | 0.990 |
| 0.3 | 0.01 | 0.096 | 0.077 | 0.106 | 0.090 | 0.01 | 0.054 | 0.033 | 0.057 | 0.049 |
|  | 0.05 | 0.179 | 0.191 | 0.178 | 0.183 | 0.05 | 0.117 | 0.112 | 0.125 | 0.117 |
|  | 0.5 | 0.608 | 0.674 | 0.619 | 0.606 | 0.5 | 0.565 | 0.618 | 0.569 | 0.565 |
|  | 0.9 | 0.999 | 0.931 | 0.962 | 0.980 | 0.9 | 0.967 | 0.931 | 0.953 | 0.964 |
|  | 0.95 | 1.000 | 0.962 | 0.997 | 1.014 | 0.95 | 1.000 | 0.965 | 0.990 | 0.999 |
| 0.4 | 0.01 | 0.146 | 0.171 | 0.164 | 0.149 | 0.01 | 0.094 | 0.074 | 0.105 | 0.085 |
|  | 0.05 | 0.230 | 0.305 | 0.231 | 0.243 | 0.005 | 0.171 | 0.190 | 0.177 | 0.177 |
|  | 0.5 | 0.640 | 0.710 | 0.642 | 0.639 | 0.5 | 0.623 | 0.689 | 0.634 | 0.624 |
|  | 0.9 | 1.000 | 0.917 | 0.957 | 0.998 | 0.9 | 1.000 | 0.941 | 0.975 | 0.996 |
|  | 0.95 | 1.000 | 0.947 | 0.997 | 1.039 | 0.95 | 1.000 | 0.969 | 1.004 | 1.020 |

(3.2.19) and (3.2.30) of Taniguchi (1990), it will be sufficient to show that there is a constant $c_{1}$ such that

$$
\begin{equation*}
\operatorname{Pr}_{\theta_{0}}\left(l_{1(i)}^{2}(\theta)\left|l_{3, d}(\theta)\right|>c_{1} \rho_{n}\right)=o\left(n^{-1}\right) \tag{18}
\end{equation*}
$$

where $l_{1(i)}(\theta)$ is a normalized score wrt the $i$ th component in the parameter vector, $l_{3, d}(\theta)$ is the normalized $L_{3, d}(\theta)$, both with $\sqrt{n}$-normalization, and $\rho_{n}$ is a sequence satisfying $\rho_{n} \rightarrow 0$, and $\rho_{n} \sqrt{n} \rightarrow \infty$. It is clear from the proof of Dahlhaus [(1989), Theorem 5.1] and Fox and Taqqu (1987) that the cumulants of $L_{3, d}(\theta)$ are $O\left(n^{1 / 2+\delta}\right) \forall \delta>0$. Further, the moments of $l_{1(i)}$ of all orders are $O(1)$. Thus, the condition in (18) follows immediatelly from the Markov and Cauchy-Schwarz inequalities. We remark that the $o\left(n^{-1}\right)$ error rate is compatible with the rate achieved by Taniguchi (1991) in the short memory, uniparameter context.

## 7. Proofs.

7.1. Proof of Theorem 1. It suffices to prove (12); the assertion (13) then follows from the fact that any compact set $\Theta^{*}$ can be covered by a finite union of $\varepsilon$-balls. The $(j, k)$ th element of the Toeplitz matrix $T_{n}\left(f_{\theta}\right)$ is

$$
\left(T_{n}\left(f_{\theta}\right)\right)_{j, k}=\int_{-\pi}^{\pi} e^{i(j-k) \lambda} f_{\theta}(\lambda) d \lambda
$$

So,

$$
\begin{aligned}
L_{n}= & \frac{1}{n} \operatorname{tr} \prod_{i=1}^{p} T_{n}\left(f_{\theta, i}\right) T_{n}\left(g_{\theta, i}\right) \\
= & \frac{1}{n} \sum_{j_{1}=0}^{n-1} \cdots \sum_{j_{2 p}=0}^{n-1} \int_{U_{\pi}} e^{i\left(j_{1}-j_{2}\right) y_{1}} e^{i\left(j_{2}-j_{3}\right) y_{2}} \cdots e^{i\left(j_{2 p}-j_{1}\right) y_{2 p}} \\
& \quad \times f_{\theta_{1}}\left(y_{1}\right) g_{\theta_{1}}\left(y_{2}\right) \cdots g_{\theta_{p}}\left(y_{2 p}\right) d y_{1} \cdots d y_{2 p}
\end{aligned}
$$

where $U_{\pi}=[-\pi, \pi]^{2 p}$. We may rewrite the last expression as

$$
L_{n}=\frac{1}{n} \int_{U_{\pi}} P_{n}(y) Q_{\theta}(y) d y
$$

with

$$
\begin{equation*}
P_{n}(y)=\sum_{j_{1}=0}^{n-1} \cdots \sum_{j_{2 p}=0}^{n-1} e^{i\left(j_{1}-j_{2}\right) y_{1}} e^{i\left(j_{2}-j_{3}\right) y_{2}} \cdots e^{i\left(j_{2 p}-j_{1}\right) y_{2 p}} \tag{19}
\end{equation*}
$$

and

$$
Q_{\theta}(y)=f_{\theta_{1}}\left(y_{1}\right) g_{\theta_{1}}\left(y_{2}\right) \cdots g_{\theta_{p}}\left(y_{2 p}\right)
$$

Following Fox and Taqqu [(1987), page 237], we partition $U_{\pi}$ into three disjoint sets $E_{t}, F_{t}$ and $G$, satisfying

$$
\begin{aligned}
E_{t} & =U_{\pi} \cap\left(W \cup U_{t}\right)^{c}, \\
F_{t} & =U_{t} \cap W^{c}, \\
G & =U_{\pi} \cap W,
\end{aligned}
$$

where

$$
\begin{gathered}
U_{t}=[-t, t]^{2 \pi}, \quad 0<t \leq \pi \\
W=\bigcup_{i=1}^{2 p} W_{i}, \quad W_{i}=\left\{y \in \mathbb{R}^{2 p}:\left|y_{i}\right| \leq \frac{\left|y_{i+1}\right|}{2}\right\}, \quad i=1, \ldots, 2 p-1,
\end{gathered}
$$

and

$$
W_{2 p}=\left\{y \in \mathbb{R}^{2 p}:\left|y_{2 p}\right| \leq \frac{\left|y_{1}\right|}{2}\right\} .
$$

As $U_{\pi}=E_{t} \cup F_{t} \cup G$ and $E_{t}, F_{t}, G$ are disjoint, the sufficient conditions for Theorem 1 to hold are

$$
\lim _{n \rightarrow \infty} \sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon} \left\lvert\, \int_{E_{t}} \frac{1}{n} P_{n}(y) Q_{\theta^{\prime}}(y) d y\right.
$$

$$
\begin{equation*}
-(2 \pi)^{2 p-1} \int_{t \leq|z| \leq \pi} \prod_{j=1}^{p} f_{\theta^{\prime}, j}(z) g_{\theta^{\prime}, j}(z) d z \mid=0 \tag{20}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{t \rightarrow 0} \limsup _{n \rightarrow \infty} \sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon} \int_{F_{t}} \frac{1}{n} P_{n}(y) Q_{\theta^{\prime}}(y) d y=0 \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon} \int_{G} \frac{1}{n} P_{n}(y) Q_{\theta^{\prime}}(y) d y=0 . \tag{22}
\end{equation*}
$$

Instead of conditions (21) and (22), it will be sufficient to prove

$$
\begin{equation*}
\lim _{t \rightarrow 0} \limsup _{n \rightarrow \infty} \sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon} \int_{U_{t}} \frac{1}{n}\left|P_{n}(y) Q_{\theta^{\prime}}(y)\right| d y=0 \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon} \int_{U_{\pi} \cap W_{1}} \frac{1}{n}\left|P_{n}(y) Q_{\theta^{\prime}}(y)\right| d y=0 \tag{24}
\end{equation*}
$$

See Fox and Taqqu [(1987), pages 236-237]. To establish (23) and (24), we recall that under (10) and (11),

$$
\begin{align*}
& \quad \sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon ;\left|y_{i}\right| \geq t>0}\left|Q_{\theta^{\prime}}(y)\right|  \tag{25}\\
& \quad \leq M_{\theta}^{2 p}\left|y_{1}\right|^{-\alpha(\theta)-\delta}\left|y_{2}\right|^{-\beta(\theta)-\delta} \cdots\left|y_{2 p}\right|^{-\beta(\theta)-\delta} \leq M_{t, \theta}^{\prime},
\end{align*}
$$

say. From Fox and Taqqu [(1987), page 237],

$$
\left|P_{n}(y)\right| \leq 4^{2 p} h_{n}\left(y_{1}-y_{2 p}\right) h_{n}\left(y_{2}-y_{1}\right) \cdots h_{n}\left(y_{2 p}-y_{1}\right)
$$

where

$$
h_{n}(z)=\left\{\begin{array}{lr}
\min \left(|z+2 \pi|^{-1}, n\right), & -2 \pi \leq z \leq-\pi \\
\min \left(|z|^{-1}, n\right), & -\pi \leq z \leq \pi \\
\min \left(|z-2 \pi|^{-1}, n\right), & \pi \leq z \leq 2 \pi
\end{array}\right.
$$

Therefore, the left-hand side of (23) is less than or equal to

$$
\left(4 M_{\theta}\right)^{2 p} \lim _{t \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{U_{t}} \frac{1}{n} h_{n}\left(y_{1}-y_{2 p}\right) h_{n}\left(y_{2}-y_{1}\right) \cdots h_{n}\left(y_{2 p}-y_{1}\right)
$$

$$
\begin{align*}
& \quad \times\left|y_{1}\right|^{-\alpha(\theta)-\delta}\left|y_{2}\right|^{-\beta(\theta)-\delta} \cdots\left|y_{2 p}\right|^{-\beta(\theta)-\delta} d y_{1} \cdots d y_{2 p}  \tag{26}\\
& =\left(4 M_{\theta}\right)^{2 p} \lim _{t \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{U_{t}} \frac{1}{n} f_{n}(y) d y
\end{align*}
$$

say. Note that the last expression does not depend on $\theta^{\prime}$. Condition (26) is verified by an immediate application of Proposition 6.2.a of Fox and Taqqu [(1987), page 227]. Similarly, condition (24) is verified upon an application of Proposition 6.1.a of Fox and Taqqu [(1987), page 226], and noting that their set $V$ is equal to $W_{1}$.

We proceed to show (20). Let $A_{t}=\left\{y_{1}: t \leq\left|y_{1}\right| \leq \pi\right\}, t>0$. It is easily seen that

$$
\frac{1}{(2 \pi)^{2 p-1} n} \int_{[-\pi, \pi]^{2 p-1}} P_{n}(y) d y_{2} \cdots d y_{2 p}=1
$$

Thus,

$$
\begin{aligned}
& (2 \pi)^{2 p-1} \int_{A_{t}}\left[\prod_{j=1}^{p} f_{\theta^{\prime}, j}\left(y_{1}\right) g_{\theta^{\prime}, j}\left(y_{1}\right)\right] d y_{1} \\
& \quad=\frac{1}{n} \int_{U_{\pi}} I_{A_{t}}\left[\prod_{j=1}^{p} f_{\theta^{\prime}, j}\left(y_{1}\right) g_{\theta^{\prime}, j}\left(y_{1}\right)\right] P_{n}(y) d y \\
& \quad=\frac{1}{n} \int_{U_{\pi}} I_{A_{t}} Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right) P_{n}(y) d y
\end{aligned}
$$

The main term in (20) may thus be rewritten as

$$
\begin{equation*}
\Delta_{n}\left(\theta^{\prime}\right)=\frac{1}{n}\left|\int_{U_{\pi}} I_{E_{t}} P_{n}(y) Q_{\theta^{\prime}}(y) d y-\int_{U_{\pi}} I_{A_{t}} P_{n}(y) Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right) d y\right| \tag{27}
\end{equation*}
$$

Let $\eta_{n}=(2 p-1) n^{-\beta}$ with $\beta \in(0,1)$, and let
(28) $V_{j}=\left\{y \in U_{\pi}:\left|y_{j}-y_{j-1}\right| \leq n^{-\beta}\right\}, \quad j=2, \ldots, 2 p, \quad V=\bigcap_{j=2}^{2 p} V_{j}$.

We can re-express (27) as

$$
\begin{aligned}
& \Delta_{n}\left(\theta^{\prime}\right)=\frac{1}{n} \mid \int_{U_{\pi}}\left(I_{E_{t} \cap V \cap A_{t}}+I_{E_{t} \cap V \cap A_{t}^{c}}+I_{\left.E_{t} \cap V^{c}\right)} P_{n}(y) Q_{\theta^{\prime}}(y) d y\right. \\
&-\int_{U_{\pi}}\left(I_{E_{t} \cap V \cap A_{t}}+I_{\left.\left(E_{t} \cap V\right)^{c} \cap A_{t}\right)}\right) P_{n}(y) Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right) d y \mid \\
& \leq \frac{1}{n}\left\{\int_{U_{\pi}} I_{E_{t} \cap V \cap A_{t}}\left|Q_{\theta^{\prime}}(y)-Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right)\right|\left|P_{n}(y)\right| d y\right. \\
&+\int_{U_{\pi}} I_{E_{t} \cap V \cap A_{t}^{c}}\left|Q_{\theta^{\prime}}(y)\right|\left|P_{n}(y)\right| d y \\
&+\int_{U_{\pi}} I_{E_{t} \cap V^{c}}\left|Q_{\theta^{\prime}}(y)\right|\left|P_{n}(y)\right| d y \\
&+\int_{U_{\pi}} I_{A_{t} \cap W}\left|Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right)\right|\left|P_{n}(y)\right| d y \\
&\left.\quad+\int_{U_{\pi}} I_{A_{t} \cap V^{c}}\left|Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right)\right|\left|P_{n}(y)\right| d y\right\}
\end{aligned}
$$

where $A_{t}^{c}=\left\{y_{1}:\left|y_{1}\right| \leq t\right\}$ and we have used the facts $\left(E_{t} \cap V\right)^{c} \cap A_{t}=\left(A_{t} \cap E_{t}^{c}\right) \cup$ ( $\left.A_{t} \cap V^{c}\right)$ and $\left(A_{t} \cap E_{t}^{c}\right)=\left(A_{t} \cap W\right)$. The first term of (29) involves

$$
\left.\left|Q_{\theta^{\prime}}(y)-Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right)\right|=\left|\sum_{j=2}^{2 p} \frac{\partial Q_{\theta^{\prime}}(y)}{\partial y_{j}}\right|_{y=\left(y_{1}, c_{2}, \ldots, c_{2 p}\right)}\left(y_{j}-y_{1}\right) \right\rvert\,
$$

where $\left|c_{j}-y_{1}\right| \leq\left|y_{1}-y_{j}\right| \leq \sum_{k=2}^{j}\left|y_{k}-y_{k-1}\right| \forall j, j=2, \ldots, 2 p$. On $V$, $\left|y_{j}-y_{j-1}\right| \leq n^{-\beta} \forall j, j=2, \ldots, 2 p$. We thus have

$$
\sup _{\left|\theta^{\prime}-\theta\right|<\varepsilon ;|y|>t}\left|Q_{\theta^{\prime}}(y)-Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right)\right| \leq(2 p-1) \bar{M}_{t, \theta} \eta_{n}
$$

where $\bar{M}_{t, \theta} \geq \sum_{j=2}^{2 p}\left|\partial Q_{\theta^{\prime}}(y) / \partial y_{j}\right|$. So, the first integral in (29) is bounded by

$$
\begin{equation*}
(2 p-1) \bar{M}_{t, \theta} \frac{\eta_{n}}{n} \int_{U_{\pi}} I_{E_{t} \cap V \cap A_{t}}\left|P_{n}(y)\right| d y \tag{30}
\end{equation*}
$$

Further, if we rearrange (19) as

$$
P_{n}(y)=\left(\sum_{j_{1}=0}^{n-1} e^{i j_{1}\left(y_{1}-y_{2 p}\right)}\right)\left(\sum_{j_{2}=0}^{n-1} e^{i j_{2}\left(y_{2}-y_{1}\right)}\right) \cdots\left(\sum_{j_{2 p}=0}^{n-1} e^{i j_{2 p}\left(y_{2 p}-y_{2 p-1}\right)}\right)
$$

then it follows that

$$
\left|P_{n}(y)\right|=\left\{\left[\prod_{j=2}^{2 p}\left|\frac{\sin n\left(y_{j}-y_{j-1}\right) / 2}{\sin \left(y_{j}-y_{j-1}\right) / 2}\right|\right]\left|\frac{\sin n\left(y_{1}-y_{2 p}\right) / 2}{\sin \left(y_{1}-y_{2 p}\right) / 2}\right|\right\} .
$$

Transforming: $z_{1}=y_{1} / 2$ and $z_{j}=\left(y_{j}-y_{j-1}\right) / 2, j=2, \ldots, 2 p,(30)$ becomes

$$
\begin{equation*}
(2 p-1) \bar{M}_{t, \theta} \frac{2^{2 p} \eta_{n}}{n} \int_{\tilde{U}_{\pi}} I_{E_{t} \cap V \cap A_{t}}\left[\prod_{j=2}^{2 p}\left|\frac{\sin n z_{j}}{\sin z_{j}}\right|\right]\left|\frac{\sin n\left(z_{2}+\cdots+z_{2 p}\right)}{\sin \left(z_{2}+\cdots+z_{2 p}\right)}\right| d z \tag{31}
\end{equation*}
$$

where $\tilde{U}_{\pi}=\left\{z \in \mathbb{R}^{2 p}:\left|\sum_{j=1}^{i} z_{j}\right| \leq \pi / 2, i=1, \ldots, 2 p\right\}$. Since $\frac{|\sin n x|}{|\sin x|} \leq n$, (31) is less than or equal to

$$
\begin{equation*}
2^{6 p}(2 p-1) \bar{M}_{t, \theta} \pi \eta_{n}\left(\int_{0}^{\pi / 2}\left|\frac{\sin n z}{\sin z}\right| d z\right)^{2 p-1} \leq K_{\theta} \eta_{n}(c+\log n)^{2 p-1} \tag{32}
\end{equation*}
$$

where $K_{\theta}$ and $c$ are constants not depending on $n$. Consequently, (32) tends to 0 as $n \rightarrow \infty$.

On the set $E_{t} \cap V \cap A_{t}^{c},\left|y_{1}\right| \in\left(t-\eta_{n}, t\right)$. So, the second term in (29) is

$$
\begin{aligned}
& \frac{1}{n} \int_{U_{\pi}} I_{E_{t} \cap V \cap A_{t}^{c}}\left|Q_{\theta^{\prime}}(y)\right|\left|P_{n}(y)\right| d y \\
& \quad \leq K M_{t, \theta}^{\prime} \int_{\tilde{U}_{\pi}} I_{E_{t} \cap V \cap A_{t}^{c}} \prod_{j=2}^{2 p}\left|\frac{\sin n z_{j}}{\sin z_{j}}\right| d z \\
& \quad \leq 2 K M_{t, \theta}^{\prime}(c+\log n)^{2 p-1} \int_{t-\eta_{n}}^{t} d z_{1},
\end{aligned}
$$

where $M_{t, \theta}^{\prime}$ is defined in (25), and so this term tends to 0 as $n \rightarrow \infty$.
The third and fifth terms in (29) are bounded by

$$
\begin{equation*}
\frac{1}{n} M_{t, \theta}^{\prime} \int_{V^{c}}\left|P_{n}(y)\right| d y \tag{33}
\end{equation*}
$$

We shall prove in Lemma 1 that (33) tends to zero. It remains to deal with the fourth term in (29). Using (25) and using the common bound $M_{t, \theta}^{\prime}$ of $Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right)$ on $A_{t}$ and of $Q_{\theta}(y)$ on $E_{t}$,

$$
\frac{1}{n} \int_{A_{t} \cap W}\left|Q_{\theta^{\prime}}\left(y_{1}, \ldots, y_{1}\right)\right|\left|P_{n}(y)\right| d y \leq \frac{4^{2 p} M_{t, \theta}^{\prime}}{n} \int_{U_{\pi}} I_{A_{t} \cap W} f_{n}(y) d y
$$

So the fourth term of (29) is less than or equal to

$$
\frac{(2 p) 4^{2 p} M_{t, \theta}^{\prime}}{n} \int_{U_{\pi} \cap W_{1}} f_{n}(y) d y
$$

for which, Proposition 6.1.a of Fox and Taqqu [(1987), page 226] can be readily applied. We have thus completed the proof of Theorem 1.

Lemma 1. For all $\beta \in(0,1)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \int_{U_{\pi}} I_{V^{c}}\left|P_{n}(y)\right| d y=0 \tag{34}
\end{equation*}
$$

where $V$ is defined by (28).
Proof. Note that

$$
\begin{equation*}
\frac{1}{n} P_{n}(y)=\frac{1}{n}\left\{\prod_{j=2}^{2 p} \frac{\sin \left(n\left(y_{j}-y_{j-1}\right) / 2\right)}{\sin \left(\left(y_{j}-y_{j-1}\right) / 2\right)}\right\} \frac{\sin \left(n\left(y_{1}-y_{2 p}\right) / 2\right)}{\sin \left(\left(y_{1}-y_{2 p}\right) / 2\right)} \tag{35}
\end{equation*}
$$

For $p=1$, $(2 \pi n)^{-1} P_{n}(y)=F_{n}\left(y_{1}-y_{2}\right)$, the Fejér kernel of order $n$, and for $p>1,(2 \pi n)^{-1} P_{n}(y)$ is a generalization of it. The Fejér kernel behaves asymptotically as a delta-Dirac function. The lemma essentially states that the contribution to the integral in (34) outside the neighborhood of the diagonal $\left\{y \in U_{\pi}: y_{1}=y_{2}=\cdots=y_{2 p}\right\}$ is negligible.

Transform

$$
\begin{aligned}
& x_{1}=y_{1} \\
& x_{j}=y_{j}-y_{j-1}, \quad j=2, \ldots, 2 p
\end{aligned}
$$

and note that the Jacobian of the transformation is unity. Since $V^{c}=\bigcup_{j=2}^{2 p} V_{j}^{c}$, (34) is less than or equal to

$$
\begin{equation*}
\frac{1}{n} \sum_{j=2}^{2 p} \int_{\tilde{U}_{\pi}} I_{V_{j}^{c}(x)}\left\{\prod_{j=2}^{2 p}\left|\frac{\sin \left(n x_{j} / 2\right)}{\sin \left(x_{j} / 2\right)}\right|\right\}\left|\frac{\sin \left(n \sum_{2}^{2 p} x_{j} / 2\right)}{\sin \left(\sum_{2}^{2 p} x_{j} / 2\right)}\right| d x \tag{36}
\end{equation*}
$$

where $\tilde{U}_{\pi}$ is a bounded set satisfying

$$
\int_{\tilde{U}_{\pi}}\left|P_{n}(y(x))\right| d x=\int_{U_{\pi}}\left|P_{n}(y)\right| d y
$$

and

$$
V_{j}^{c}(x)=\left\{x \in \tilde{U}_{\pi}:\left|x_{j}\right|>n^{-\beta}\right\} .
$$

Tedious albeit straightforward calculations show that (36) is $O\left(n^{-\beta} \log n\right)$, which tends to zero $\forall \beta \in(0,1)$.
7.2. Proof of Theorem 2. We trace quickly through Dahlhaus' proof of his Theorem 5.1, using his equation numbers. Consider first Dahlhaus' Lemma 5.2 for $f_{\theta}, \theta \in \Theta^{*}$. The key relations in the proof are (10), which does not involve $f_{\theta}$, and (11). Under our Assumptions III, IV(a) and V [i.e., the uniform versions of Dahlhaus' Assumptions (A2) and (A7)], (11) holds with a uniform bounding constant $K$. Next, considering Dahlhaus' Lemma 5.3 for a family of function pairs $f, g$ that obey the order bound conditions of the lemma with uniform bounding constants, it is obvious from Dahlhaus' proof that the conclusion of the lemma holds with a uniform order bound. The remainder of Dahlhaus' Theorem 5.1 uses only these two lemmas, Fox and Taqqu's (1987) Theorem 1.a, and some general linear algebra and analysis. The two lemmas are applied to functions which, under our assumptions, obey the relevant order bound conditions with uniform bounding constants, so that the conclusions of the lemmas hold with uniform bounds as just argued. Our Theorem 1 gives the uniform version of the Fox-Taqqu theorem.

### 7.3. Proof of Theorem 3.

7.3.1. Preliminaries. We prove part (a) by verifying the assumptions in Durbin's (1980) general Theorem 1 on validity of the Edgeworth expansion in a multivariate dependent data setting.

Durbin's theorem presupposes the following background assumptions:
(i) $D(\theta)=\lim _{n \rightarrow \infty} D_{n}(\theta)$ exists for all $\theta$.
(ii) $D_{n}(\theta)$ and $D(\theta)$ are positive definite.
(iii) $D(\theta) \rightarrow D\left(\theta_{0}\right)$ as $\theta \rightarrow \theta_{0}$.

Incidentally, condition (iii) is needed to make use of BG's argument in the proof of our Theorem 4; see their Assumption ( $A_{4}$ ).

Condition (i) holds for $\theta \in \Theta^{*}$ by virtue of Dahlhaus' theorem, as indicated in Section 2.3. In regard to condition (ii), positive definiteness of $D(\theta)$ is postulated in our Assumption VIII, and positive definiteness of $D_{n}$ for sufficiently large $n$ follows from the fact that the eigenvalues of a matrix are continuous functions of the elements of the matrix [Horn and Johnson (1985), Appendix D]. Condition (iii) is a consequence of the continuous differentiability conditions of our Assumption II together with Assumption V, which allows limits over $\theta$ to be passed under the integral sign in the expression (8) for $D$.

The remaining assumptions to be verified are Assumptions 2-4 stated on page 324 of Durbin's paper. We prove Assumption 3 in a modified form that is shown in Section 7.3.3 to be sufficient. Let $\varphi_{n}(\omega, \theta)=E_{\theta}\left[\exp \left(i \omega^{\prime} Z_{n}\right)\right]$ be the characteristic function of $Z_{n}$. Assumptions 2 and 3 are stated in terms of $\varphi_{n}(\omega, \theta)$.

### 7.3.2. Verification of Durbin's assumptions.

DURbIN'S ASSUMPTION 2. If $n$ is large enough, $\left|\varphi_{n}(\omega, \theta)\right|$ is integrable over $\mathbb{R}^{d}$ and

$$
\int_{\left\{\|\omega\|>\delta_{1} \sqrt{n}\right\}}\left|\varphi_{n}(\omega / \sqrt{n}, \theta)\right| d \omega=o\left(n^{-(\tau-2) / 2}\right)
$$

for all $\delta_{1}>0$ uniformly for $\theta \in \Theta^{*}$, for any compact subset $\Theta^{*}$ of $\Theta$.
Proof. From standard theory on quadratic forms in Gaussian variables [Anderson (1984) and Johnson, Kotz and Balakrishnan (1997)] we obtain

$$
\begin{align*}
\varphi_{n}(\omega / \sqrt{n}, \theta) & =E_{\theta} \exp \left\{\frac{i}{\sqrt{n}} \sum_{j=1}^{d} \omega_{j}\left(A_{j}+x^{\prime} B_{\nu(j)} x\right)\right\} \\
& =\exp \left(\frac{i}{\sqrt{n}} \sum_{j} \omega_{j} A_{j}\right) \operatorname{det}\left[I_{n}-\frac{2 i}{\sqrt{n}} \sum_{j=1}^{d} \omega_{j} \tilde{B}_{j}\right]^{-1 / 2} \tag{37}
\end{align*}
$$

where $A_{j}$ is a derivative of $-\frac{1}{2} \log \operatorname{det} T_{n}\left(f_{\theta}\right)$ of order less than or equal to $s-1$.
Let $\rho_{1}, \ldots, \rho_{n}$ be the eigenvalues of $\sum_{j=1}^{d} \omega_{j} \tilde{B}_{j}$. Then

$$
\begin{align*}
& \left.\mid \varphi_{n}(\omega) \sqrt{n}, \theta\right) \mid \\
& \quad=\prod_{r=1}^{n}\left(1+4 \rho_{r}^{2} / n\right)^{-1 / 4}  \tag{38}\\
& \quad=\left\{1+\frac{4}{n} \sum_{r=1}^{n} \rho_{r}^{2}+\left(\frac{4}{n}\right)^{2} \sum_{r \neq r^{\prime}} \rho_{r}^{2} \rho_{r^{\prime}}^{2}+\cdots+\left(\frac{4}{n}\right)^{n} \prod_{r=1}^{n} \rho_{r}^{2}\right\}^{-1 / 4} .
\end{align*}
$$

Recalling that $D_{n}(\theta)(i, j)=2 \operatorname{tr}\left(\tilde{B}_{i} \tilde{B}_{j}\right) / n$, we see that

$$
\begin{equation*}
\frac{4}{n} \sum_{r=1}^{n} \rho_{r}^{2}=\frac{4}{n} \operatorname{tr}\left(\sum_{j=1}^{d} \omega_{j} \tilde{B}_{j}\right)^{2}=2 \omega^{\prime} D_{n}(\theta) \omega \tag{39}
\end{equation*}
$$

Further, the $k$ th order term in (38) is given by

$$
\left(\frac{4}{n}\right)^{k} \sum_{l} \rho_{r_{1}}^{2} \cdots \rho_{r_{k}}^{2}=\left(\frac{4}{n}\right)^{k}\left(\sum_{r=1}^{n} \rho_{r}^{2}\right)^{k}-\left(\frac{4}{n}\right)^{k} \sum_{g} \rho_{r_{1}}^{2} \cdots \rho_{r_{k}}^{2}
$$

where $\ell$ denotes the set of indices such that no two indices are equal and $\mathcal{g}$ denotes the set of indices with at least two indices equal. The first term on the right-hand side, from (39), equals $\left(2 \omega^{\prime} D_{n}(\theta) \omega\right)^{k}$. The second term is bounded by

$$
\left(\frac{4}{n}\right)^{k} \frac{k(k-1)}{2}\left(\sum_{r=1}^{n} \rho_{r}^{4}\right)\left(\sum_{r=1}^{n} \rho_{r}^{2}\right)^{k-2}
$$

Now $\sum \rho_{r}^{4}=\operatorname{tr}\left(\sum_{j=1}^{d} \omega_{j} \tilde{B}_{j}\right)^{4}$ which, by Theorem 2, is no more than $O\left(n\|\omega\|^{4}\right)$, with the bound uniform in $\theta$. We thus find that the $k$ th order term in (38) equals $\left(2 \omega^{\prime} D_{n}(\theta) \omega\right)^{k}$ minus a term of magnitude no more than $O\left(n^{-1}\|\omega\|^{2 k}\right)$.

Now let $\eta$ be half the smallest eigenvalue of $D(\theta)$ over $\theta \in \Theta^{*}$, and let $k \geq 2(d+\tau-2)$ be a fixed integer. Then for large enough $n$,

$$
\begin{aligned}
\int_{\left\{\|\omega\|>\delta_{1} \sqrt{n}\right\}}\left|\varphi_{n}(\omega / \sqrt{n}, \theta)\right| d \omega & \leq\left(\frac{1}{2 n \eta}\right)^{k / 4} \int_{\left\{\|\omega\|>\delta_{1} \sqrt{n}\right\}}\left(\|\omega\|^{2}\right)^{-k / 4} d \omega \\
& =n^{-(k / 4)+(d / 2)}(2 \eta)^{-k / 4} \int_{\left\{\|\bar{\omega}\|>\delta_{1}\right\}}\|\bar{\omega}\|^{-k / 2} d \bar{\omega},
\end{aligned}
$$

and the integral on the right-hand side is finite. The desired conclusion follows.

DURbin's Assumption 3 (Modified version). (a) For any $r=\left(r_{1}, \ldots, r_{d}\right)$, with $|r| \leq \tau$, the derivatives $\partial^{|r|} \log \varphi_{n}(\omega ; \theta) / \partial \omega^{r}$ exist for $\omega$ in a neighborhood of the origin.
(b) For $r$ as above, the quantity $n^{-1} \partial^{|r|} \log \varphi_{n}(0 ; \theta) / \partial \omega^{r}$ has a limit as $n \rightarrow \infty$.
(c) For any vector $\xi$ with $\|\xi\|=1$, the quantity $n^{-1} d^{\tau} \varphi_{n}(\mu \xi ; \theta) / d \mu^{\tau}$ has a limit as $n \rightarrow \infty$ and $\mu \rightarrow 0$, with convergence uniform over $\xi$.

Proof. (a) From (37),

$$
\begin{equation*}
\log \varphi_{n}(\omega ; \theta)=i \sum_{j=1}^{d} \omega_{j} A_{j}-\frac{1}{2} \log \operatorname{det}\left(I_{n}-2 i \sum_{j=1}^{d} \omega_{j} \tilde{B}_{j}\right) \tag{40}
\end{equation*}
$$

The second term is the $\log$ of a polynomial function of $\omega$ and is therefore infinitely differentiable in $\omega$ provided the determinant does not vanish. The proof of Assumption 2 shows that this proviso holds.
(b) We focus on the second term since the first term is easily dealt with. Derivatives of the second term times $2 / n$ take the form (up to sign)

$$
n^{-1} \operatorname{tr}\left(\Omega^{-1} \tilde{B}_{j_{1}} \Omega^{-1} \tilde{B}_{j_{2}} \cdots \Omega^{-1} \tilde{B}_{j_{m}}\right)
$$

with $\Omega=I-2 i \sum_{j=1}^{d} \omega_{j} \tilde{B}_{j}$. Evaluation at $\omega=0$ yields $n^{-1} \operatorname{tr}\left(\tilde{B}_{j_{1}} \tilde{B}_{j_{2}} \cdots \tilde{B}_{j_{m}}\right)$, which has a limit as $n \rightarrow \infty$ by virtue of Theorem 2 .
(c) We again focus on the second term. For given $\xi$, the second term evaluated at $\omega=\mu \xi$ may be written as $\frac{1}{2} \log \operatorname{det}(I-\mu G)$ where $G=2 i \sum_{j=1}^{d} \xi_{j} \tilde{B}_{j}$. For any given integer $m$, the $m$ th derivative of this quantity with respect to $\mu$, multiplied by $-2 / n$, is given by $n^{-1} \operatorname{tr}\left(\Omega^{-1} G \cdots \Omega^{-1} G\right)$, where $\Omega=I-\mu G$. But $\Omega$, and hence $\Omega^{-1}$, commutes with $G$ and so this quantity may be expressed as $n^{-1} \operatorname{tr}\left(G^{m} \Omega^{-m}\right)$. Now

$$
\frac{1}{n} \operatorname{tr}\left(G^{m}\right)=(2 i)^{m} \sum_{j_{1}, \ldots, j_{m}=1}^{d} \xi_{j_{1}} \cdots \xi_{j_{m}}\left[\frac{1}{n} \operatorname{tr}\left(\tilde{B}_{j_{1}} \cdots \tilde{B}_{j_{m}}\right)\right] .
$$

The quantity in brackets has a limit as $n \rightarrow \infty$ by Theorem 2 , and thus so does $n^{-1} \operatorname{tr}\left(G^{m}\right)$. Convergence is clearly uniform in $\xi$ since there are only finitely many terms of the type in brackets and $\left|\xi_{j}\right| \leq 1$ for all $j$ (since $\|\xi\|=1$ ).

Next, using the matrix norm relations given on page 1754 of Dahlhaus (1989), we obtain

$$
\begin{aligned}
& \left|\frac{1}{n} \operatorname{tr}\left(G^{m} \Omega^{-m}\right)-\frac{1}{n} \operatorname{tr}\left(G^{m}\right)\right| \\
& \quad=\left|\frac{1}{n} \operatorname{tr}\left(G^{m}\left(I-\Omega^{-m}\right)\right)\right| \leq \frac{1}{n}\left|G^{m}\right|\left|I-\Omega^{-m}\right| \\
& \quad=\frac{1}{n}\left|G^{m}\right|\left|\left(\Omega^{m}-I\right) \Omega^{-m}\right| \leq \frac{1}{n}\left|G^{m}\right|\left|\Omega^{m}-I\right|\left\|\Omega^{-1}\right\|^{m},
\end{aligned}
$$

where $|Q|$ denotes the Euclidean norm of $Q\left(|Q|=\operatorname{tr}\left(Q Q^{*}\right)^{1 / 2}\right)$ and $\|Q\|$ denotes the spectral norm of $Q$ (the square root of the largest eigenvalue of $Q^{*} Q$ ), with $Q^{*}$ denoting the conjugate transpose of $Q$.

By an argument similar to that already given for $\operatorname{tr}\left(G^{m}\right)$, we find that $\left|G^{m}\right|^{2}=$ $O(n)$ uniformly in $\xi$. As for $\left|\Omega^{m}-I\right|$, we have

$$
\left|\Omega^{m}-I\right| \leq \sum_{c=1}^{m}\binom{m}{c}|\mu|^{c}\left|G^{c}\right| \leq M n^{1 / 2}\left\{(1+|\mu|)^{m}-1\right\}
$$

for some constant $M$, since, by previous arguments, $\left|G^{c}\right|^{2}=O(n)$ uniformly in $\xi$.
Turning to $\left\|\Omega^{-1}\right\|$, recall that $\Omega=I-2 i \mu H$ with

$$
H=\sum_{j=1}^{d} \xi_{j} \tilde{B}_{j}
$$

where the $\xi_{j}$ are real numbers and the $\tilde{B}_{j}$ are real symmetric matrices. Let $\zeta_{1}, \ldots, \zeta_{n}$ denote the eigenvalues of $H$, all of which are real. We have $\Omega^{*} \Omega=$ $I+4 \mu^{2} H^{2}$, which has eigenvalues $1+4 \mu^{2} \zeta_{c}^{2}, c=1, \ldots, n$. It follows that

$$
\left\|\Omega^{-1}\right\|=\max _{1 \leq c \leq n}\left(1+4 \mu^{2} \zeta_{c}^{2}\right)^{-1 / 2} \leq 1
$$

We thus find that

$$
\left|\frac{1}{n} \operatorname{tr}\left(G^{m} \Omega^{-m}\right)-\frac{1}{n} \operatorname{tr}\left(G^{m}\right)\right| \leq K\left\{(1+|\mu|)^{m}-1\right\}
$$

for a suitable constant $K$ independent of $\xi$. Clearly, the right-hand side converges to zero as $\mu \rightarrow 0$. The desired conclusion follows. The result holds uniformly in $\theta$ by virtue of the uniformity in Theorem 2.

DURbin's ASSUMPTION 4. The cumulants of $L_{v}$ are $O(n)$ uniformly in $\theta$ over $\Theta^{*}$.

Proof. In view of (40), the $J$ th cumulant of $L_{v}, J>1$, is proportional to $\operatorname{tr}\left(\prod_{j=1}^{J} \tilde{B}_{j}\right)$ and by Theorem 2 this term is $O(n)$ uniformly in $\theta$.

We have thus completed the proof of part (a) of the theorem. Part (b) is an immediate consequence of Skovgaard's (1986) Corollary 3.3.
7.3.3. Justification that the modified Assumption 3 is sufficient. We trace through Durbin's proof, using his notation, and with (Dxx) denoting equation number xx in Durbin's paper.

1. Modified Assumption 3a makes Durbin's $\psi_{n r}(z, \theta)$ well defined.
2. Up to (D33), no use is made of Assumption 3.
3. From the paragraph after (D33) up to (D35), Durbin is involved with bounding $|\alpha-\beta|$. Observe that the quantity $\chi_{n}^{(r)}(p, \theta)$ defined in the line below (D34) is precisely the quantity referred to in our Assumption 3c. Thus, the conclusion that there exist $\delta_{1}$ and $N_{1}$ independent of $z_{0}$ such that for $0<u \leq p<\delta_{1}$ and $n>N_{1}$ we have $\left|\chi_{n}^{(r)}(u, \theta)-\chi_{n}^{(r)}(0, \theta)\right|<r!\varepsilon$ follows from our Assumption 3c. This takes us to (D36).
4. Durbin now proceeds to bound $|\beta|$. To get the conclusion $\left|\psi_{n r}(z ; \theta)\right|<\delta_{3} p^{3}$ (for $p<\delta_{1}, n>N_{1}$ ) what we need is for $\chi_{n}^{(j)}(0, \theta)$ to be bounded. This follows from our Assumption 3b. This takes us to (D37).
5. From (D37) to (D39) we have a straightforward progression building on previous results, with no further use of Assumption 3. The same is true of the remainder of the argument dealing with the first integral on the right-hand side of (D32).
6. The second integral on the right-hand side of (D32) is handled by Assumption 2 only.
7. The last displayed expression on page 327 is obtained as follows. The factor $\exp \left(-\frac{1}{2} z^{\prime} D_{n}(\theta) z\right)$ is replaced by $\exp \left(-\frac{1}{2} p^{2}\left\{\lambda\left(\theta_{0}\right)-\frac{1}{2} \delta_{4}\right\}\right)$ by virtue of (D39). In regard to $n \psi_{n r}(z / \sqrt{n}, \theta)$, the argument is as follows: the line just below (D36) gives

$$
\psi_{n r}(z, \theta)=\sum_{j=3}^{r} \chi_{n}^{(j)}(0, \theta) \frac{p^{j}}{j!}
$$

Replacing $z$ by $z / \sqrt{n}$ and $p$ by $p / \sqrt{n}$, we get

$$
n \psi_{n r}(z / \sqrt{n}, \theta)=\sum_{j=3}^{r} n^{-(j-2) / 2} \chi_{n}^{(j)}(0, \theta) \frac{p^{j}}{j!}
$$

But we saw before that $\chi_{n}^{(j)}(0, \theta)$ are bounded, so the result follows.
8. We are left to deal with the last integral on the right-hand side of (D32). To handle this, Durbin needs the quantities $n^{-1} \partial^{j} \log \phi_{n}(0, \theta) / \partial z_{j}$ for $j=3, \ldots, r$ to be uniformly bounded in $n$. This follows from our Assumption 3b.
7.4. Proof of Theorem 4 (Sketch). BG's proof goes through largely without change; we focus on the points calling for special attention. Below $\Theta^{* *}$ denotes a compact subset of $\Theta$ whose interior contains $\Theta^{*}$. It follows from our Theorems 1 and 2 that all the error bounds mentioned below are uniform in $\theta$.

In BG's proof of their Theorem 2, their $Q_{n}$ corresponds to the joint distribution of our $W_{n}$. Application as in BG of the result of James $(1955,1958)$ and James and Mayne (1962) requires only the condition, identical to Durbin's Assumption 4 verified above, that the $j$ th cumulant of our $Y_{n} / n$ is $O\left(n^{-j+1}\right)$. A new argument is needed to obtain an analogue of BG's (2.21), to the effect that the expected value of a polynomial function of $W_{n}$ can be approximated adequately by the integral of the function in question with respect to the approximate density $\tilde{G}_{n}^{(\tau-2)}$ (in our notation). Let $\delta$ be an arbitrarily small positive number, and write

$$
\begin{equation*}
E_{\theta_{0}}\left[W_{n i}^{k}\right]=E_{\theta_{0}}\left[W_{n i}^{k} I\left(\left\|W_{n}\right\| \leq n^{\delta / k}\right)\right]+E_{\theta_{0}}\left[W_{n i}^{k} I\left(\left\|W_{n}\right\|>n^{\delta / k}\right)\right] \tag{41}
\end{equation*}
$$

By a variation on Markov's inequality, the second term is bounded in absolute value by $E_{\theta_{0}}\left[\left\|W_{n}\right\|^{k+m}\right] n^{-\delta m / k}$. Because $Y_{n i}=\sqrt{n} W_{n i}$ has cumulants $O(n)$, the moment $E_{\theta_{0}}\left[\left\|W_{n}\right\|^{k+m}\right]$ is $O(1)$ and so the second term in (41) is $O\left(n^{-\delta m / k}\right)$. Since $m$ may be taken arbitrarily large, this term may be neglected. Our Theorem 3 implies that the first term in (41) is equal to

$$
\begin{equation*}
\int_{\|u\| \leq n^{\delta / k}} u_{i}^{k} \tilde{G}_{n}^{(\tau-2)}\left(u, \theta_{0}\right) d u+o\left(n^{-(\tau-2) / 2+\delta}\right) \quad \forall \delta>0 . \tag{42}
\end{equation*}
$$

Through simple manipulations using the elementary inequality

$$
\int_{\zeta}^{\infty} v^{\ell} \phi(v) d v \leq M_{\ell} \max \left\{\zeta^{\ell-1}, 1\right\} e^{-\zeta^{2} / 2}
$$

where $\phi$ denotes the standard normal density, $\ell$ a nonnegative integer, and $M_{\ell}$ a positive constant, it may be seen that the restriction on the integral in (42) may be removed without affecting the error rate. This gives the desired result for a power of a component of $W_{n}$. A similar argument, with the aid of the CauchySchwarz inequality, can be made to deal with a product of powers of several components. Since $\tilde{G}_{n}^{(\tau)}\left(u, \theta_{0}\right)$ is a valid asymptotic expansion to any order with steps of $O\left(n^{-1 / 2}\right)$, we have obtained BG's (2.21) with the required $o\left(n^{-(s-2) / 2}\right)$ error rate.

BG's proof of their Theorem 3 is built around the Taylor expansion (16). We need an analogue of BG's formula (2.32), or Taniguchi's (1990) Equations (3.2.24)-(3.2.28), from which the rest of BG's proof carries through easily.

Let $\delta$ be a small positive constant. It will be sufficient to show that there is a constant $d_{1}$ such that

$$
\begin{equation*}
P_{\theta_{0}}\left(\left|n^{-1 / 2} l_{v}\left(\theta_{0}\right)\right|>d_{1} n^{\delta}\right)=o\left(n^{-(s-2) / 2}\right) \tag{43}
\end{equation*}
$$

where $l_{v}\left(\theta_{0}\right)$ is a centered LLD, for any $v$ satisfying $1 \leq|v| \leq s+1$. The lefthand side of (43) is less than or equal to $\left(d_{1} n^{\delta}\right)^{-2 \eta} E_{\theta_{0}}\left(n^{-1 / 2} l_{v}\left(\theta_{0}\right)\right)^{2 \eta}$, where $\eta$ is a positive integer. Since the LLDs have cumulants $O(n), n^{-1 / 2} l_{v}\left(\theta_{0}\right)$ have moments $O(1)$. Setting $\eta$ to satisfy $2 \eta \delta>(s-2) / 2$, we obtain the desired result.
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