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#### Abstract

This paper establishes the weak convergence of the sequential empirical process $\hat{K}_{n}$ of the estimated residuals in nonstationary autoregressive models. Under some regular conditions, it is shown that $\hat{K}_{n}$ converges weakly to a Kiefer process when the characteristic polynomial does not include the unit root 1 ; otherwise $\hat{K}_{n}$ converges weakly to a Kiefer process plus a functional of stochastic integrals in terms of the standard Brownian motion. The latter differs not only from that given by Koul and Levental for an explosive AR(1) model but also from that given by Bai for a stationary ARMA model.


1. Introduction and main results. Empirical processes based on the estimated residuals in a variety of models have been studied for a long time. In the field of time series, Boldin (1982) and Kreiss (1991) examined their weak convergence for some stationary $\operatorname{ARMA}(p, q)$ models and Koul and Levental (1989) investigated their weak convergence for an explosive AR(1) model. Bai (1994) extended Boldin's results to stationary ARMA models by considering the sequential empirical process based on estimated residuals. Under some conditions, these authors proved that the estimated residual empirical processes have identical weak convergence properties to those of the residual empirical processes. Many important applications can be found in the cited literature and Koul (1991). In this paper, my interest is to investigate the weak convergence of the sequential empirical processes when the estimated residuals come from nonstationary autoregressive models.

Consider the autoregressive model

$$
\begin{equation*}
y_{t}=\beta_{1} y_{t-1}+\cdots+\beta_{p} y_{t-p}+\varepsilon_{t}, \tag{1.1}
\end{equation*}
$$

where $\left\{\varepsilon_{t}\right\}$ are independent and identically distributed (i.i.d.) random disturbances, $y_{t}$ is the observation with starting value ( $y_{0}, y_{-1}, \ldots, y_{1-p}$ ) independent of $\left\{\varepsilon_{t}\right\}$ and the characteristic polynomial $\phi(z)=1-\beta_{1} z-\cdots-\beta_{p} z^{p}$

[^0]has the decomposition,
\[

$$
\begin{align*}
\phi(z)= & \psi(z)(1-z)^{a}(1+z)^{b} \\
& \times \prod_{k=1}^{l}\left[\left(1-z \exp \left(i \theta_{k}\right)\right)\left(1-z \exp \left(-i \theta_{k}\right)\right)\right]^{d_{k}}, \tag{1.2}
\end{align*}
$$
\]

where $a, b, l, d_{k}, k=1, \ldots, l$ are nonnegative intergers, $0<\theta_{k}<\pi$ and $\psi(z)$ is a polynomial of degree $q=p-\left[a+b+2\left(d_{1}+\cdots+d_{l}\right)\right]$ with all roots outside the unit circle. The model (1.1) is a general nonstationary autoregressive time series. In the last ten years, a huge amount of statistical literature has been devoted to the study of nonstationary time series. Some general results on the estimation theory can be found in Chan and Wei (1988) and Jeganathan (1991).

Given $n+p$ observations, $y_{1-p}, \ldots, y_{0}, y_{1}, \ldots, y_{n}$. Let $\hat{\alpha}$ be any estimator of the parameter $\alpha=\left(\beta_{1}, \ldots, \beta_{p}\right)^{T}$. The estimated residual $\hat{\varepsilon}_{t}$ is defined by

$$
\begin{equation*}
\hat{\varepsilon}_{t}=y_{t}-\hat{\alpha}^{T} X_{t-1}, \tag{1.3}
\end{equation*}
$$

where $t=1, \ldots, n$, the superscript $T$ of $A^{T}$ denotes the transpose of a vector or matrix $A$ and $X_{t}=\left(y_{t}, \ldots, y_{t-p+1}\right)^{T}$. Define the sequential empirical processes based on estimated residuals as

$$
\begin{equation*}
\hat{K}_{n}(s, x)=\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[I\left(\hat{\varepsilon}_{t} \leq x\right)-F(x)\right], \quad 0 \leq s \leq 1, \tag{1.4}
\end{equation*}
$$

where $I(\cdot)$ is the indicator function. Similarly, define the sequential empirical processes $K_{n}(s, x)$ with $\hat{\varepsilon}_{t}$ replaced by $\varepsilon_{t}$. When $s=1, K_{n}(s, x)$ reduces to the empirical process $G_{n}(x)=(1 / \sqrt{n}) \sum_{t=1}^{n}\left[I\left(\varepsilon_{t} \leq x\right)-F(x)\right]$. My result can be stated by the following theorem.

Theorem. Suppose that the following conditions are satisfied:
(i) The $\varepsilon_{t}$ are i.i.d. with $E \varepsilon_{t}=0, E \varepsilon_{t}^{2}=1$, and a common distribution $F(x)$;
(ii) $F(x)$ admits a uniformly continuous density function $f(x), f(x)>0$ a.e.;
(iii) $\delta_{n}^{-1}(\hat{\alpha}-\alpha)=O_{p}(1)$.

Then

$$
\begin{equation*}
\sup _{s \in[0,1], x \in R}\left|\hat{K}_{n}(s, x)-K_{n}(s, x)-R_{n}(s, x)\right|=o_{p}(1), \tag{1.5}
\end{equation*}
$$

where $O_{p}(1)$ [or $\left.o_{p}(1)\right]$ stands for a series of random variables that is bounded (or converges to zero) in probability, $\delta_{n}$ is defined in Lemma 2.1 and $R_{n}(s, x)=(\hat{\alpha}-\alpha)^{T} \sum_{t=1}^{[n s]} X_{t-1} f(x) / \sqrt{n}$.

Remark. Assumptions (i) and (ii) are identical as those given in Koul (1991) and Bai (1994). Assumption (iii) is satisfied by the usual least squares
estimator as in Chan and Wei (1988). The asymptotic behavior of $R_{n}(s, x)$ depends on the locations of the unit roots of $\phi(z)$ and hence it also affects the weak convergence of $\hat{K}_{n}(s, x)$. Further discussion is divided into the following two cases.

Case 1. When $\phi(z)$ does not include the unit root 1 , by assumption (iii) and Lemma 2.1(b) in the next section, $R_{n}(s, x)=o_{p}(1)$ uniformly for all $s \in[0,1]$ and all $x \in R$. From Bickel and Wichura (1971), $K_{n}\left(s, F^{-1}(\tau)\right)$ converges weakly in $D_{2}$ to a Kiefer process $K(s, \tau)$, a two-parameter Gaussian process with zero mean and covariance function

$$
\operatorname{cov}\left(K\left(s_{1}, \tau_{1}\right), K\left(s_{2}, \tau_{2}\right)\right)=\left(s_{1} \wedge s_{2}\right)\left(\tau_{1} \wedge \tau_{2}-\tau_{1} \tau_{2}\right)
$$

where $D_{2}$ denotes the space of functions $f(s, \tau)$ on $[0,1]^{2}$, which is defined and equipped with the Skorokhod topology in Straf (1970) and Bickel and Wichura (1971). Thus the theorem actually implies that $\hat{K}_{n}\left(s, F^{-1}(\tau)\right)$ converges weakly to a Kiefer process $K(s, \tau)$ in $D_{2}$. These results are the same as those already known in stationary cases and hence some statistics based on $K_{n}(s, x)$ can be reconstructed by employing $\hat{K}_{n}(s, x)$ to replace $K_{n}(s, x)$. All applications as in Boldin (1982), Koul and Levental (1989) and Bai (1994), and other references can be carried over to these nonstationary cases.

Case 2. When $\phi(z)$ includes the unit root 1 with multiplicities $a$, if we further assume that $\delta_{n}^{-1}(\hat{\alpha}-\alpha)$ converges in distribution to a random variable $\tilde{\xi}$ and $\left(\left[\delta_{n}^{-1}(\hat{\alpha}-\alpha)\right]^{T}, \Sigma_{t=1}^{[n s]} X_{t-1}^{T} \delta_{n} / \sqrt{n}\right)$ converges weakly in $R^{p} \times D^{p}$, then by the continuous mapping theorem [Billingsley (1968), Theorem 5.1] and Lemma 2.1(a), $R_{n}\left(s, F^{-1}(\tau)\right.$ ) converges weakly to ( $\left.\xi^{T}(s), O\right) \tilde{\xi} f\left(F^{-1}(\tau)\right)$ in $D_{2}$, where $\xi(s)$ is defined in Lemma 2.1 and $D^{n}=D \times D \times \cdots \times D$ denotes the product space of $n-D$ spaces. In particular, if $\hat{\alpha}$ is the least squares estimator of $\alpha$, that is, $\hat{\alpha}=\left(\sum_{t=1}^{n} X_{t-1} X_{t-1}^{T}\right)^{-1} \sum_{t=1}^{n} X_{t-1} y_{t}$, by Theorem 2.2 and Theorem 3.5.1 of Chan and Wei (1988) and Lemma 2.1(a), ([ $\delta_{n}^{-1}(\hat{\alpha}-$ $\left.\alpha)]^{T}, \Sigma_{t=1}^{[n s]} X_{t-1}^{T} \delta_{n} / \sqrt{n}\right)$ converges weakly in $R^{p} \times D^{p}$ and $\left(\xi^{T}(s), O\right) \tilde{\xi}=$ $\xi^{T}(s) \Omega \zeta$, where $\Omega=\left(\sigma_{i j}\right), \sigma_{i j}=\int_{0}^{1} g_{i-1}(\tau) g_{j-1}(\tau) d \tau$, for $i, j=1, \ldots, a, \zeta=$ $\left(\int_{0}^{1} g_{0}(\tau) d W(\tau), \ldots, \int_{0}^{1} g_{a-1}(\tau) d W(\tau)\right)^{T}$, and $g_{i}(\tau)$ and $W(\tau)$ are defined in Lemma 2.1. In this case the theorem implies that $\hat{K}_{n}(\cdot, \cdot)$ converges weakly to a Kiefer process plus a functional of stochastic integrals in terms of the standard Brownian motion. This is different from those given by Koul and Levental (1989) and Bai (1994). Since the limiting distribution of $\hat{K}_{n}(\cdot, \cdot)$ is no longer distribution free, the prototypical Kolmogorov-Smirnov tests based on the estimated residuals cannot be used. Statistical inferences related to innovations of these nonstationary time series will become more difficult.

The proof of the theorem will be shown in the next section and the following notation will be used: $\Rightarrow$ denotes convergence in distribution and $\|\cdot\|$ denotes the Euclidean norm.
2. Proof of the theorem. Before giving the proof of the theorem, we first present several lemmas.

Lemma 2.1. Suppose that $\left\{y_{t}\right\}$ is generated by the nonstationary $A R(p)$ model (1.1) and assumption (i) in the theorem is satisfied. Then we have the following.
(a) If $a \neq 0$,

$$
\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]} \delta_{n}^{T} X_{t-1}=\left(\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left(N_{1}^{-1} U_{t-1}\right)^{T}, o_{p}(1)\right)^{T} \Rightarrow\left(\xi^{T}(s), O\right)^{T} \quad \text { in } D^{p}
$$

(b) If $a=0$,

$$
\begin{align*}
\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]} \delta_{n}^{T} X_{t-1} & =o_{p}(1) \\
\sup _{1 \leq t \leq n}\left\|\delta_{n}^{T} X_{t-1}\right\| & =o_{p}(1)  \tag{c}\\
\sup _{1 \leq t \leq n} E\left\|\delta_{n}^{T} X_{t-1}\right\|^{2} & =O\left(n^{-1}\right) ;  \tag{d}\\
\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left\|\delta_{n}^{T} X_{t-1}\right\| & =O_{p}(1)  \tag{e}\\
\sum_{t=1}^{n}\left\|\delta_{n}^{T} X_{t-1}\right\|^{2} & =O_{p}(1)  \tag{f}\\
\sum_{t=1}^{n} E\left\|\delta_{n}^{T} X_{t-1}\right\|^{2} & =O(1) \tag{g}
\end{align*}
$$

where $\delta_{n}=G^{T} J_{n}^{-1}, N_{1}, U_{t}, J_{n}$ and $G$ are defined below; the $o_{p}(1)$ in (a) and (b) holds uniformly in $s \in[0,1] ; \xi(s)=\left(\int_{0}^{s} g_{i}(\tau) d \tau, i=0,1, \ldots, a-1\right)^{T}$, $g_{0}(\tau)=W(\tau), g_{j}(\tau)=\int_{0}^{\tau} g_{j-1}(\tau) d \tau, j=1, \ldots, a$; and $W(\tau)$ is the standard Brownian motion.

REmARK. The proof of this lemma mainly uses the idea and some results of Chan and Wei (1988), abbreviated henceforth as CW. The results of CW are obtained under the assumption that $\left\{\varepsilon_{t}\right\}$ is a series of martingale differences and $\sup _{t}, E\left|\varepsilon_{t}\right|^{2+\kappa}<\infty$, where $\kappa$ is a positive constant. Since $\left\{\varepsilon_{t}\right\}$ here is a sequence of i.i.d. random variables, assumption (i) is sufficient for their results [cf. Jeganathan (1991)].

Proof. For simplicity, in the following we will assume that the starting values $y_{0}=y_{-1}=\cdots=y_{1-p}=0$. Denote $N_{1}=\operatorname{diag}\left(n, n^{2}, \ldots, n^{a}\right), N_{2}=$ $\operatorname{diag}\left(n, n^{2}, \ldots, n^{b}\right), \quad N_{k+2}=\operatorname{diag}\left(n I_{2}, \ldots, n^{d_{k}} I_{2}\right), \quad k=1, \ldots, l$ and $J_{n}=$ $\operatorname{diag}\left(N_{1}, N_{2}, \ldots, N_{l+2}, \sqrt{n} I_{q}\right.$ ), where $I_{k}$ is the $k \times k$ identity matrix.

Let $u_{t}=\phi(B)(1-B)^{-a} y_{t}, \quad \tilde{u}_{t}=\left(u_{t}, \ldots, u_{t-a+1}\right)^{T}, v_{t}=\phi(B)(1+B)^{-b} y_{t}$, $\tilde{v}_{t}=\left(v_{t}, \ldots, v_{t-b+1}\right)^{T}, \quad z_{t}=\phi(B) \psi^{-1}(B) y_{t}, \quad \tilde{z}_{t}=\left(z_{t}, \ldots, z_{t-q+1}\right)^{T}, \quad x_{t}(k)=$ $\phi(B)\left(1-2 B \cos \theta_{k}+B^{2}\right)^{-d_{k}} y_{t}$ and $\tilde{x}_{t}(k)=\left(x_{t}(k), \ldots, x_{t-d_{k}+1}(k)\right)^{T}$, where $B$ is a backshift operator and $k=1, \ldots, l$. As shown in (3.2) of CW, there
exists a nonsingular matrix $Q$ such that

$$
\begin{equation*}
Q X_{t}=\left(\tilde{u}_{t}^{T}, \tilde{v}_{t}^{T}, \tilde{x}_{t}^{T}(1), \ldots, \tilde{x}_{t}^{T}(l), \tilde{z}_{t}^{T}\right)^{T} . \tag{2.1}
\end{equation*}
$$

Further let $U_{t}(j)=(1-B)^{a-j} u_{t}$ for $j=0,1, \ldots, a, U_{t}=\left(U_{t}(1), \ldots, U_{t}(a)\right)^{T}$, $V_{t}(j)=(1+B)^{b-j} v_{t}$ for $j=0,1, \ldots, b, V_{t}=\left(V_{t}(1), \ldots, V_{t}(b)\right)^{T}, Y_{t}(k, j)=(1-$ $\left.2 B \cos \theta_{k}+B^{2}\right)^{d_{k}-j} x_{t}(k)$ for $j=0,1, \ldots, d_{k}, k=1, \ldots, l$, and $Y_{t}(k)=$ $\left(Y_{t}(k, 1), Y_{t-1}(k, 1), \ldots, Y_{t}\left(k, d_{k}\right), Y_{t-1}\left(k, d_{k}\right)\right)^{T}$, where $k=1, \ldots, l$. Then there exist nonsingular matrices $M, \tilde{M}, C_{k}, k=1, \ldots, l$ such that

$$
M \tilde{u}_{t}=U_{t}, \quad \tilde{M} \tilde{v}_{t}=V_{t}, \quad C_{k} \tilde{x}_{t}(k)=Y_{t}(k), \quad k=1, \ldots, l .
$$

Denote $G=\operatorname{diag}\left(M, \tilde{M}, C_{1}, \ldots, C_{l}, I_{q}\right) Q$. We have

$$
\begin{equation*}
G X_{t}=\left(U_{t}^{T}, V_{t}^{T}, Y_{t}^{T}(1), \ldots, Y_{t}^{T}(l), \tilde{z}_{t}^{T}\right)^{T} \tag{2.2}
\end{equation*}
$$

For (a), note that

$$
U_{t}(1)=\sum_{i=1}^{t} U_{i}(0)=\sum_{i=1}^{t} \varepsilon_{i}, \quad U_{t}(j+1)=\sum_{k=1}^{t} U_{k}(j),
$$

where $j=0, \ldots, a-1$. By Therorem 2.2 and Theorem 2.3 of CW,

$$
n^{(1 / 2)-j} U_{[n \tau]}(j) \Rightarrow g_{j-1}(\tau) \quad \text { in } D \text { for } j=1, \ldots, a
$$

Again by Theorem 2.3 of CW, we obtain

$$
\begin{equation*}
\sqrt{n} N_{1}^{-1} U_{[n \tau]} \Rightarrow\left(g_{0}(\tau), \ldots, g_{a-1}(\tau)\right)^{T} \quad \text { in } D^{a} . \tag{2.3}
\end{equation*}
$$

By (2.3) and the continuous mapping theorem [Billingsley (1968), Theorem 5.1],

$$
\begin{equation*}
\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]} N_{1}^{-1} U_{t-1}=\frac{1}{n} \sum_{t=1}^{[n s]}\left(\sqrt{n} N_{1}^{-1} U_{t-1}\right) \Rightarrow \xi(s) \quad \text { in } D^{a} . \tag{2.4}
\end{equation*}
$$

Similarly to (2.3) (see Theorem 3.2.1 of CW), we can obtain

$$
\begin{equation*}
\sqrt{n} N_{2}^{-1}(-1)^{[n \tau]} V_{[n \tau]} \Rightarrow-\left(\tilde{g}_{0}(\tau), \ldots, \tilde{g}_{b-1}(\tau)\right)^{T} \text { in } D^{b} \tag{2.5}
\end{equation*}
$$

where $\tilde{g}_{j}(\tau), j=0, \ldots, b-1$, are defined as in Theorem 3.5.1 of CW. By Proposition 8 of Jeganathan (1991),

$$
\begin{align*}
\max _{1 \leq j \leq n} & \left\|\frac{1}{\sqrt{n}} \sum_{t=1}^{j} N_{2}^{-1} V_{t-1}\right\|  \tag{2.6}\\
& =\max _{1 \leq j \leq n}\left\|\frac{1}{n} \sum_{t=1}^{j} \exp ((t-1) i \pi) \sqrt{n} N_{2}^{-1}(-1)^{t-1} V_{t-1}\right\|=o_{p}(1) .
\end{align*}
$$

Let

$$
S_{t}(k, j)=\sum_{i=1}^{t} Y_{i}(k, j) \sin \theta_{k} \quad \text { and } \quad T_{t}(k, j)=\sum_{i=1}^{t} Y_{i}(k, j) \cos \theta_{k}
$$

where $k=1, \ldots, l, j=0, \ldots, d_{k}$. By a direct verification or Lemma 3.3.1 of CW, we have

$$
\begin{equation*}
Y_{t}(k, j) \sin \theta_{k}=S_{t}(k, j-1) \sin (t+1) \theta_{k}-T_{t}(k, j-1) \cos (t+1) \theta_{k} \tag{2.7}
\end{equation*}
$$

where $j=1, \ldots, d_{k}$. By Lemma 3.3.7 of CW,

$$
\begin{equation*}
\sqrt{2} n^{-j-1 / 2}\left(S_{[n \tau]}(k, j), T_{[n s]}(k, j)\right) \Rightarrow\left(f_{k j}(\tau), g_{k j}(s)\right) \text { in } D^{2}, \tag{2.8}
\end{equation*}
$$

where $k=1, \ldots, l, j=0, \ldots, d_{k}-1, f_{k j}(\tau)$ and $g_{k j}(s)$ are defined in Theorem 3.5.1 of CW. Again by Proposition 8 of Jeganathan (1991), we obtain

$$
\begin{align*}
& \max _{1 \leq i \leq n}\left|\frac{1}{n} \sum_{t=1}^{i} n^{-(j-1)-1 / 2} S_{t-1}(k, j-1) \sin t \theta_{k}\right|=o_{p}(1),  \tag{2.9}\\
& \max _{1 \leq i \leq n}\left|\frac{1}{n} \sum_{t=1}^{i} n^{-(j-1)-1 / 2} T_{t-1}(k, j-1) \cos t \theta_{k}\right|=o_{p}(1) \tag{2.10}
\end{align*}
$$

where $j=1, \ldots, d_{k}$. By (2.7), (2.9) and (2.10), we have

$$
\begin{equation*}
\max _{1 \leq i \leq n}\left\|\frac{1}{\sqrt{n}} \sum_{t=1}^{i} N_{k+2}^{-1} Y_{t-1}(k)\right\|=o_{p}(1) \quad k=1, \ldots, l . \tag{2.11}
\end{equation*}
$$

Since $z_{t}$ is generated by model $\psi(B) z_{t}=\varepsilon_{t},\{\tilde{z}\}$ is a stationary and ergodic process. Similarly to the proof of Theorem 1 in Bai (1993), we can show

$$
\begin{equation*}
\max _{1 \leq j \leq n}\left\|\frac{1}{n} \sum_{t=1}^{j} \tilde{z}_{t-1}\right\|=o_{p}(1) . \tag{2.12}
\end{equation*}
$$

When $a \neq 0$, by (2.2), (2.4), (2.6), (2.11) and (2.12), we obtain

$$
\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]} \delta_{n}^{T} X_{t-1}=\left(\frac{1}{n} \sum_{t=1}^{[n s]}\left[\sqrt{n} N_{1}^{-1} U_{t-1}\right]^{T}, o_{p}(1)\right)^{T} \Rightarrow\left(\xi^{T}(s), O\right)^{T} \text { in } D^{p}
$$

where $o_{p}(1)$ holds uniformly in $s \in[0,1]$. That is, (a) holds. By (2.2), (2.6), (2.11) and (2.12), we know that (b) holds.

For (c), by (2.3) and the continuous mapping theorem,

$$
\max _{1 \leq t \leq n}\left\|\sqrt{n} N_{1}^{-1} U_{t}\right\| \quad \text { converges to } \max _{0 \leq \tau \leq 1}\left[\sum_{i=0}^{a-1} g_{i}^{2}(\tau)\right]^{1 / 2}
$$

in distribution and thus

$$
\begin{equation*}
\max _{1 \leq t \leq n}\left\|N_{1}^{-1} U_{t}\right\|=o_{p}(1) \tag{2.13}
\end{equation*}
$$

Similarly we have

$$
\begin{align*}
\max _{1 \leq t \leq n}\left\|N_{2}^{-1} V_{t}\right\| & =o_{p}(1)  \tag{2.14}\\
\max _{1 \leq t \leq n}\left\|n^{-j} S_{t}(k, j-1)\right\| & =o_{p}(1) \quad \text { and }  \tag{2.15}\\
\max _{1 \leq t \leq n}\left\|n^{-j} T_{t}(k, j-1)\right\| & =o_{p}(1)
\end{align*}
$$

for $k=1, \ldots, l$ and $j=1, \ldots, d_{k}$. By (2.7) and (2.15), we obtain

$$
\begin{equation*}
\max _{1 \leq t \leq n}\left\|N_{k+2}^{-1} Y_{t}(k)\right\|=o_{p}(1) \tag{2.16}
\end{equation*}
$$

Since $\left\|\tilde{z}_{t}\right\|$ has identical distribution with finite variance,

$$
\max _{1 \leq t \leq n}\left\|n^{-1 / 2} \tilde{z}_{t}\right\|=o_{p}(1)
$$

[See Chung (1968), page 93 or the proof of Lemma 1(b) in Bai (1994)]. Further by (2.13), (2.14) and (2.16), (c) holds.

For (d), we first show that, by induction on $j$,

$$
\begin{equation*}
E\left(U_{t}^{2}(j)\right)=O\left(t^{2(j-1)+1}\right), \quad j=1, \ldots, a \tag{2.17}
\end{equation*}
$$

As $j=1$, (2.17) holds. Assume that (2.17) holds as $j=k$. Then

$$
\begin{align*}
E U_{t}^{2}(j+1) & =E\left(\sum_{i=1}^{t} U_{i}(j)\right)^{2} \leq t \sum_{i=1}^{t} E U_{i}^{2}(j)  \tag{2.18}\\
& =t \sum_{i=1}^{t} O\left(t^{2(j-1)+1}\right)=O\left(t^{2 j+1}\right)
\end{align*}
$$

So (2.17) holds for $j=1, \ldots, a$. Thus

$$
\begin{equation*}
\sup _{1 \leq t \leq n} E\left\|N_{1}^{-1} U_{t}\right\|^{2}=O\left(n^{-1}\right) \tag{2.19}
\end{equation*}
$$

Similarly we can show

$$
\begin{equation*}
\sup _{1 \leq t \leq n} E\left\|N_{2}^{-1} V_{t}\right\|^{2}=O\left(n^{-1}\right) \tag{2.20}
\end{equation*}
$$

By Lemma 3.3.5 of CW, for $k=1, \ldots, l$ and $j=0, \ldots, d_{k}-1$,

$$
E S_{t}^{2}(k, j)=O\left(t^{2 j+1}\right) \quad \text { and } \quad E T_{t}^{2}(k, j)=O\left(t^{2 j+1}\right)
$$

and further by (2.7), we can obtain

$$
\begin{equation*}
\sup _{1 \leq t \leq n} E\left\|N_{k+2}^{-1} Y_{t}(k)\right\|^{2}=O\left(n^{-1}\right) \tag{2.21}
\end{equation*}
$$

Since $z_{t}$ is strictly stationary and has a finite variance,

$$
\begin{equation*}
\sup _{1 \leq t \leq n} E\left\|n^{-1 / 2} \tilde{z}_{t}\right\|^{2}=O\left(n^{-1}\right) \tag{2.22}
\end{equation*}
$$

By (2.19)-(2.22), it is easy to know that (d) holds. Then (e)-(g) come directly from (d). This completes the proof.

Denote

$$
\begin{equation*}
g_{t}(u, \lambda)=u^{T} \delta_{n}^{T} X_{t-1}+\lambda\left\|\delta_{n}^{T} X_{t-1}\right\| \tag{2.23}
\end{equation*}
$$

where $u \in R^{p}$ and $\lambda \in R$.
Lemma 2.2. Suppose that $\left\{y_{t}\right\}$ is generated by the nonstationary $A R(p)$ model (1.1) and assumptions in the theorem hold. Then for any $d \in(0,1 / 2)$, every $u \in D_{\Delta}$ and $\lambda \in R$,

$$
\begin{equation*}
\sup _{(x, y) \in B_{n, d}} \frac{1}{\sqrt{n}} \sum_{t=1}^{n}\left|F\left(y+g_{t}(u, \lambda)\right)-F\left(x+g_{t}(u, \lambda)\right)\right|=o_{p}(1) \tag{2.24}
\end{equation*}
$$

where $B_{n, d}=\left\{(x, y) \in R \times R,|F(x)-F(y)| \leq n^{-(1 / 2)-d}\right\}$ and $D_{\Delta}=[-\Delta, \Delta]^{p}$ $\subset R^{p}$.

Proof. By Lemma 2.1(c) and (e), $\max _{1 \leq t \leq n}\left|g_{t}(u, \lambda)\right|=o_{p}(1)$ and $\sum_{t=1}^{n}\left|g_{t}(u, \lambda)\right| / \sqrt{n}=O_{p}(1)$. The remaining proof is similar to the arguments of Lemma 2.1 in Koul (1991) and hence is omitted. This completes the proof.

Define

$$
\begin{align*}
\tilde{Z}_{n}(x, s, u, \lambda)=\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[I\left(\varepsilon_{t} \leq x+g_{t}(u, \lambda)\right)\right. & -F\left(x+g_{t}(u, \lambda)\right)  \tag{2.25}\\
& \left.-I\left(\varepsilon_{t} \leq x\right)+F(x)\right]
\end{align*}
$$

and

$$
\begin{equation*}
H_{n}(x, s, u)=\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[F\left(x+u^{T} \delta_{n}^{T} X_{t-1}\right)-F(x)-u^{T} \delta_{n}^{T} X_{t-1} f(x)\right] \tag{2.26}
\end{equation*}
$$

where $g_{t}(u, \lambda)$ is defined by (2.23), $u \in R^{p}$ and $\lambda \in R$.
LEMMA 2.3. Under the assumptions of the theorem, for any $u \in D_{\Delta}$ and $\lambda \in R$,
(a)
(b)

$$
\begin{array}{r}
\sup _{s \in[0,1], x \in R}\left|\tilde{Z}_{n}(x, s, u, \lambda)\right|=o_{p}(1) \\
\sup _{s \in[0,1], x \in R}\left|H_{n}(x, s, u)\right|=o_{p}(1)
\end{array}
$$

where $\Delta$ is any fixed positive number and $D_{\Delta}$ is defined as in Lemma 2.2.
Proof. (a) Following the ideas of Boldin (1982) and Bai (1994), let $N(n)=\left[n^{1 / 2+d}\right]+1$, where $d \in(0,1 / 2)$ and partition the real line into $N(n)$
parts by the points

$$
-\infty=x_{0} \leq x_{1} \leq \cdots \leq x_{N}(n)=\infty \quad \text { where } F\left(x_{i}\right)=i / N(n) .
$$

Since $I\left(\varepsilon_{t} \leq x\right)$ and $F(x)$ are nondecreasing, for any $x \in\left(x_{r}, x_{r+1}\right]$, we have

$$
\begin{aligned}
\tilde{Z}_{n}(x, s, u, \lambda) \leq & \tilde{Z}_{n}\left(x_{r+1}, \frac{j}{n}, u, \lambda\right) \\
& +\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[F\left(x_{r+1}+g_{t}\right)-F\left(x+g_{t}\right)\right] \\
& +\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[I\left(\varepsilon_{t} \leq x_{r+1}\right)-F\left(x_{r+1}\right)-I\left(\varepsilon_{t} \leq x\right)+F(x)\right]
\end{aligned}
$$

and a reverse inequality with $x_{r+1}$ replaced by $x_{r}$, where $g_{t}$ denotes $g_{t}(u, \lambda)$ and $j=[n s]$. Therefore

$$
\begin{align*}
& \sup _{s \in[0,1], x \in R}\left|\tilde{Z}_{n}(x, s, u, \lambda)\right|  \tag{2.27}\\
& \quad \leq \max _{r} \max _{j}\left|\tilde{Z}_{n}\left(x_{r}, \frac{j}{n}, u, \lambda\right)\right|  \tag{2.28}\\
& \quad+\max _{r} \sup _{x \in\left(x_{r}, x_{r+1}\right]} \sup _{s} \frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left|F\left(x_{r+1}+g_{t}\right)-F\left(x+g_{t}\right)\right|  \tag{2.29}\\
& \left.\quad+\sup _{s,\left|t_{1}-t_{2}\right| \leq N^{-1}(n)} \frac{1}{\sqrt{n}} \right\rvert\, \sum_{t=1}^{[n s]}\left[I\left(\varepsilon_{t} \leq F^{-1}\left(t_{1}\right)\right)\right.  \tag{2.30}\\
& \left.\quad-t_{1}-I\left(\varepsilon_{t} \leq F^{-1}\left(t_{2}\right)\right)+t_{2}\right] \mid .
\end{align*}
$$

By the tightness of the sequential empirical processes based on i.i.d. random variables [see Bickel and Wichura (1971)] and $N^{-1}(n)=o(1)$, we know that (2.30) converges to zero in probability. By Lemma 2.2, (2.29) also converges to zero in probability. In the following, we will show that (2.28) converges to zero.

First note that

$$
\begin{align*}
& P\left(\max _{r} \max _{j}\left|\tilde{Z}_{n}\left(x_{r}, \frac{j}{n}, u, \lambda\right)\right|>\varepsilon\right)  \tag{2.31}\\
& \quad \leq N(n) \max _{r} P\left(\max _{j}\left|\tilde{Z}_{n}\left(x_{r}, \frac{j}{n}, u, \lambda\right)\right|>\varepsilon\right) .
\end{align*}
$$

Define

$$
a_{n t}=I\left(\varepsilon_{t} \leq x+g_{t}\right)-F\left(x+g_{t}\right)-I\left(\varepsilon_{t} \leq x\right)+F(x), \quad 1 \leq t \leq n .
$$

Then $S_{n, m}=\sum_{t=1}^{m} a_{n t}$ is a martingale array with respect to $\mathscr{F}_{m}=\sigma\left\{\varepsilon_{t}, t \leq m\right\}$ and

$$
\begin{equation*}
\tilde{Z}_{n}\left(x, \frac{j}{n}, u, \lambda\right)=\frac{1}{\sqrt{n}} S_{n, j} . \tag{2.32}
\end{equation*}
$$

By the Doob inequality, for any small $\varepsilon>0$,

$$
\begin{equation*}
P\left(\max _{j}\left|\tilde{Z}_{n}\left(x, \frac{j}{n}, u, \lambda\right)\right|>\varepsilon\right) \leq \varepsilon^{-4} n^{-2} E\left(S_{n n}^{4}\right) . \tag{2.33}
\end{equation*}
$$

By the Rosenthall inequality [Hall and Heyde (1980), page 23],

$$
\begin{equation*}
E\left(S_{n n}^{4}\right) \leq c E\left[\sum_{t=1}^{n} E\left(a_{n t}^{2} \mid \mathscr{F}_{t-1}\right)\right]^{2}+c \sum_{t=1}^{n} E\left(a_{n t}^{4}\right), \tag{2.34}
\end{equation*}
$$

for some constant $c$. By the assumptions of model (1.1), $X_{t-1}$ is measureable with respect to $\mathscr{F}_{t-1}$ and hence

$$
\begin{equation*}
E\left(a_{n t}^{2} \mid \mathscr{F}_{t-1}\right) \leq\left|F\left(x+g_{t}\right)-F(x)\right| \leq\left|g_{t}\right| \sup _{x}|f(x)| . \tag{2.35}
\end{equation*}
$$

By (2.35), we have

$$
\begin{aligned}
E\left[\sum_{t=1}^{n} E\left(a_{n t}^{2} \mid \mathscr{F}_{t-1}\right)\right]^{2} & \leq\left(\sup _{x}|f(x)|\right)^{2} E\left[\sum_{t=1}^{n}\left|g_{t}\right|\right]^{2} \\
& \leq n\left(\sup _{x}|f(x)|\right)^{2}\left[\sum_{t=1}^{n} E\left|g_{t}\right|^{2}\right] \\
& \leq n\left(\sup _{x}|f(x)|\right)^{2}(\|u\|+|\lambda|)^{2} \sum_{t=1}^{n} E\left\|\delta_{n}^{-1} X_{t-1}\right\|^{2} \\
& =O(n),
\end{aligned}
$$

where the last equation holds by lemma $2.1(\mathrm{~g})$. Next, since $\left|a_{n t}\right| \leq 2$, we have $\sum_{t=1}^{n} E\left(a_{n t}^{4}\right) \leq 16 n$. Further by (2.33), (2.34) and (2.36), we obtain

$$
\begin{aligned}
N(n) P\left(\max _{j}\left|\tilde{Z}_{n}\left(x, \frac{j}{n}, u, \lambda\right)\right|>\varepsilon\right) & \leq N(n) \varepsilon^{-4} n^{-2} O(n) \\
& \leq n^{1 / 2+d^{-4}} n^{-2} O(n)=o(1)
\end{aligned}
$$

for $d \in(0,1 / 2)$, where $o(1)$ does not depend on $x$. By (2.31), (2.28) converges to zero in probability. Summarizing the discussion for (2.27)-(2.30), we complete the proof of Lemma 2.3(a).
(b) By Taylor's expansion,

$$
\left|H_{n}(x, s, u)\right|=\frac{1}{\sqrt{n}}\left|\sum_{t=1}^{[n s]}\left[f\left(\xi_{t}\right)-f(x)\right]\left(u^{T} \delta_{n}^{T} X_{t-1}\right)\right|,
$$

where $\xi_{t}$ is between $x$ and $x+u^{T} \delta_{n}^{T} X_{t-1}$. By Lemma 2.1(c), $\sup _{1 \leq t \leq n} \mid \xi_{t}-$ $x \mid \leq\|u\| \sup _{1 \leq t \leq n}\left\|\delta_{n}^{T} X_{t-1}\right\|=o_{p}(1)$ uniformly in $x$. By assumption (ii), $\sup _{1 \leq t \leq n}\left|f\left(\xi_{t}\right)-f(x)\right|=o_{p}(1)$ uniformly in $x$. Further by Lemma 2.1(e), we
have

$$
\begin{aligned}
& \sup _{s \in[0,1], x \in R}\left|H_{n}(x, s, u)\right| \\
& \quad \leq \sup _{x \in R} \sup _{1 \leq t \leq n} \left\lvert\, f\left(\xi_{t}\right)-f(x)\| \| u\left\|\frac{1}{\sqrt{n}} \sum_{t=1}^{n}\right\| \delta_{n}^{T} X_{t-1}\right. \|=o_{p}(1)
\end{aligned}
$$

This completes the proof of Lemma 2.3.
Proof of the theorem. Note that

$$
\hat{\varepsilon}_{t}=\varepsilon_{t}-(\hat{\alpha}-\alpha)^{T} X_{t-1}=\varepsilon_{t}-\left[\delta_{n}^{-1}(\hat{\alpha}-\alpha)\right]^{T}\left(\delta_{n}^{T} X_{t-1}\right)
$$

Denote $\hat{u}=\delta_{n}^{-1}(\hat{\alpha}-\alpha)$. Then

$$
\begin{align*}
& \hat{K}_{n}(s, x)-K_{n}(s, x)-\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]} f(x) \hat{u}^{T} \delta_{n}^{T} X_{t-1} \\
& \quad=\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[I\left(\varepsilon_{t} \leq x+\hat{u}^{T} \delta_{n}^{T} X_{t-1}\right)-I\left(\varepsilon_{t} \leq x\right)-f(x) \hat{u}^{T} \delta_{n}^{T} X_{t-1}\right] \tag{2.37}
\end{align*}
$$

To study the process $\hat{K}_{n}(s, x)-K(s, x)-(1 / \sqrt{n}) \sum_{t=1}^{[n s]} f(x) \hat{u}^{T} \delta_{n}^{T} X_{t-1}$, we only need to study the process

$$
\begin{align*}
A_{n}(x, s, u)=\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}[ & I\left(\varepsilon_{t} \leq x+u^{T} \delta_{n}^{T} X_{t-1}\right)  \tag{2.38}\\
& \left.-I\left(\varepsilon_{t} \leq x\right)-f(x) u^{T} \delta_{n}^{T} X_{t-1}\right]
\end{align*}
$$

for all $u \in R^{p}$ and all $x \in R$. By assumption (iii), $\hat{u}=O_{p}$ (1) and thus the theorem is proved if

$$
\begin{equation*}
\sup _{u \in D_{\Delta}} \sup _{s \in[0,1], x \in R}\left|A_{n}(x, s, u)\right|=o_{p}(1) \quad \text { for every } \Delta>0 \tag{2.39}
\end{equation*}
$$

where $D_{\Delta}$ is defined as in Lemma 2.2. Denote

$$
\begin{align*}
Z_{n}(x, s, u)=\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}[ & I\left(\varepsilon_{t} \leq x+u^{T} \delta_{n}^{T} X_{t-1}\right)  \tag{2.40}\\
& \left.-F\left(x+u^{T} \delta_{n}^{T} X_{t-1}\right)-I\left(\varepsilon_{t} \leq x\right)+F(x)\right]
\end{align*}
$$

By the triangle inequality, $\left|A_{n}(x, s, u)\right| \leq\left|Z_{n}(x, s, u)\right|+\left|H_{n}(x, s, u)\right|$, where $H_{n}(x, s, u)$ is defined by (2.26). Therefore, to prove (2.39), it is sufficient to show that, for every $\Delta>0$.

$$
\begin{equation*}
\sup _{u \in D_{\Delta}} \sup _{s \in[0,1], x \in R}\left|Z_{n}(x, s, u)\right|=o_{p}(1) \tag{2.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{u \in D_{\Delta}} \sup _{s \in[0,1], x \in R}\left|H_{n}(x, s, u)\right|=o_{p}(1) \tag{2.42}
\end{equation*}
$$

Since $D_{\Delta}$ is a bounded and closed region of $R^{p}$, for every $\kappa>0$, there is a finite number of open subsets $\Delta_{i}(\kappa), i=1, \ldots, m$, each with diameter $\kappa$, such that $\bigcup_{i=1}^{m} \Delta_{i}(\kappa) \supset D_{\Delta}$ and $\Delta_{i}(\kappa) \cap D_{\Delta}$ is not empty. Let $u_{r}$ be any fixed point in $\Delta_{r}(\kappa) \cap D_{\Delta}$. Then for any $u \in \tilde{\Delta}_{r}=\Delta_{r}(\kappa) \cap D_{\Delta}$, we have

$$
\begin{equation*}
\left|g_{t}(u, \lambda)-g_{t}\left(u_{r}, \lambda\right)\right| \leq\left\|u-u_{r}\right\|\left\|\delta_{n}^{T} X_{t-1}\right\| \leq \kappa\left\|\delta_{n}^{T} X_{t-1}\right\| \tag{2.43}
\end{equation*}
$$

that is,

$$
\begin{equation*}
g_{t}\left(u_{r}, \lambda-\kappa\right) \leq g_{t}(u, \lambda) \leq g_{t}\left(u_{r}, \lambda+\kappa\right) \tag{2.44}
\end{equation*}
$$

where $g_{t}(u, \lambda)$ is defined by (2.33).
Note that $Z_{n}(x, s, u)=\tilde{Z}_{n}(x, s, u, 0)$, where $\tilde{Z}_{n}(x, s, u, \lambda)$ is defined by (2.25). By the monotonicity of the indicator function, we obtain

$$
\begin{align*}
Z_{n}(x, s, u) \leq & \tilde{Z}_{n}\left(x, s, u_{r}, \kappa\right) \\
& +\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[F\left(x+g_{t}\left(u_{r}, k\right)\right)-F\left(x+g_{t}(u, 0)\right)\right] \tag{2.45}
\end{align*}
$$

and a reverse inequality with $\kappa$ replaced by $-\kappa$, for all $u \in \tilde{\Delta}_{r}$. However since assumption (ii) implies that $\sup _{x}|f(x)|<\infty$, by the mean value theorem,

$$
\begin{align*}
& \left|\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[F\left(x+g_{t}\left(u_{r}, \pm \kappa\right)\right)-F\left(x+g_{t}(u, 0)\right)\right]\right| \\
& \quad \leq \sup _{x}|f(x)| \frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left|g_{t}\left(u_{r}, \pm \kappa\right)-g_{t}(u, 0)\right|  \tag{2.46}\\
& \quad \leq \frac{2 \kappa \sup _{x}|f(x)|}{\sqrt{n}} \sum_{t=1}^{n}\left\|\delta_{n}^{T} X_{t-1}\right\|=\kappa O_{p}(1)
\end{align*}
$$

where the last equation holds by Lemma 2.1(e) and $O_{p}$ (1) uniformly holds for all $s \in[0,1]$, all $x \in R$, all $u \in \tilde{\Delta}_{r}$ and all $r \in\{1, \ldots, m\}$.

Given any small $\varepsilon>0$ and $\eta>0$, by (2.46), there exists a $\kappa=\kappa(\varepsilon, \eta)>0$ such that

$$
\begin{align*}
& P\left\{\left.\frac{1}{\sqrt{n}} \max _{r} \sup _{u \in \tilde{\Delta}_{r}} \sup _{s} \sup _{x} \right\rvert\, \sum_{t=1}^{[n s]}\left[F\left(x+g_{t}\left(u_{r}, \pm \kappa\right)\right)\right.\right. \\
&\left.\left.-F\left(x+g_{t}(u, 0)\right)\right] \left\lvert\, \geq \frac{\varepsilon}{3}\right.\right\}<\eta \tag{2.47}
\end{align*}
$$

for all $n$. Next for the $\pm \kappa$, by Lemma 2.3(a), we can find $n_{0}=n_{0}(\varepsilon, \eta)$ such that, for $n>n_{0}$,

$$
\begin{align*}
& P\left\{\max _{r} \sup _{s \in[0,1], x \in R}\left|\tilde{Z}_{n}\left(x, s, u_{r}, \pm \kappa\right)\right| \geq \frac{\varepsilon}{3}\right\}  \tag{2.48}\\
& \quad \leq m \max _{r} P\left\{\sup _{s \in[0,1], x \in R}\left|\tilde{Z}_{n}\left(x, s, u_{r}, \pm \kappa\right)\right| \geq \frac{\varepsilon}{3}\right\}<\eta
\end{align*}
$$

because $\kappa$ is fixed and the number $m$ of open subsets is also fixed. So when $n>n_{0}$, by (2.45), (2.47) and (2.48), we have

$$
\begin{aligned}
& P\left\{\sup _{u \in D_{\Delta}} \sup _{s \in[0,1], x \in R}\left|Z_{n}(x, s, u)\right| \geq \varepsilon\right\} \\
& \quad \leq P\left\{\max _{r} \sup _{s \in[0,1], x \in R}\left|\tilde{Z}_{n}\left(x, s, u_{r}, \kappa\right)\right| \geq \frac{\varepsilon}{3}\right\} \\
& 49) \quad+P\left\{\max _{r} \sup _{s \in[0,1], x \in R}\left|\tilde{Z}_{n}\left(x, s, u_{r},-\kappa\right)\right| \geq \frac{\varepsilon}{3}\right\} \\
& \quad+P\left\{\left.\frac{1}{\sqrt{n}} \max _{r} \sup _{u \in \tilde{\Delta}_{r}} \sup _{s} \sup _{x} \right\rvert\, \sum_{t=1}^{[n s]}\left[F\left(x+g_{t}\left(u_{r}, \pm \kappa\right)\right)\right.\right. \\
& \left.\left.\quad-F\left(x+g_{t}(u, 0)\right)\right] \left\lvert\, \geq \frac{\varepsilon}{3}\right.\right\} \\
& \leq 3 \eta .
\end{aligned}
$$

So (2.41) holds.
Since $F(x)$ is a nondecreasing function, we obtain that, as $u \in \tilde{\Delta}_{r}$,

$$
\begin{align*}
& H_{n}(x, s, u) \\
& =\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[F\left(x+u^{T} \delta_{n}^{T} X_{t-1}\right)-F(x)-f(x) u^{T} \delta_{n}^{T} X_{t-1}\right] \\
& \leq \frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[F\left(x+u_{r}^{T} \delta_{n}^{T} X_{t-1}+\kappa\left\|\delta_{n}^{T} X_{t-1}\right\|\right)\right. \\
& \left.-F(x)-f(x) u^{T} \delta_{n}^{T} X_{t-1}\right] \\
& =H_{n}\left(x, s, u_{r}\right)+\frac{1}{\sqrt{n}} \sum_{t=1}^{[n s]}\left[F\left(x+u_{r}^{T} \delta_{n}^{T} X_{t-1}+\kappa\left\|\delta_{n}^{T} X_{t-1}\right\|\right)\right.  \tag{2.50}\\
& -F\left(x+u_{r}^{T} \delta_{n}^{T} X_{t-1}\right)+f(x) u_{r}^{T} \delta_{n}^{T} X_{t-1} \\
& \left.-f(x) u^{T} \delta_{n}^{T} X_{t-1}\right] \\
& \leq H_{n}\left(x, s, u_{r}\right)+\frac{2 \kappa \sup _{x}|f(x)|}{\sqrt{n}} \sum_{t=1}^{n}\left\|\delta_{n}^{T} X_{t-1}\right\| \\
& =H_{n}\left(x, s, u_{r}\right)+\kappa O_{p}(1),
\end{align*}
$$

where the last equation holds by Lemma 2.1(e) and $O_{p}(1)$ uniformly holds for all $s \in[0,1]$, all $x \in R$, all $u \in \tilde{\Delta}_{r}$ and all $r \in\{1, \ldots, m\}$. A reverse inequality holds as $\kappa$ is replaced by $-\kappa$ in (2.50).

Given any small $\varepsilon>0$ and $\eta>0$, similar to (2.49), using (2.50) and Lemma 2.3(b), we can also show that there exists $n_{0}=n_{0}(\varepsilon, \eta)$ such that,
when $n>n_{0}$,

$$
P\left\{\sup _{u \in D_{\Delta}} \sup _{x \in R, s \in[0,1]}\left|H_{n}(x, s, u)\right| \geq \varepsilon\right\}<\eta
$$

Thus (2.42) holds. This completes the proof of the theorem.
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