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SENETA–HEYDE NORMING IN THE
BRANCHING RANDOM WALK

BY J. D. BIGGINS1 AND A. E. KYPRIANOU2

University of Sheffield

In the discrete-time supercritical branching random walk, there is a
Kesten�Stigum type result for the martingales formed by the Laplace
transform of the nth generation positions. Roughly, this says that for
suitable values of the argument of the Laplace transform the martingales
converge in mean provided an ‘‘X log X ’’ condition holds. Here it is
established that when this moment condition fails, so that the martingale

Ž .converges to zero, it is possible to find a Seneta�Heyde renormalization
Ž .of the martingale that converges in probability to a finite nonzero limit

when the process survives. As part of the proof, a Seneta�Heyde renor-
Ž .malization of the general Crump�Mode�Jagers branching process is

obtained; in this case the convergence holds almost surely. The results
rely heavily on a detailed study of the functional equation that the
Laplace transform of the limit must satisfy.

1. Introduction. This paper considers the usual supercritical branching
random walk. Thus, ignoring the spatial element, the population grows like a
supercritical Galton�Watson process. The initial ancestor is at the origin of
the real line, �, and the positions of her children are given by a point process
Z. Each of these children has children in the same way, in that the positions
of each family relative to the parent are given by an independent copy of Z,
and so on. Individuals are labelled by their line of descent, so if u � i ��� i1 n
then u is the i th child of the i th child of . . . the i th child of the initialn n�1 1

� �ancestor. Now let u be the generation in which u is born and write v � u if
v is a strict ancestor of u. Let TT be the set of all people ever born, which can
be viewed as a tree, with the population members as the nodes. Sums,
products, sets and so on, defined with an index ranging over individual’s
labels will be restricted to those actually born, without this being made

� � � 4explicit. So u: u � 1 is the set of children born to the initial ancestor and is
� � � 4 � Ž .4more accurately written as u: u � 1, u � TT or u: u � 1, 2, . . . , Z � .

Denote the sigma-field generated by the process up to the nth generation
by FF n. Let Z Žn. be the point process formed by the nth generation, with
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� � � 4points z : u � n ; then, by definition, for any set Au

1.1 Z Žn�1. A � Z A � z ,Ž . Ž . Ž .Ý u u
� �u �n

where, given FF n, Z are independent copies of Z. In general, a subscript uu
will be used to indicate quantities associated with u.

Suppose Z has intensity measure � with Laplace�Stieltjes transform

m � � exp �� x � dx � E exp �� x Z dx � E exp �� z .Ž . Ž . Ž . Ž . Ž . Ž .ÝH H u
� �u �1

The following assumptions will be in force except when explicitly discarded.

� Ž . 4A1. int �: m � � � is non-empty.
Ž .A2. m � m 0 � 1.

Ž Ž . . .A3. P Z � � � � 0 .
� Ž . 4A4. � � int �: m � � � .

A5. � � 0.

Ž .The condition A1 comfortably ensures that convolutions of � are well
defined, and, in conjunction with A4, allows calculations involving the Laplace
transform in a neighborhood of � . The condition A2 is simply that the process
is supercritical, so it survives for all generations with positive probability. A3
insists that family sizes are finite, which implies that every generation is

Ž Ž Žn.Ž . . .finite i.e., P Z � � � � 0 for all n . Finally, A5 is for convenience; cases
with � � 0 are transformed to satisfy A5 by reflection of peoples’ positions
through the origin.

It is well known and easily shown that

exp �� zŽ .u�nŽn. Žn.W � � m � exp �� x Z dx �Ž . Ž . Ž . Ž . ÝH nm �Ž .� �u �n

� n4is a martingale with respect to the sigma-fields FF . This martingale is
Ž .positive and so has an almost sure limit W � which, by Fatou’s lemma,

� Ž .�satisfies E W � � 1. When � � 0, the study of this martingale goes back a
long way, with the definitive result on the conditions needed for its L1
convergence being given by the Kesten�Stigum theorem.

Žn.Ž .The L convergence of the martingale W � , or variants of it, has also1
Ž .been considered by several authors; see in particular Kingman 1975 , Ka-

Ž . Ž . Ž . Ž .hane and Peyriere 1976 , Biggins 1977a , Neveu 1988 , Lyons 1996 , Liu`
Ž . Ž .1997 , Waymire and Williams 1994, 1995, 1996 . The next result is ex-

Ž .tracted from Biggins 1977a . To state it, a little further notation is useful.
Ž . Ž .For a fixed � , with m � finite, let X � be a random variable such that

X � � log m � �� has the distributionŽ . Ž .Ž .
1.2Ž .

exp �z� � log m � � dz .Ž . Ž .Ž .
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Ž .The condition that EX � � 0 will appear quite often. It will be assumed
Ž .throughout that EX � is defined; this is implied by A4 when the assump-

tions are in force, and then

EX � � log m � � � m� � �m � .Ž . Ž . Ž . Ž .

Žn.Ž . Ž .THEOREM 1.1. The martingale W � converges in L , so that EW � � 1,1
if and only if
1.3 EX � � 0Ž . Ž .

and
Ž1. � Ž1.1.4 E W � log W � � �,Ž . Ž . Ž .

Ž .and EW � � 0 otherwise.

In fact, under A1,

int � : m � � � 	 � : log m � � �m� � �m � � 0� 4 � 4Ž . Ž . Ž . Ž .
Ž .is an open interval, so that, 1.3 with A4 simply restricts � to lie in this

interval.
Ž . ŽWhen � � 0 only condition 1.4 matters the assumptions are also not

.needed; 1 � m � � suffices and then Theorem 1.1 is the Kesten�Stigum
Ž .theorem. For that case it was established by Seneta 1968 that it is always

� 4 Žn.Ž .possible to find a sequence of constants c such that W 0 �c has a finiten n
Ž .nonzero limit in distribution; Heyde 1970 strengthened this to almost sure

� 4convergence. Thus c provides the Seneta�Heyde norming for the martin-n
Žn.Ž . Ž . � 4gale W 0 . Of course when 1.4 holds, c must converge to a finiten

�nonzero constant. It is more usual to rescale the generation size; that is,
Žn.Ž . Ž n Žn.Ž ..Z � � m W 0 , defining the Seneta�Heyde norming to be, in the

notation just introduced, mnc , but it will be more convenient here to think inn
�terms of rescaling the martingale. The main objective of this paper is to find

Žn.Ž .a Seneta�Heyde norming for the martingale W � , that is, to prove the
following theorem.

Ž . � 4THEOREM 1.2. When EX � � 0 there exists a sequence of constants cn
such that

W Žn. �Ž .
� � in probability,

cn

where � is a finite random variable which is strictly positive when the process
survives.

� 4In general c and � both depend on � . Notice that the theorem onlyn
claims convergence in probability, rather than almost surely, for the renor-
malized martingale. The proof suggests that there may be cases where this is
the best that can be done without further conditions, but more work on this
aspect is required. Almost sure convergence of Seneta�Heyde renormaliza-
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tions for related martingales will result from the method here. In particular,
Ž .a new proof of the renormalization of the general C-M-J branching process,

Ž .obtained by Cohn 1985 , will be given. In fact the result obtained here
Ž .Corollary 7.2 makes weaker assumptions than were used by Cohn.

To simplify the notation, let

exp �� zŽ .u
y � � .Ž .u � �um �Ž .

Furthermore, since for many of the arguments � is fixed, it will be omitted
whenever possible. Thus, following this convention, W Žn. � Ý y .� u ��n u

Let us note straightaway that, for fixed u,

y exp �� z � zŽ .Ž .ui ui u
: i � 1, 2, . . . , Z � � : i � 1, 2, . . . , Z � ,Ž . Ž .u u½ 5 ½ 5y m �Ž .u

� u � � Ž .4which by definition, given FF , is a copy of y : v � 1, 2, . . . , Z � .v
By looking at the branching processes stemming from each first generation

person it is easily seen that

exp �� zŽ .uŽn�1. Žn. Žn.W � W � y W ,Ý Ýu u um �Ž .� � � �u �1 u �1

where, given FF 1, W Žn. are independent copies of W Žn.. Therefore, providedu
� 4the constants c satisfy c �c � 1, the random variable � arising inn n�1 n

Theorem 1.2 should satisfy the distributional equation

� � y � ,Ý u u
� �u �1

� � � 4where, given y : u � 1 , � are independent copies of �. Expressing thisu u
distributional equation in terms of the Laplace transform of � it becomes

1.5 � x � E � xy .Ž . Ž . Ž .Ł u
� �u �1

This and similar equations have been much studied; see for example Kahane
Ž . Ž . Ž .and Peyriere 1976 , Biggins 1977a , Durrett and Liggett 1983 , Pakes`

Ž . Ž .1992 , Liu 1996 .
The following results on the functional equation, which are central to the

proof of the main result and of independent interest, will be established. In
Ž .them, for simplicity, attention will be confined to solutions of 1.5 that lie in

the set of Laplace transforms of nonnegative variables. There are interesting
problems, which we hope to consider elsewhere, associated with the possibil-
ity of allowing the solution to lie in some larger set. A nontrivial solution to
Ž .1.5 is one that is the Laplace transform of a finite nonnegative variable that
is not degenerate at zero.

Ž . Ž .THEOREM 1.3. When EX � � 0, the functional equation 1.5 has a non-
trivial solution.
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Ž . Ž .THEOREM 1.4. When m � � � and EX � � 0, any nontrivial solution �
Ž . Ž .� �1Ž Ž ..�to the functional equation 1.5 is such that L x � x 1 � � x is slowly

Ž .varying as x�0. A1�A5 are not needed.

Ž .THEOREM 1.5. When EX � � 0, the nontrivial solution to the functional
Ž . Ž .equation 1.5 is unique up to a multiplicative constant in the argument .

Ž .Existence follows from Theorem 1 of Liu’s 1996 extension of the work of
Ž .Durrett and Liggett 1983 , on a rather more general functional equation, but

will also be a by-product of results proved here; see Section 2. Notice that, in
the framework adopted here,

exp �� zŽ .u
E y � E � 1,Ý Ýu m �Ž .� � � �u �1 u �1

Ž . Ž . Ž . Ž . xso the function 	 in Liu 1996 is given by 	 x � m � x �m � and the
condition on 	 in Liu’s Theorem 1 is automatically satisfied. Theorem 2 of Liu
Ž .1996 gives results on slow variation, but when specialized to this case it

Ž . �requires the extra condition that m 0 � �. For the translation, note that
Ž . �Ž . Ž .log 	 there is convex in x with derivative at x � 1 given by � m � �m � �

Ž . � Ž .log m � . The results in Liu 1996 on uniqueness within certain classes did
not go far enough for our purposes, but analysis of certain multiplicative
martingales eventually establishes Theorem 1.5.

Ž .In the Galton�Watson case, the functional equation 1.5 becomes the
Ž . Ž Ž ..Poincare functional equation, � x � f � x�m with f the probability gen-´

erating function of the family size, the study of which goes back to the last
century. For branching Brownian motion, the analogue of the functional

Ž .equation is the Kolmogorov�Petrovski�Piscounov or Fisher equation. It was
Ž .Neveu’s 1988 use of solutions to the KPP equation to study branching

Brownian motion and in particular the multiplicative martingales used in his
study, that was the original inspiration for this study.

The proof of Theorem 1.2 is based on a method pioneered by Cohn in a
Ž .series of papers; see Cohn 1985 , for example. The idea is to find a normaliza-

tion which prevents any limit being degenerate at zero or infinity, take a
subsequence along which convergence in distribution holds, show that the
Laplace transform of the limit of this subsequence satisfies the functional
equation, use properties of the solution to show that the convergence along

Žthis subsequence can be strengthened to convergence in probability Cohn
.usually phrases this in terms of a law of large numbers and, finally, use

uniqueness of the solution to show that convergence must hold along the
whole sequence.

A continuous-time Markov version of the process, in which individuals
move during their lifetime according to an independent increment process, is

Ž .described in the final section of Biggins 1992 . It is fairly straightforward to
establish the analogue of Theorem 1.2 for such a process using the results
given here, essentially by a discrete skeleton argument. The details of the
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Ž .argument can be found in Biggins and Kyprianou 1996 , along with a
discussion of the strategy of the proof given here.

2. A law of large numbers. The first ingredient in the proof of the
existence of Seneta�Heyde norming constants for the martingales W Žn. is a
law of large numbers. An immediate consequence will be that the functional

Ž .equation 1.5 does have nontrivial solutions. Before giving the law of large
numbers, three lemmas are needed; the second of these will figure at several
other places in the discussion too.

� 4LEMMA 2.1. Suppose c is a sequence of nonnegative constants satisfyingi
� 4Ý c � 1, with a � max c . Suppose Y are independent identically dis-i i i i

� �tributed copies of a nonnegative random variable Y with E Y � � and
EY � 0. Then, for 
 � 1�2,

�2 1�a
� � � �P c Y � 
 � atP Y � t dt � P Y � t dt .Ž . Ž .Ý H Hi i 2ž / ž /
 0 1�ai

Ž .This result is a special case of Lemma 2.2 in Kurtz 1972 ; see in particular
the Remark at the end of Section 2 of that paper.

Let
l Žn. � sup yu

� �u �n

and let
y l Žn.uŽn.L � sup � .Žn.Ý y W� � � v ��n vu �n

Both are taken to be zero if the process is extinct by the nth generation.

Ž . Ž Žn..1� nLEMMA 2.2. i When EX � 0, l converges as n � � to a limit that is
strictly less than 1.

Ž . Žn.ii l � 0.

PROOF. Let B be the position of the left-most nth generation person. Byn
Ž .the Corollary to Theorem 2 in Biggins 1977b , B �n converges almost surelyn

on the survival set to a constant � , given by

� � inf a: inf m � exp �a � 1 ;Ž . Ž .½ 5
a �

Ž . Ž .consequently, exp �� m � 
 1. Hence
1�n

1�n exp �� zŽ .u
sup y � sup nuž / ž /m �Ž .� � � �u �n u �n

exp ��B �n 1Ž .n� � .ž /ž /m � exp �� m �Ž . Ž . Ž .
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Ž . Ž . Ž . Ž .If exp �� m � � 1 then exp �� m � attains its minimum when � � � and
Ž .calculus justified by A4 shows that EX � 0, a contradiction; hence

Ž . Ž . Ž .exp �� m � � 1, proving i . Note that

l Žn. � y � W Žn. � 0Ý u
� �u �n

Ž . Ž .when EX � 0 by Theorem 1.1. Combining this with i proves ii . �

It is possible to prove that l Žn. � 0 without A1�A5, but the result above
will suffice for this study.

Ž Žn..1� nLEMMA 2.3. When EX � 0, L converges as n � � when the process
survives, almost surely, to a limit that is strictly less than 1; thus LŽn. � 0.

PROOF. The numerator in LŽn. is dealt with by Lemma 2.2, so it is enough
to discuss the denominator. As part of their Theorem 1, Chauvin and Rouault
Ž . Ž Žn..1� n1996 show that, W � 1 on the survival set, almost surely, when

Ž . �Ž . Ž . �log m � � � m � �m � � 0 which is equivalent to EX � 0 under A4, as
.has already been observed . Chauvin and Rouault assume throughout that

Ž .m � � � for all �, but this condition is not needed in their proof of the result
used here. �

THEOREM 2.4. When EX � 0,

W Žn�1.

2.1 � 1 in probability,Ž . Žn.W

on the survival set of the process.

� Žn. 4PROOF. Let SS be the survival set and let SS � W � 0 so that SS � SS .n n
Then

Žn�1. Žn�1.W W
n� 4 � 4E I SS I � 1 � 
 � E E I SS I � 1 � 
 FF ,nŽn. Žn.½ 5 ½ 5W W

so it will suffice to show that the right-hand side here converges to zero.
It is easy to see that on SS ,n

W Žn�1. yu Ž1.� 1 � W � 1 ,Ž .Ý uŽn. ž /Ý yW � v ��n v� �u �n

where W Ž1. are independent copies of W Ž1., given FF n.u
Ž . Ž Ž1. . � Ž1. � Ž1.Let G t � P W � 1 � t . Using Lemma 2.1 and W � 1 � W � 1 it

follows that, on SS ,n

Žn�1.
�W 2 Žn.1�Ln Žn.P � 1 � 
 FF � L tG t dt � G t dt .Ž . Ž .H HŽn. 2 ž /Žn.W 
 0 1�L
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which, by Lemma 2.3 and dominated convergence, converges to zero almost
surely as n � �. The left-hand side here is also bounded by 1, so taking
expectations and using dominated convergence again gives the required
result. �

Žn. Ž .PROOF OF THEOREM 1.3. Let the Laplace transform of W be � x .n
Ž .Take c to be such that � 1�c �  , where  is fixed to be greater than then n n

extinction probability but less than one. Choose a subsequence such that
W Žn.�c converges in distribution, with the transform of the limit being �.n
Note that

W Žn.
uŽn�1. Žn. Žn�1.W � y W � y W ,Ý Ýu u u u Žn�1.Wu� � � �u �1 u �1

so, dividing through by c , taking Laplace transforms, letting n go ton�1
infinity through the selected subsequence, and using A3 and the law of large
numbers proved in Theorem 2.4, it follows that � satisfies the functional

Ž . Ž . Ž Ž ..equation. Furthermore, � 0 must satisfy � 0 � f � 0 where f is the
Ž . Ž .generating function of the family size and � 0 
 � 1 �  , which by ar-

Ž .rangement exceed the extinction probability. Hence � 0 � 1 so the limit
along any subsequence must be proper, and it cannot be degenerate at zero

Ž . Ž .because � 0 � � 1 . �

This shows that Theorem 1.3 holds whenever a result of the form given in
Theorem 2.4 is available.

3. The functional equation and multiplicative martingales. The
next theorem shows that solutions to the functional equation lead immedi-

Ž .ately to martingales. Neveu 1988 calls these martingales, which are formed
by taking suitable products, ‘‘multiplicative martingales’’ and calls the W Žn.

Ž‘‘additive martingales’’ because they involve summing terms. The empty
.product is 1.

Ž .THEOREM 3.1. If � is a solution to the functional equation 1.5 then, for
each x � 0,

exp �� zŽ .uŽn.M x � � xy � � xŽ . Ž .Ł Ł nu ž /m �Ž .� � � �u �n u �n

� n4is a martingale with respect to FF .

Ž .PROOF. Splitting the n � 1 th generation into families yields

Žn�1. n n�E M x FF � E � xy FFŽ . Ž .Ł Ł ui
� � iu �n

n� E � xy y �y FFŽ .Ž .Ł Ł u ui u
� � iu �n

� � xy � M Žn. x ,Ž . Ž .Ł u
� �u �n
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where the third equality uses the functional equation and the fact that, given
n � Ž .4FF , for each nth generation u, y �y : i � 1, 2, . . . , Z � is an independentui u u

� � � 4copy of y : v � 1 . �v

� Žn.Ž .4 Ž .The martingale M x is bounded and so has an almost sure and L1
Ž .limit M x ; thus the following corollary is immediate.

COROLLARY 3.2. For any n,

� x � E � xyŽ . Ž .Ł u
� �u �n

Ž . Ž .and EM x � � x .

4. L is slowly varying. Both for the argument in this section and for
later ones, we need to be able to estimate expressions like

� 4E I y � � y .Ý u u
� �u �n

This is facilitated by expressing them in terms of the random variable X,
Ž .defined at 1.2 . Let S be the sum of n independent copies of X.n

Ž . Ž .LEMMA 4.1 A1�A5 are not required . Suppose � � 0 and m � � �.

Ž . � Ž . 4i When � � int �: m � � � , the Laplace transform of X is
m 1 � � �Ž .Ž .�� XEe � .1��m �Ž .

� �� 4ii E I y � � y � P S 
 �log � .Ž . Ý u u n
� �u �n

Ž .iii Given sets B , . . . , B ,1 n

� �E I �log y � B , v � u , v � 1, . . . , n y� 4Ý v � v � u
� �u �n

� P S � B , j � 1, . . . , n .j j

PROOF. The first two parts are straightforward calculations; similar re-
Ž .sults were used in Section 2 of Biggins 1977a . The final part is proved by

induction on n. The sum is split according to the first generation, expecta-
tions are taken conditional on FF 1 with the induction hypothesis and the
branching property being used to compute the terms, then the overall expec-
tation is computed and seen to be of the required form. �

� � � 4PROOF OF THEOREM 1.4. Suppose, temporarily, that u � n is ordered
Ž .arbitrarily by � , then, from Corollary 3.2 and the definition of L,

1 � Ł � xy 1 � � xyŽ . Ž .� u ��n u u
L x � E � E � xy ,Ž . Ž .Ý Ł vx x v�u� �u �n
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where the second equality arises from a telescoping sum, giving the identity

L xyŽ .u
4.1 1 � E y � xy .Ž . Ž .Ý Łu vL xŽ . v�u� �u �n

Ž . �Because L x is a Laplace transform of a positive measure see Feller
Ž . � Ž .1971 , XIII.2 it is monotone decreasing as x increases. Suppose that L x is

� 4not slowly varying, so there exists a constant � � 1 and a sequence x withk
Ž . Ž .x �0 such that L x � �L x � � � 1; then, by monotonicity,k k k

L x yŽ .k
lim inf 
 � for all y � � .

L xk�� Ž .k

� 4 Ž .Letting x�0 through x in 4.1 and using Fatou’s lemma givesk

� 4 � 41 
 E � y I u: y � � � y I u: � � y � 1 ,Ý Ýu u u u
� � � �u �n u �n

� �which, because E Ý y � 1, implies that� u ��n u

� 4 � 4� � 1 E I u: y � � y � E I u: y � 1 y .Ž . Ý Ýu u u u
� � � �u �n u �n

Provided EX � 0, the expectation on the left tends to one and that on the
Ž .right tends to zero, by Lemma 4.1 ii and the weak law of large numbers. This

forces � � 1, which is a contradiction. �

5. The limit of the multiplicative martingales.

LEMMA 5.1.

5.1 � log M x � lim xy L xy .Ž . Ž . Ž .Ý u u
n � �u �n

PROOF. By Lemma 2.2, sup y � l Žn.�0. For any 
 � 0, provided n is� u ��n u
large enough to make l Žn. sufficiently small,

�log M Žn. x � � log � xyŽ . Ž .Ý u
� �u �n


 � 1 � � xyŽ .Ž .Ý u
� �u �n


 � 1 � 
 log � xy � � 1 � 
 log M Žn. x .Ž . Ž . Ž . Ž .Ý u
� �u �n

Taking limits here and using the definition of L completes the proof. �

�Ž . Ž . Ž . Ž .When � 0 � �1, L y �1 as y�0, so that 5.1 implies that �log M x
� xW, and hence, by Corollary 3.2, � is the Laplace transform of W. In the

Ž . Ž . Ž .general case, if L xy in 5.1 could be approximated by L a for someu n
Ž . Žn. Ž .constants a , this would imply that L a W converged almost surely ton n
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Ž .�log M 1 , solving the original problem. This idea seems not to work as just
described, which, at least on our present understanding, prevents us from
obtaining almost sure convergence in Theorem 1.2. However, the slow varia-
tion of L does allow the identification of � as the Laplace transform of

Ž .�log M 1 as the next lemma shows.

Ž . Ž . Ž . xLEMMA 5.2. i M x � M 1 ;
Ž . Ž .ii � log M 1 has Laplace transform �;
Ž . Ž Ž . .iii P M x � 0 � 0;
Ž . � Ž . 4iv M x � 1 is the survival set, almost surely.

PROOF. Note first that

Ý y L xy Ý y L y L xy �L y � 1Ž . Ž . Ž . Ž .Ž .Ž .� u ��n u u � u ��n u u u u� 1 �
Ý y L y Ý y L yŽ . Ž .� u ��n u u � u ��n u u

L xyŽ .u� sup � 1 ,
L yŽ .� � uu: u �n

which converges to zero as n � �, because L is slowly varying and
sup y � l Žn.�0 as n � �, by Theorem 1.4 and Lemma 2.2, respectively.� u ��n u

Ž . Ž . xBy Lemma 5.1, it follows that M x � M 1 , and taking expectations of this
� Ž . Ž .�using the fact noted in Corollary 3.2 that EM x � � x gives the second

Ž .assertion. Since � is the Laplace transform of a proper variable, iii holds.
� Ž . 4For the final part, note that M x � 1 must be at least the set of extinction,

Ž Ž . . Ž . Ž Ž .. Ž . Ž .and that P M x � 1 � � � which satisfies f � � � � � , hence � �
Ž .actually is the extinction probability and iv must hold. �

To prove the uniqueness of solutions to the functional equation, other
multiplicative martingales have to be introduced. Their form is similar to

Žn. � � � 4that of M , but the products, instead of being taken over u: u � n , will be
taken over other sets of individuals.

6. General multiplicative martingales. This discussion draws on
Ž . Žideas and arguments in work on optional stopping lines by Chauvin 1988,

. Ž .1991 and Jagers 1989 .
Ž .A stopping line ll is a set of individuals none of whom lies in the line of

descent of any other; FF ll contains full information on the life histories of all
individuals that are neither in ll nor a descendent of any member of ll . The

Ž .partial ordering of TT by ‘‘is an ancestor of’’ � induces a partial order on
Žlines, with ll � ll when every member of ll is a descendent not necessar-1 2 2

.ily strict of some member of ll . An optional line � is a random line with the1
� 4 llproperty that, for any fixed line ll , � � ll � FF , so, intuitively, the family

trees descended from � ’s members have no part in determining � . It turns out
that the martingale introduced in Theorem 3.1 is best viewed as arising as a
particular case of products being taken over an increasing sequence of
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optional lines. The general case is described at the end of this section, after
the necessary technical apparatus has been put in place.

The branching property, that different individuals in the same generation
give rise to independent copies of the original tree, extends to individuals on

�Ž . �an optional line, as is proved in Jagers 1989 , Theorem 4.14 . To be more
precise, let TT be the tree emanating from u viewed with u as the initialu

� �ancestor and let � be an optional line. Then, conditioned on FF , the trees TT :u
4u � � are independent copies of the original tree TT. Thus, for u � � ,

� 4 � � 4y �y : v has, given FF , the same distribution as y : v . It will be relevantuv u v
later that Jagers’ result is actually for the multitype process with a general
set of types, in which the distribution of a tree depends on the type of its
initial ancestor.

Given any optional line � , let

M Ž� . x � � xy .Ž . Ž .Ł u
u��

To simplify notation, the convention is adopted that products are over u
when no variable is specified, so the ‘‘u � ’’ will often be dropped in u � � ,

Ž .and so on. The argument ‘‘ x ’’ will also be suppressed when possible.
Ž .Notation for certain characteristics of lines is now introduced. Let E n be�

Ž .the members of � in the nth generation, and let A n be the nth generation�

Ž . Ž .members who have no ancestors including themselves in � . Let g � be
� Ž . 4 Ž .sup n: A n � � , so g � is the latest generation containing a member with�

Ž . � � � 4 Ž .no ancestor in � , and let g � be inf u : u � � , so g � is the earliest
Ž .generation containing a member of � . If g � is finite then � cuts right across

the tree.
In the next lemma and the following theorem, M is the limit of the

martingale M Žn. introduced in Corollary 3.2.

Ž .LEMMA 6.1. Assume that � is optional and g � is finite almost surely.
Then

� � Ž� .� �E M FF � M .

PROOF. Using the notation just introduced,

n
Žn. � ��� �E M FF � E � xy � xy FF .Ž . Ž .Ł Ł Ł Łuv už /j�1 Ž . � � Ž .E j v �n�j A n� �

Thus, pulling the FF �-measurable parts outside the expectation and applying
the branching property together with Corollary 3.2,

n yuvŽn. � ��� �E M FF � E � xy FF � xyŽ .Ł Ł Ł Łu už /ž /ž /yj�1 Ž . � � Ž .E j v �n�j A nu� �

n

� � xy � xy .Ž . Ž .Ł Ł Łu už /j�1 Ž . Ž .E j A n� �
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� Ž . �In using the branching property i.e., Jagers 1989 , Theorem 4.14 two
n Ž . �Ž .technical points arise. Firstly, � E j is a stopping line by Jagers 1989j�1 �

� �Proposition 4.10 , and its associated sigma-field contains FF . Secondly, the
process must be considered as a multitype one in which individual u has type
y , thereby allowing the function that is to be evaluated on u’s daughteru
process to depend on y . When n � �, the left-hand side converges in L tou 1

�� � � Ž .E M FF and, because g � is finite, the right-hand side converges almost
surely to M Ž� .. �

Ž . Ž � ..THEOREM 6.2. Let � t be an increasing sequence indexed by t � 0, � of
optional lines, with

6.1 g � t � � for all t , almost surely.Ž . Ž .Ž .
Then

6.2 M Ž� Ž t .. x � � xyŽ . Ž . Ž .Ł u
Ž .u�� t

Ž . � � Ž t .4is a bounded martingale with respect to FF . Furthermore, provided

6.3 g � t �� as t��, almost surely,Ž . Ž .Ž .

M Ž� Ž t .. converges to M almost surely and in L and1

6.4 lim y L y � �log M 1 .Ž . Ž . Ž .Ý u u
t�� Ž .u�� t

Ž .PROOF. That 6.2 is a martingale follows immediately from the previous
Ž� Ž t .. � � � Ž t .�lemma. For the second part, note that, M � E M FF � M, almost

Ž . Ž .surely, as t � �, using 6.3 . Finally, when 6.3 holds, Lemma 2.2 implies
that

sup y �0 as t � �,u
Ž .u�� t

so the proof of the last part is just like that of Lemma 5.1. �

Ž .7. The general branching process. The general C-M-J branching
process will play an important part in the study of the multiplicative martin-
gales. The notation for this process, and the main results needed about it, are
introduced in this section.

The process is constructed in the same way as a branching random walk.
Associated with each individual is an independent copy of the reproduction
point process � which gives that mother’s age at the birth of each of her
children. Individuals’ birth times are computed by the obvious recursion, by
adding the mother’s age when that child is born to the mother’s own birth
time. It is also useful to have the notion of a characteristic, which is a
mechanism for counting the population. Each individual has associated with
it an independent copy of some function � , and this function measures the
contribution of the individual, as she grows older, to a count of the process.
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These functions are zero for negative ages. Suppose the birth time of u is
denoted by b . The �-counted process is defined to beu

� � � � t � b .Ž .Ýt u u
u

Ž . � 4 �For example, if � a � I a � 0 , then � counts all those born before t. Moret
extensive, and more careful, descriptions of the process can be found in

Ž . Ž . Ž .Jagers 1975 , Nerman 1981 and Asmussen and Hering 1983 .
The intensity measure of the reproduction point process � is denoted by �,

�� a Ž .and there is assumed to be an � � 0 for which H e � da � 1; so attention
is fixed on supercritical processes with Malthusian parameter � . Note that by
multiplying all birth times by � a supercritical process with Malthusian
parameter � is transformed to one with Malthusian parameter equal to one.

For the treatment here the important theorem from the theory of general
Ž .branching processes is the following, which is Theorem 6.3 of Nerman 1981

Ž .and is also given as Theorem X.5.1 in Asmussen and Hering 1983 .

�� a Ž .THEOREM 7.1. Suppose there is a � � � such that H e � da � �, that �
�� t Ž . �� t Ž .and � are two characteristics with E sup e � t and E sup e � t both

Ž .finite and with D-paths . Then, on the survival set of the process,

� � H� e�� tE� t dtŽ .t 0� a.s. as t � �.
� � �� t� H e E� t dtŽ .t 0

The coming generation, which is, at time t, those individuals who are not
yet born but whose mothers are, is of particular importance in the theory of

Ž .the general branching process. Denote this set of individuals by CC t . Ner-
�Ž . �man 1981 , Proposition 2.4 shows that

exp �� bŽ .Ý u
Ž .u�CC t

is a martingale; this martingale can be written as e�� t� � when � is thet
characteristic

�
�a �� t� 4� a � I a � 0 e e � dt .Ž . Ž .H

a

�Also, the martingale converges in L under an ‘‘X log X ’’ condition Nerman1
Ž . �1981 , Corollary 3.3 .

The following Seneta�Heyde result will be a by-product of the discussion
in the next section.

Ž .THEOREM 7.2. Consider a general C-M-J branching process with finite
family sizes, reproduction intensity measure � and Malthusian parameter

� 4 Ž .� � 0, with birth times b and coming generation CC t . Suppose that there isu
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Ž . Ž .a � � � such that H exp ��� � d� � �, then there is a slowly varying
function L such that

L e�� t exp �� bŽ . Ž .Ý u
Ž .u�CC t

Ž .has an almost sure limit that is finite and nonzero when the process
survives.

Combining this with Theorem 7.1 gives the corresponding result for other
Ž .ways of counting the process. This result extends Theorem 6.1 of Cohn 1985 ,

where the same result is proved under the additional condition that � is a
finite measure.

8. An embedded general branching process. To allow a good estima-
Ž .tion of the terms on the left-hand side of 6.4 it will be useful if the y do notu

Ž .vary too much on � t . We consider a sequence of stopping lines picked to try
Ž .to make sure this is the case: let II t be the set of individuals who are the

first in their line of descent to have y less than e�t, sou

II t � u: y � e�t , but y 
 e�t for v � uŽ . � 4u v

� � � �� u: � z � u log m � � t , but � z � v log m � � t for v � u .� 4Ž . Ž .u v

Ž .When the point process Z is concentrated on 0, � and � is such that
Ž .m � � 1 this is just the coming generation, defined in the previous section

Ž . Ž .but at time t�� rather than at t . It will be shown, in Lemma 8.2, that II t
is always the coming generation for a suitable general branching process.

Ž .LEMMA 8.1. Theorem 6.2 applies to the optional lines II t .

Ž .PROOF. It is clear from the definition that II t increases with t. Using
Lemma 2.2,

�t Žn. �t� 4g II t � sup n: sup y � e � sup n: l � e � �,Ž .Ž . u½ 5
� �u �n

Ž .so 6.1 holds. By A3, the nth generation is finite, so for sufficiently large t,

� � �t � �� 4u: u � n , y 
 e � u: u � n� 4u

Ž Ž .. Ž .and, for such t, g II t 
 n; thus 6.3 holds. �

Ž .The members of II 0 can now be considered to be the ‘‘children’’ of the
initial ancestor, with intervening members on the line of descent being

Ž .ignored. These will be called the i-children i for indirect of the initial
individual, to distinguish them from the original children. Consider the

Ž . Ži-child u in the original labelling to be born when her i-mother the initial
.ancestor has age

� �� � �log y � � z � u log m � ,Ž .u u u
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Ž .which must be positive because u � II 0 . Let � be the point process of the
� Ž .4ages at i-child bearing, so � has the points �log y : u � II 0 , and let � beu

Ž .the intensity measure of � . Because II 0 is an optional line, the trees
emanating from its members are, given FF II Ž0., independent copies of the

Ž .original process. Hence each u � II 0 has associated with it the optional line
Ž .II 0 of its i-children, with associated births, and its reproduction pointu

� Ž . Ž .4process, � , is given by �log y �y : v � II 0 . In this way a generalu uv u u
Ž .C-M-J branching process with reproduction point process � , embedded in
the original process, is constructed.

The birth time, b , of a person u occurring in the embedded process is, ofu
course, obtained by adding the ages of the i-mothers in her ancestry when the
appropriate child is born, so b � �log y . However it is worth stressing thatu u
not all individuals in the original process occur in the embedded one. In fact,

Ž .as the proof of the next lemma or, better, a picture shows, only those v
Ž . � 4giving a strict ascending ladder point of the sequence �log y : v � uv

Žfigure in the embedded process. Note that this sequence is indexed by the
.individuals in the line of descent from the initial ancestor down to u. Denote

the set of individuals ever born in the embedded process by EE and, for u � EE,
Ž .let m u be the i-mother of u. Then the coming generation at t for the

embedded general branching process is

CC t � u: u � EE , b � t � b ;� 4Ž . mŽu. u

the connection between this and the optional lines already introduced is very
simple.

Ž . Ž .LEMMA 8.2. CC t � II t .

Ž .PROOF. Suppose that u � II t so that

8.1 � log y � t , and �log y � t for v � u;Ž . u v

Ž . � 4thus u is a strict ascending ladder epoch for the sequence �log y : v � u .v
Ž . Ž . Ž .Let the ladder epochs of this sequence be 0 � v 0 � v 1 � ��� � v p � u.

Ž . Ž .Then, by definition, for v i � v � v i � 1 ,

�log y �y � � log y � log y � 0Ž . Ž .v vŽ i. v vŽ i.

and

�log y �y � � log y � log y � 0;Ž . Ž .vŽ i�1. vŽ i. vŽ i�1. vŽ i.

Ž . Ž . Ž .thus v i � 1 � II 0 and so is an i-child of v i . Therefore the laddervŽ i.
epochs provide the ancestors for u in the embedded process, back to the
initial ancestor, showing that u � EE. It remains to show that u is actually in
Ž .CC t , but this is immediate because b � b � �log y � t andmŽu. vŽ p�1. vŽ p�1.

b � �log y � t.u u
Ž .Similarly, if u � CC t its ancestors in the embedded process provide ladder

� 4 Ž .epochs for �log y : v � u , which combine with b � t 
 b to show 8.1 .v u mŽu.
�
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Ž . Ž .THEOREM 8.3 A1�A5 are not required . Assume � � 0, m � � � and
EX 
 0. The embedded general branching process has Malthusian parameter
1, that is to say

exp �� � d� � E exp �� � d� � E exp �bŽ . Ž . Ž . Ž . Ž .ÝH H u
Ž .u�II 0

� E y � 1.Ý u
Ž .u�II 0

Ž .PROOF. Simply compute, using Lemma 4.1 iii , that

� 4E y � E y I �log y � t , �log y � t for v � uÝ Ý Ýu u u v
Ž . n
1 � �II t u �n

� P S � t , S � t for j � nÝ n j
n
1

� �� P S � t for some n ,n

which is 1, provided EX 
 0. �

� 4COROLLARY 8.4. Under the conditions of Theorem 8.3, Ý y is au� II Ž t . u
martingale.

Ž . Ž .The correspondence between CC t and II t means that, because the
Ž .Malthusian parameter is 1 and y � exp �b , this is Proposition 2.4 ofu u

Ž .Nerman 1981 .

THEOREM 8.5. When EX � 0, the Laplace transform of � converges for
some value � � 1, that is, for some � � 1,

�exp ��� � d� � E exp ��� � d� � E y � �.Ž . Ž . Ž . Ž . Ž .ÝH H u
Ž .u�II 0

Ž .Furthermore, � is a finite measure if m 0 � �.

PROOF. Temporarily, � needs to figure more fully in the notation. Note
first that

� �� u
exp �� z m ��Ž . Ž .u��y � y � � � y �� ,Ž . Ž . Ž .Ž .u u u� � �u ž /ž / m �m � Ž .Ž .
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Ž . Ž . Ž .so, using Lemma 4.1 ii but for X �� rather than X � , and a Markov bound
Ž .for � � 0 ,

� �u
m ��Ž .�E y � E y ��Ž . Ž .Ý Ýu u �ž /m �Ž .Ž . Ž .II 0 II 0

� �u
m ��Ž .

� E y �� I �log y � � 0,�Ž . Ž .Ý u u�ž /m �Ž .u

�log y � � 0 for v � u4Ž .v

� �u
m ��Ž .

� E y �� I vi � u , �log y � � 0� 4Ž . Ž .Ý u v�ž /m �Ž .u

� �v� �u �m �� m �Ž . Ž .
� E y �� I vi � u , y �� 
Ž . Ž .Ý u v�ž / ½ 5ž /m ��Ž .m �Ž .u

n
m �� m ��Ž . Ž .

� P S �� � n � 1 logŽ . Ž .Ý n�1� �ž / ž /m � m �Ž . Ž .n
1

n Ž .� n�1
m �� m ��Ž . Ž .n�1� E exp �� X ��Ž .Ž .Ý � �ž / ž /m � m �Ž . Ž .n
1

n�1
m �� m 1 � � ��Ž . Ž .Ž .

� .Ý� Ž .� 1��ž /m � m �Ž . Ž .n
1

Thus, to complete the proof of the first part, � must be chosen near enough to
Ž .1 to ensure, by A4, that m �� is finite, and then � must be chosen so that

m 1 � � ��Ž .Ž .
� 1.Ž .� 1��m �Ž .

Ž . Ž .�Straightforward calculus establishes that, when EX � 0, m �� �m � is
Ž .strictly decreasing at � � 1. Hence, it is enough that 1 � � � is slightly

greater than 1.
Ž .For the last part, let � �0 with � chosen so that 1 � � � is a constant

Ž .slightly greater than 1, so that the sum above is convergent and fixed . Now
note that

����� d� � E � d� � lim E e � d� � lim E y � �. �Ž . Ž . Ž . Ž .ÝH H H u
� �0 � �0 Ž .u� II 0

The next theorem provides the Seneta�Heyde renormalization for the
coming generation martingale.
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THEOREM 8.6. When EX � 0,

L e�t y � �log M 1Ž . Ž .Ý u
Ž .u�II t

as t � �, almost surely.

PROOF. Lemma 8.1 shows that Theorem 6.2, applies to the optional lines
Ž .II t , so

lim y L y � �log M 1 .Ž . Ž .Ý u u
t�� Ž .u�II t

Ž . Ž . Ž .Following Nerman 1981 , decompose II t into II t, c given by,

II t , c � u: u � EE , �log y � t , �log y � t � c� 4Ž . mŽu. u

Ž .that is, those with overshoot at least c and the remainder. Because L is
monotone decreasing it clear that, on the survival set,

Ý y L yŽ .II Ž t . u u
1 � �tL e Ý yŽ . II Ž t . u

Ý y L yŽ .II Ž t . u u� �tL e Ý yŽ . II Ž t .� II Ž t , c. u

L e�Ž t�c. Ý y L yŽ . Ž .II Ž t , c. u u� ��t �tL e L e Ý yŽ . Ž . II Ž t .� II Ž t , c. u

L e�Ž t�c. Ý y L y �L e�tŽ . Ž . Ž .TTŽ t , c. u u� ��t Ý yL eŽ . II Ž t .� II Ž t , c. u

Ž �Ž t�c.. Ž �t .and, because L is slowly varying at zero, L e �L e goes to 1 as t goes
to infinity. Thus the result will be proved if

Ý et y L y �L e�tŽ . Ž .II Ž t , c. u u
8.2 lim lim � 0Ž . tÝ e yc�� t�� II Ž t .� II Ž t , c. u

on the survival set almost surely, where the outer limit need only be through
the rationals.

�By the integral representation of a slowly varying function see, e.g., VIII.9
Ž .�of Feller 1971 for any 
 , 
 , both strictly positive, there is a � such that for1

all y � 1,

L yxŽ . �
sup � 1 � 
 y .Ž .1L xŽ .x��
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Thus

L y L et y e�tŽ . Ž .Ž .u ut te y � e yŽ . Ž .Ý Ýu u�t �tL e L eŽ . Ž .Ž . Ž .II t , c II t , c

1�
t� 1 � 
 e y ,Ž . Ž .Ý1 u
Ž .II t , c

�t Ž .provided e � � . Thus it suffices to show, in place of 8.2 , that, for some

 � 0,

1�
tÝ e yŽ .II Ž t , c. u
8.3 lim lim � 0.Ž . tc�� Ý e yt�� Ž .II Ž t .� II Ž t , c. u

ŽŽ .Ž ..The top line here can be written as Ý exp t � b 1 � 
 , which isII Ž t, c. u
simply the embedded processes counted using the characteristic

�

� 4� a � I a � 0 exp � � � a 1 � 
 � d� ,Ž . Ž . Ž . Ž .Ž .H
a�c

and the denominator is the embedded process counted using the character-
istic

a�c
� 4� a � I a � 0 exp � � � a � d� .Ž . Ž . Ž .Ž .H

a

It will now be shown that Theorem 7.1 applies to these two characteristics,
provided 
 is small enough. Note first that Theorem 8.5 holds with � � 1 � 
 ,
provided 
 is sufficiently small. With this choice of � it remains to check the
supremum condition on the characteristics. For � , note that, for a � 0,

� �

exp �a� � a � exp �� 1 � 
 � d� � exp �� 1 � 
 � d�Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .H H
a�c 0

�

� exp ��� � d� ,Ž . Ž .H
0

which is independent of a and, using Theorem 8.5, has finite expectation.
Similarly, for a � 0,

a�c
exp �a� � a � exp �a� exp � � � a � d�Ž . Ž . Ž . Ž . Ž .Ž .H

a

a�c �

� exp ��� � d� � exp ��� � d� .Ž . Ž . Ž . Ž .H H
a 0

Thus
1�
t � �Ý e y H H exp � 1 � 
 � � d� exp �a
 daŽ . Ž . Ž .Ž .Ž .Ž .II Ž t , c. u 0 a�c

lim �
� a�ct H H exp �� � d� daÝ e yt�� Ž . Ž .0 aII Ž t .� II Ž t , c. u

� �� Ž .almost surely. The denominator here converges to H � e � d� , which is0
finite, and the numerator goes to zero as c goes to infinity, provided 
 is
sufficiently small, using Theorem 8.5 in both cases. �
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Ž .When the underlying point process Z is concentrated on 0, � and has
Malthusian parameter equal to one, the embedded process and the original
one are the same, so Theorem 7.2 is a simple consequence of this theorem.

Ž .PROOF OF THEOREM 1.5. Suppose we take two nontrivial solutions to 1.5 ,
� and � . Both of these can be used to construct multiplicative martingales;1 2
hence, applying Theorem 8.6,

�log M 1 L e�t Ý y L e�tŽ . Ž . Ž .1 1 u� II Ž t . u 1� lim � lim � c,�t �t�log M 1 L e Ý y L et�� t ��Ž . Ž . Ž .2 2 u� II Ž t . u 2

Ž . Ž .where c must be a constant. By Lemma 5.2 iv , both �log M 1 and1
Ž .�log M 1 are strictly positive and finite on the survival set, so 0 � c � �.2

Ž . Ž . Ž . Ž .Thus log M 1 � c log M 1 , so Lemma 5.2 ii , which shows that log M 11 2
has Laplace transform �, completes the proof. �

In particular this establishes that the functional equation satisfied by the
Laplace transform of the limit variable obtained by Seneta�Heyde normaliza-

Ž .tion of the general C-M-J branching process has a unique solution.

9. Seneta–Heyde norming constants in the BRW. As explained al-
ready, ideas of Cohn’s are used to strengthen the convergence in distribution
along a subsequence to convergence in probability along that subsequence.
The following lemma provides the key; it is similar to Theorem 3.1 of Cohn
Ž .1985 .

� 4LEMMA 9.1. Suppose that Y is a sequence of nonnegative random vari-n
� n4ables adapted to the increasing sigma-fields GG . Suppose also that along a

� Ž . 4fixed subsequence n i : i � 1, 2, . . . for each k and x � 0, the conditional
� Ž . � k �Laplace transform E exp �xY GG converges as i � �. Denote the limit bynŽ i.

Ž .� x .k

Ž . � Ž .4i For each x � 0, � x forms a bounded nonnegative martingale withk
� k4respect to GG .

Ž . � Ž .4 Ž .ii Denote the limit of the martingale � x by � x . If, for x � 0,k
Ž . �x X Ž .� x � e for a finite random variable X that does not depend on x then

Y � X in probability, as i � �.nŽ i.

PROOF. Using the definition of � and dominated convergence,k�1

k k�1 k� � �E � x GG � E lim E exp �xY GG GGŽ . Ž .k�1 nŽ i.
i

k�1 k� �� lim E E exp �xY GG GG � � x ,Ž .Ž .nŽ i. k
i

Ž .proving i .
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Ž . Ž .It will be convenient to let X � �log � 1 . Thus, because � x �k k k
Ž . �x X� x � e , X � X almost surely, andk

x X k�1 � � x e � lim lim E exp �xY GG exp xXŽ . Ž .Ž .nŽ i. kž /
k i

k�� lim lim E exp �x Y � X GG ;Ž .Ž .nŽ i. k
k i

� Ž .4thus there exists a nonrandom sequence of integers k i such that

k Ž i.�lim E exp �x Y � X GG � 1Ž .Ž .nŽ i. k Ž i.
i

in probability. If this equality were maintained on taking unconditional
expectations then Y � X would converge in distribution, and hence innŽ i. k Ž i.
probability, to zero, and the result would be proved. In fact a slightly modified

� 4Ž .argument is needed, where the convergence of I X � u Y � X fork Ž i. nŽ i. k Ž i.
any u � 0 is considered.

� 4 kBecause I X � u is GG measurable it follows that, for any finite u,k

k Ž i.�E exp �xI X � u Y � X GG� 4 Ž .Ž .k Ž i. nŽ i. k Ž i.

k Ž i.�� I X � u E exp �x Y � X GG � I X � u� 4 � 4Ž .Ž .k Ž i. nŽ i. k Ž i. k Ž i.

� 4 � 4� I X � u � I X � u � 1

in probability, as i goes to infinity. For x 
 0, the variables on the left are
� x u 4bounded by max e , 1 , so taking unconditional expectations and applying

Ž . � 4dominated convergence shows that, for any u, Y � X I X � u con-nŽ i. k Ž i. k Ž i.
verges in distribution, and hence in probability, to zero, as i goes to infinity.
Now

� � � �lim sup P Y � X � 
 � lim sup P Y � X I X � u � 
�2� 4Ž . Ž .nŽ i. nŽ i. k Ž i. k Ž i.
i i

� ��P X � X � 
�2 � P X � uŽ .Ž .k Ž i. k Ž i.

� 0 � 0 � P X � uŽ .

which can be made arbitrarily small by taking u sufficiently large because, by
assumption, X is finite almost surely. �

PROOF OF THEOREM 1.2. As in the proof of Theorem 1.3 in Section 2, let
Žn. Ž .the Laplace transform of W be � x and take c to be such thatn n

Ž .� 1�c �  , where  is fixed to be greater than the extinction probabilityn n
� Žn. 4but less than 1. The transform of the limit of any subsequence of W �cn
Ž .that converges in distribution must satisfy the functional equation 1.5 with

Ž .� 1 �  . By Theorem 1.5, the solution to the functional equation is unique,
� Žn. 4so W �c converges in distribution along the full sequence.n
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Let Y � W Žn.�c and GG n � FF n. To see that Lemma 9.1 applies, note that,n n
for k � n,

W Žn�k .
uŽn. Žn�k . Žn.W � y W � y W ,Ý Ýu u u u Žn.Wu� � � �u �k u �k

so, dividing through by c , taking Laplace transforms, letting n go to infinityn
and using Theorem 2.4 gives that

Žn. k Žk .�lim E exp �xW �c FF � � xy � M x .Ž . Ž .Ž . Łn u
n � �u �k

� Ž . � Ž .Thus Lemma 9.1 i is, in this context, Theorem 3.1. Now, by Lemma 5.2 i
Ž . Ž .and iii , the martingales limits have the property required for Lemma 9.1 ii

to hold, and the result is proved. �

Ž .Note that the random variable � in Theorem 1.2 is �log M 1 .
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