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#### Abstract

We study a system of two interacting populations which undergo random migration and mutually catalytic branching. The branching rate of one population at a site is proportional to the mass of the other population at the site. The system is modelled by an infinite system of stochastic differential equations, allowing symmetric Markov migration, if the set of sites is discrete $\left(\mathbb{Z}^{d}\right)$, or by a stochastic partial differential equation with Brownian migration if the set of sites is the real line. A duality technique of Leonid Mytnik, which gives uniqueness in law, is used to examine the long-time behavior of the solutions. For example, with uniform initial conditions, the process converges to an equilibrium distribution as $t \rightarrow \infty$, and there is coexistence of types in the equilibrium "iff" the random migration is transient.


1. Introduction and statement of results. There has been considerable recent interest in the study of branching measure-valued diffusions or superprocesses for which branching can occur only in the presence of a (random or deterministic) catalytic medium. One interesting feature of this work is that in a variety of settings, branching in a singular medium leads to absolutely continuous measure-valued processes [see Dawson and Fleischmann (1994, 1995) or Delmas (1996)] in higher dimensions.

Another important development is the study of interactive models based on superprocesses or F leming-Viot type processes [e.g., Perkins (1995) or Dawson and March (1995)]. Both these references characterize interactive models in which the branching or resampling rate depends on the state of the system. In both cases, however, the basic uniqueness results are not as general as one would hope (for quite different reasons).

In this work we study a class of stochastic models proposed by Carl Mueller which exhibit interactive, "mutually catalytic" branching and are therefore closely connected to both of the developments described above. There are two types of particles (you may call them male and female although the biology implied by the mathematical model will be highly suspect) each of which may branch only when the other is present. More precisely, the branching rate of each type at a site is proportional to the amount of the other type present at that site. If the set of sites is the real line, $\mathbb{R}$, this leads to the following system of stochastic partial differential equations in which $\gamma>0$ and $\dot{W}_{i}(t, x)$

[^0]$(i=1,2)$ are independent space-time white noises on $\mathbb{R}_{+} \times \mathbb{R}$ :
\[

$$
\begin{align*}
& (\mathrm{SPDE})_{u_{0}, v_{0}} \\
& \frac{\partial u}{\partial t}(t, x)=\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}}(t, x)+(\gamma u(t, x) v(t, x))^{1 / 2} \dot{W}_{1}(t, x) ;  \tag{i}\\
& u(0, x)=u_{0}(x), \\
& \frac{\partial v}{\partial t}(t, x)=\frac{1}{2} \frac{\partial^{2} v}{\partial x^{2}}(t, x)+(\gamma u(t, x) v(t, x))^{1 / 2} \dot{W}_{2}(t, x) ;  \tag{ii}\\
& v(0, x)=v_{0}(x) .
\end{align*}
$$
\]

The precise meaning of these equations (involving smooth test functions) is recalled below. In the simple one-dimensional catalytic superprocess, one has (i) where $v$ is the density of a given random or deterministic catalyst which is not affected by $u$. The interactive nature of (i) and (ii) invalidates the techniques used to study these catalytic models and forces the devel opment of new methods. Our hope was that due to the simple and symmetric nature of this model (linear branching rates) the general uniqueness difficulties encountered in the work on general interactive branching models could be resolved in this case. This problem was recently solved by Leonid Mytnik (1997), who proved weak uniqueness of solutions to (SPDE) $u_{0}, v_{0}$ in his Ph.D. thesis.

Another interesting feature of (SPDE) $u_{0}, v_{0}$ is its potential extension to higher dimensions. Here it may beformulated as a measure valued martingale problem involving the collision local time of the two types [see Barlow, Evans and Perkins (1991)]. This change is necessary because it seems unlikely that the solutions would be absolutely continuous in more than one spatial dimension. Note that if $u$ were an absolutely continuous measure, then the results for superprocesses [Dawson and Hochberg (1979), Perkins (1988)] suggest that $v$ would be a singular measure. If $u$ were a singular measure, then the results of Dawson and Fleischmann (1995) and Delmas (1996) suggest that $v$ should be absolutely continuous. The same reasoning holds when the roles of $u$ and $v$ are interchanged and we are led to conclude that both $u$ and $v$ have nontrivial absolutely continuous and singular parts. Although the situation looks intriguing, the existence of solutions in higher dimensions is unresolved.

Once the basic issues of existence and uniqueness are resolved, it is natural to ask about the long term behavior of solutions to (SPDE). Let $m$ denote Lebesgue measure, $u, v \in(0, \infty)$ and set $\left(u_{0}, v_{0}\right)=(u m, v m)$. Dawson and Fleischmann $(1988,1995)$ have shown that for the catalytic model in which $v(t, x)$ is the density of a one-dimensional super-Brownian motion and $u(t, x)$ satisfies (SPDE) $)_{u_{0}, v_{0}}$ (i), as $t \rightarrow \infty v_{t}$ becomes extinct in bounded regions a.s. and $u_{t}$ approaches $u m$ in probability, in the vague topology. A naive guess for solutions of (SPDE) ${ }_{u m, v m}$ is that as $t \rightarrow \infty,\left(u_{t}, v_{t}\right)$ converges to a mixture of $(0, v m)$ and $(u m, 0)$. We show that as $t \rightarrow \infty,\left(u_{t}, v_{t}\right)$ converges weakly to ( $u_{\infty} m, v_{\infty} m$ ), where $u_{\infty} v_{\infty}=0, u_{\infty}$ has mean $u$, and $v_{\infty}$ has mean $v$, and give a simple explicit description of the law of $\left(u_{\infty}, v_{\infty}\right)$ (Theorem 1.8). Although this shows that only one type survives in the limit, the convergence is only
weak and so it may well be that the "dominant type" changes infinitely often as $t \rightarrow \infty$. This remains open.

We suspect, as for super-Brownian motion [see Dawson (1977)], that the asymptotic behavior of solutions is quite different in the transient case, $d \geq 3$ (assuming that such solutions exist). As the existence of solutions in higher dimensions is unresolved, it is natural to study the limiting behavior of solutions in transient and recurrent settings by considering the analogues of (SPDE ) on the lattice $\mathbb{Z}^{d}$, in which Brownian motion on the line is replaced by a symmetric Markov chain on $\mathbb{Z}^{d}$. We now describe our results in some detail in this discrete setting.

Let $\left(\xi_{t},\left(P^{k}: k \in \mathbb{Z}^{d}\right)\right.$ ) be a continuous time $\mathbb{Z}^{d}$-valued Markov chain and set $p_{t}(j, k)=P^{j}\left(\xi_{t}=k\right)$. Let $Q=\left(q_{j k}\right)$ denote the associated $Q$-matrix; that is, $q_{j k}$ is the jump rate from $j$ to $k(j \neq k)$ and $q_{j j}=-\sum_{k \neq j} q_{j k}>-\infty$. If $k=\left(k_{1}, \ldots, k_{d}\right) \in \mathbb{Z}^{d}$, let $|k|=\sum_{i=1}^{d}\left|k_{i}\right|$. We assume the following:
$\left(\mathrm{H}_{0}\right)\|q\|_{\infty}=\sup _{j}\left|q_{j j}\right|<\infty$.
$\left(\mathrm{H}_{1}\right)$ For each $j, k \in \mathbb{Z}^{d}, q_{j k}=q_{k j}$ and hence $p_{t}(j, k)=p_{t}(k, j)$ for all $t \geq 0$.
$\left(\mathrm{H}_{2}\right)$ There are increasing, positive functions $c_{1.1}(T, \lambda)$ and $\lambda^{\prime}(\lambda)$ on $\mathbb{R}_{+}^{2}$ and $\mathbb{R}_{+}$, respectively, such that $\lim _{\lambda \downarrow 0} \lambda^{\prime}(\lambda)=0$ and for any $T, \lambda>0$,

$$
\sum_{k}\left(\left|q_{j k}\right|+p_{t}(j, k)\right) \exp (\lambda|k|) \leq c_{1.1}(T, \lambda) \exp \left(\lambda^{\prime}(\lambda)|j|\right) \quad \forall t \in[0, T], j \in \mathbb{Z}^{d}
$$

It is easy to check these hypotheses for continuous time symmetric random walks with a subexponential tail (Lemma 2.1), including, of course, simple symmetric random walk on $\mathbb{Z}^{d}$ for which $q_{j j \pm e_{i}}=(2 d)^{-1}$ ( $e_{i}$ is the $i$ th element in the standard unit basis), $q_{j j}=-1$ and $q_{j k}=0$, otherwise.

If $\gamma>0$, the discrete analogue of (SPDE) $)_{u_{0}, v_{0}}$ is the following system of stochastic differential equations:

$$
\begin{array}{r}
u_{t}(k)=u_{0}(k)+\int_{0}^{t} u_{s} Q(k) d s+\int_{0}^{t}\left(\gamma u_{s}(k) v_{s}(k)\right)^{1 / 2} d B_{s}^{k} \\
t \geq 0, k \in \mathbb{Z}^{d} \\
v_{t}(k)=v_{0}(k)+\int_{0}^{t} v_{s} Q(k) d s+\int_{0}^{t}\left(\gamma u_{s}(k) v_{s}(k)\right)^{1 / 2} d W_{s}^{k}  \tag{LS}\\
t \geq 0, k \in \mathbb{Z}^{d}
\end{array}
$$

Here, $u_{s} Q(k)=\sum_{j} u_{s}(j) q_{j k}$ and $u_{0}: \mathbb{Z}^{d} \rightarrow \mathbb{R}_{+}, v_{0}: \mathbb{Z}^{d} \rightarrow \mathbb{R}_{+}$are a pair of given initial conditions.

We say that $(u, v, B, W)$ is a solution of $(\mathrm{LS})_{u_{0}, v_{0}}$ on a filtered probability space $(\Omega, \mathscr{T}, \mathscr{T}, \mathbb{P})$ iff the following hold:
(i) $\left\{B_{.}^{k}, W^{k}: k \in \mathbb{Z}^{d}\right\}$ are independent one-dimensional $\mathscr{F}_{t}$-Brownian motions;
(ii) $\sum_{j}\left|u_{s}(j) q_{j k}\right|<\infty \forall s \geq 0, k \in \mathbb{Z}^{d} \mathbb{P}$-a.s.;
(iii) $\left\{u(k), v(k): k \in \mathbb{Z}^{d}\right\}$ are continuous, nonnegative $\mathscr{F}_{t}$-adapted stochastic processes satisfying (LS) $u_{u_{0}, v_{0}}$ for all $t \geq 0, k \in \mathbb{Z}^{d}$ a.s.

We stress that in all of our results on (LS) the hypotheses $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ will be in force.

Notation. If $\lambda \in \mathbb{R}, \phi_{\lambda}(k)=e^{\lambda|k|}$ for $k \in \mathbb{Z}^{d}$, and we will use the same notation to denote this function on $\mathbb{R}^{d}$. If $u, v: \mathbb{Z}^{d} \rightarrow \mathbb{R},\langle u, v\rangle=\sum_{k} u(k) v(k)$, providing this series is absolutely convergent or $u \geq 0$ and $v \geq 0$. If $\lambda \in \mathbb{R}$ and $u, v: \mathbb{Z}^{d} \rightarrow \mathbb{R}$, let $|u-v|_{\lambda}=\langle | u-v\left|, \phi_{\lambda}\right\rangle$.

An appropriate state space for solutions of (LS) ${u_{0}, v_{0}}$ will be $M_{\text {tem }} \times M_{\text {tem }}$, where

$$
M_{\text {tem }}=M_{\text {tem }}\left(\mathbb{Z}^{d}\right)=\left\{u: \mathbb{Z}^{d} \rightarrow \mathbb{R}_{+}:\left\langle u, \phi_{\lambda}\right\rangle<\infty \forall \lambda<0\right\} .
$$

We topologize $M_{\text {tem }}$ by the metric

$$
d_{\mathrm{tem}}(u, v)=\sum_{n=1}^{\infty} 2^{-n}\left(|u-v|_{-\lambda_{n}} \wedge 1\right),
$$

where $\lambda_{n} \downarrow 0$. Let $\Omega_{\text {tem }}=C\left(\mathbb{R}_{+}, M_{\text {tem }} \times M_{\text {tem }}\right)$, equipped with the compact-open topology.

Theorem 1.1. Let $u_{0}, v_{0} \in M_{\text {tem }}$.
(a) There is a solution $(u, v, B, W)$ of $(\mathrm{LS})_{u_{0}, v_{0}}$ such that $(u, v) \in \Omega_{\mathrm{tem}}$ a.s.
(b) Any solution $(u, v)$ of $(\mathrm{LS})_{u_{0}, v_{0}}$ has sample paths in $\Omega_{\text {tem }}$ and the laws of any two solutions of (LS $)_{u_{0}, v_{0}}$ on $\Omega_{\text {tem }}$ coincide.

The existence of a solution follows from standard techniques [e.g., Shiga and Shimizu (1980)]. Several existence results and properties of solutions are presented in Section 2 (the existence part of Theorem 1.1 follows from Theorem 2.2) but most of the proofs are relegated to the Appendix. The uniqueness was obtained by Mytnik (1997) through an elegant duality argument. We present a proof in Section 2 for completeness (see Theorem 2.4) because our setting is slightly different [Mytnik worked with (SPDE) $u_{u_{0}, v_{0}}$ but the same ideas work here] and the duality relation will be our main tool in studying the long-time behavior of solutions to (LS). The strong Markov and Feller properties of the solution will follow easily (Corollary 2.7). Let $\mathbb{P}_{u_{0}, v_{0}}$ denote the law of the solution to (LS) $u_{0}, v_{0}$ on $\Omega_{\text {tem }}$ and let ( $u_{t}, v_{t}$ ) denote the coordinate variables on this space.

As with bilinear systems of s.d.e.'s [e.g., Gauthier (1996)] it is not hard to use Itô's lemma to see that $N$ th order moments of the form $\mathbb{P}\left(\prod_{i=1}^{p} u\left(t, k_{i}\right)^{n_{i}}\right.$ $v\left(t, k_{i}\right)^{m_{i}}$ ), where $\sum_{i=1}^{p} m_{i}+n_{i} \leq N, p \in \mathbb{N}, k_{i} \in \mathbb{Z}^{d}$, solve a system of uniquely solvable differential equations. In fact, one may explicitly describe the above moments in terms of a dual system of $N$ particles in $\mathbb{Z}^{d}$ which are of two possible col ors, migrate as copies of $\xi_{t}$ and can change colour in an appropriate manner. Unfortunately the moments grow too quickly for the moment problem to be well-posed and so this approach does not establish uniqueness in law of solutions to (LS). [The same situation holds for solutions of (SPDE).] We will use these moments for $N \leq 2$ (they are derived in Theorem 2) but the
expressions for moments with $N \geq 4$ are rather complex and so the above dual process will not be described here.

Assume first that $\left\langle u_{0}, 1\right\rangle+\left\langle v_{0}, 1\right\rangle<\infty$. Then it is not hard to see that $\left\langle u_{t}, 1\right\rangle$ and $\left\langle v_{t}, 1\right\rangle$ are nonnegative martingales under $\mathbb{P}_{u_{0}, v_{0}}$ [Theorem $\left.2.2(\mathrm{~d})\right]$ and hence converge $\mathbb{P}_{u_{0}, v_{0}}$-a.s. as $t \rightarrow \infty$ by the martingale convergence theorem. Let $\left\langle u_{\infty}, 1\right\rangle$ and $\left\langle v_{\infty}, 1\right\rangle$ denote their a.s. limits. We say coexistence of types is possible if $\mathbb{P}_{u_{0}, v_{0}}\left(\left\langle u_{\infty}, 1\right\rangle\left\langle v_{\infty}, 1\right\rangle>0\right)>0$ whenever $0<\left\langle u_{0}, 1\right\rangle<\infty$ and $0<\left\langle v_{0}, 1\right\rangle<\infty$. Coexistence of types is impossible if

$$
\mathbb{P}_{u_{0}, v_{0}}\left(\left\langle u_{\infty}, 1\right\rangle\left\langle v_{\infty}, 1\right\rangle>0\right)=0 \text { whenever }\left\langle v_{0}, 1\right\rangle+\left\langle v_{0}, 1\right\rangle<\infty .
$$

Notation. $g_{t}(j, k)=\int_{0}^{t} p_{s}(j, k) d s, t \in[0, \infty], j, k \in \mathbb{Z}^{d}$.
The following result states that under appropriate "homogeneity" conditions, coexistence of types is possible if and only if $\xi_{t}$ is transient.

Theorem 1.2. Assume $\left\langle u_{0}, 1\right\rangle+\left\langle v_{0}, 1\right\rangle<\infty$.
(a) If $\sup _{k} g_{\infty}(k, k)<\infty$, then coexistence of types is possible.
(b) Assume $\exists c_{1.2}>0$ such that $\forall j \in \mathbb{Z}^{d} \exists T_{1.2}(j)$ such that

$$
\begin{equation*}
g_{T}(j, j) \geq c_{1.2} \sup _{k} g_{T}(k, k) \forall T>T_{1.2}(j) . \tag{1.1}
\end{equation*}
$$

If $P_{j}\left(\xi_{t}=k\right.$ for some $\left.t>0\right)=1 \forall j, k \in \mathbb{Z}^{d}$, then coexistence of types is impossible

The result is proved in Section 3. Under our hypothesis $\left(\mathrm{H}_{0}\right)$, the assumption in (a) is equivalent to uniform transience of the chain. That is, $\sup _{k} P_{k}\left(\xi_{t}=k\right.$ for arbitrarily large $\left.t\right)<1$. The hypotheses of (b) simply state that all states communicate, are recurrent and are comparable in the sense of (1.1). We suspect these conditions are not optimal. Now (a) is easy to prove through a first moment argument; (b) is more involved and relies on an integral equation for $u_{t}(k)$ and $v_{t}(k)$ [the mild form of (LS)] involving Green's functions. The proof does not use the uniqueness of solutions to (LS) or duality.

Corollary 1.3. Let $\left(\xi_{t}\right)$ be simple symmetric random walk on $\mathbb{Z}^{d}$. Coexistence of types is possible if $d \geq 3$ and impossible if $d \leq 2$.

Proof. Let $\left\{S_{n}: n \in \mathbb{Z}_{+}\right\}$be the discrete time simple symmetric random walk on $\mathbb{Z}^{d}$. The holding times of $\left(\xi_{t}\right)$ are mean one exponential variables and so

$$
g_{\infty}(k, k)=g_{\infty}(0,0)=\sum_{n=0}^{\infty} P_{0}\left(S_{n}=0\right),
$$

which is finite for $d>2$. Theorem 1.2(a) gives the first assertion. Equation (1.1) is trivially satisfied by translation invariance and so Theorem 1.2(b) and the point recurrence of random walk for $d \leq 2$ gives the second assertion.

Even when coexistence of types is impossible, it is not clear from the above if extinction of one type can occur in finite time. A related question is whether or not we may take the probability of coexistence to be one when coexistence is possible. In a companion article [Mueller and Perkins (1997)] it will be shown that regardless of the recurrence or transience properties of $\left(\xi_{t}\right)$, one may select initial conditions so that finite-time extinction of one type occurs with probability zero and other (nonzero) initial conditions for which this probability is arbitrarily close to one. In particular, this shows that in the transient case, $P_{u_{0}, v_{0}}\left(\left\langle u_{\infty}, 1\right\rangle\left\langle v_{\infty}, 1\right\rangle>0\right)$ may be arbitrarily close to zero for certain nonzero $u_{0}$ and $v_{0}$.

Finally, in any case one has $\left\langle u_{\infty}, 1\right\rangle>0$ or $\left\langle v_{\infty}, 1\right\rangle>0 P_{u_{0}, v_{0}}$-a.s. for $u_{0}+v_{0} \neq 0$ because Theorem 2.2(d) allows one to see that ( $\left\langle u_{t}, 1\right\rangle,\left\langle v_{t}, 1\right\rangle$ ) is the time change of a planar Brownian motion stopped when it exits the first quadrant and hence is bounded away from $(0,0)$ a.s.

Next we turn to the setting when $u_{0}(k)=u$ and $v_{0}(k)=v$ for all $k \in \mathbb{Z}^{d}$ for some $u, v \geq 0$. Write $\mathbb{P}_{u, v}$ for the law of $(u, v)$ with these initial conditions.

Theorem 1.4. For each $u, v \geq 0, \mathbb{P}_{u, v}\left(\left(u_{t}, v_{t}\right) \in \cdot\right)$ converges weakly on $\left(M_{\text {tem }}\right)^{2}$ as $t \rightarrow \infty$ to a stationary initial distribution $\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right)$ for solutions of (LS). Moreover for each $k \in \mathbb{Z}^{d} \mathbb{P}_{u, v}\left(u_{\infty}(k)\right)=u$ and $\mathbb{P}_{u, v}\left(v_{\infty}(k)\right)=$ $v$. If $q_{j, k}=\tilde{q}(j-k)$ for all $j, k \in \mathbb{Z}^{d}$, then for each $k \in \mathbb{Z}^{d}, \mathbb{P}_{u, v}\left(\left(u_{\infty}(k+\cdot)\right.\right.$, $\left.\left.v_{\infty}(k+\cdot)\right) \in \cdot\right)=\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right)$ [i.e., $\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right)$ is a stationary random field on $\left.\mathbb{Z}^{d}\right]$.

The existence of an equilibrium distribution will be an easy consequence of Mytnik's duality relation and so the above result is proved in Section 2. This duality relation relies on the fact that $(u+v, u-v)$ is self dual with respect an appropriate class of functionals. It would appear that this self-referential technique would not shed much light on the nature of the equilibrium found in Theorem 1.4 but the duality describes the above equilibrium in terms of ( $\left\langle u_{\infty}, 1\right\rangle,\left\langle v_{\infty}, 1\right\rangle$ ) for initial conditions with finite total mass. Therefore we may use Theorem 1.2 to derive the following results in Section 4. Together they state that under appropriate regularity conditions, coexistence of types in equilibrium is possible if $\xi_{t}$ is transient and impossible if $\xi_{t}$ is recurrent.

Notation. If $x \in \mathbb{R}_{+}, \bar{x}: \mathbb{Z}^{d} \rightarrow \mathbb{R}_{+}$is the map which is constant and equal to $x$.

Theorem 1.5. Assume $\xi_{t}$ satisfies the (recurrence) hypotheses of Theorem 1.2(b) [including (1.1)]. Let $u, v \geq 0$ and assume $B_{t}=\left(B_{t}^{1}, B_{t}^{2}\right)$ is a planar Brownian motion starting at $(u, v)$ under $P_{u, v}^{0}$. If $T=\inf \left\{t: B_{t}^{1} B_{t}^{2}=0\right\}$, then

$$
\left.\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right)=P_{u, v}^{0}\left(\overline{B_{T}^{1}}, \overline{B_{T}^{2}}\right) \in \cdot\right) .
$$

In particular, $u_{\infty}=0$ or $v_{\infty}=0 \mathbb{P}_{u, v}$-a.s.

REmark. One readily calculates that

$$
\begin{aligned}
P_{u, v}^{0}\left(B_{T}^{1} \in d x, B_{T}^{2}=0\right) & =P_{v, u}^{0}\left(B_{T}^{2} \in d x, B_{T}^{1}=0\right) \\
& =4 u v \pi^{-1} x\left(4 u^{2} v^{2}+\left(x^{2}+v^{2}-u^{2}\right)^{2}\right)^{-1} d x, \quad x>0 .
\end{aligned}
$$

For example, apply the conformal mapping $z \rightarrow \sqrt{z}$ to the Cauchy distribution obtained as the exit distribution of Brownian motion from the upper halfplane.

Theorem 1.6. Assume all states are transient for $\xi$, that is, $g_{\infty}(k, k)<\infty$ for all $k \in \mathbb{Z}^{d}$. Let $u, v>0$.
(a) $u_{\infty}(k)>0$ and $v_{\infty}(k)>0 \forall k \in \mathbb{Z}^{d}, \mathbb{P}_{u, v}$-a.S.;
(b) $\operatorname{Cov}\left(u_{\infty}(j), u_{\infty}(k)\right)=\operatorname{Cov}\left(v_{\infty}(j), v_{\infty}(k)\right)=(\gamma u v / 2) g_{\infty}(j, k)$ and $\operatorname{Cov}\left(u_{\infty}(j), v_{\infty}(k)\right)=0 \forall j, k \in \mathbb{Z}^{d}$.

In Section 5 an elementary ergodic theorem is proved under the transience hypotheses of Theorem 1.6. The pathwise behavior of $\left(u_{t}, v_{t}\right)$ for large $t$ is not well understood in the recurrent case. Some partial results and open questions are discussed in Section 5 when $\xi_{t}$ is a simple symmetric random walk on $\mathbb{Z}$ or $\mathbb{Z}^{2}$.

We return now to (SPDE) $u_{u_{0}, v_{0}}$ and introduce the analagous state space for solutions. At times we adopt the notation used in the lattice case but there should be no confusion as the context is quite different.

Notation. We write $C(\mathbb{R})$ for the space of continuous real-valued functions on the real line with the compact-open topology; $C_{c}(\mathbb{R})$ is the subspace of functions with compact support. If $\lambda \in \mathbb{R}$ and $g \in C(\mathbb{R})$, let $|g|_{\lambda}=\sup _{x \in \mathbb{R}} e^{\lambda|x|}|g(x)|$. Then $C_{\text {tem }}=C_{\text {tem }}(\mathbb{R})=\left\{f \in C(\mathbb{R}):|f|_{\lambda}<\infty \forall \lambda<0\right\}$ and we topologize $C_{\text {tem }}$ by the metric $d_{\text {tem }}(f, g)=\sum_{n=1}^{\infty} 2^{-n}\left(|f-g|_{-\lambda_{n}} \wedge 1\right)$ where $\lambda_{n} \downarrow 0$. Let $C_{\text {tem }}^{2}=\left\{f \in C_{\text {tem }}: f^{\prime} \in C\right.$ and $\left.f^{\prime \prime} \in C_{\text {tem }}\right\}$ and $C_{\text {tem }}^{+}=\left\{f \in C_{\text {tem }}: f \geq 0\right\}$. We use these superscripts with other classes of functions [e.g., $C_{c}^{2}, C^{+}(\mathbb{R})$ ] without further explanation. Finally $\Omega_{\text {tem }}$ is the space of $\left(C_{\text {tem }}^{+}\right)^{2}$-valued paths on $\mathbb{R}_{+}$ with the compact-open topol ogy. There should be no confusion with our earlier (discrete space) definition of $\Omega_{\text {tem }}$.

If $f, g \in C(\mathbb{R})$, let $\langle f, g\rangle=\int_{\mathbb{R}} f(x) g(x) d x$ whenever the integrand is integrable or nonnegative.

Definition. We say that $\left(u, v, W_{1}, W_{2}\right)$ is a solution of (SPDE) $)_{u_{0}, v_{0}}$ on $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, \mathbb{P}\right)$ iff the following hold:
(i) $W_{1}, W_{2}$ are independent $\left(\mathscr{T}_{t}\right)$-adapted white noises on $\mathbb{R}_{+} \times \mathbb{R}$ [see Chapter 3 of Walsh (1986)];
(ii) $\{(u(t, \cdot), v(t, \cdot)): t \geq 0\}$ is a continuous $C_{\text {tem }}^{+}(\mathbb{R})^{2}$-valued, $\left(\mathscr{F}_{t}\right)$-adapted process such that $u(0, \cdot)=u_{0}(\cdot), v(0, \cdot)=v_{0}(\cdot)$ a.s. and $\forall \phi \in C_{c}^{2}$ :

$$
\begin{align*}
&\langle u(t), \phi\rangle=\left\langle u_{0}, \phi\right\rangle+\int_{0}^{t}\left\langle u(s), \frac{\phi^{\prime \prime}}{2}\right\rangle d s \\
&+\int_{0}^{t} \int(\gamma u(s, x) v(s, x))^{1 / 2} \phi(x) d W_{1}(s, x), \\
&\langle v(t), \phi\rangle=\left\langle v_{0}, \phi\right\rangle+\int_{0}^{t}\left\langle v(s), \frac{\phi^{\prime \prime}}{2}\right\rangle d s  \tag{SMR}\\
&+\int_{0}^{t} \int(\gamma u(s, x) v(s, x))^{1 / 2} \phi(x) d W_{2}(s, x) \\
& \forall t \geq 0, \quad \mathbb{P} \text {-a.s. }
\end{align*}
$$

Theorem 1.7. Let $u_{0}, v_{0} \in C_{\text {tem }}^{+}$.
(a) There is a solution $\left(u, v, W_{1}, W_{2}\right)$ of (SPDE) $u_{u_{0}, v_{0}}$.
(b) Any two solutions of (SPDE) $u_{u_{0}, v_{0}}$ have the same law on $\Omega_{\text {tem }}$ which we denote by $\mathbb{P}_{u_{0}, v_{0}}$.

Existence follows easily from standard arguments [e.g. Shiga (1994)] and is outlined in the Appendix (see Theorem 6.1). Uniqueness (see Theorem 6.3) was proved by Mytnik (1997).

Coexistence of types is shown to be impossible when $u_{0}, v_{0}$ are rapidly decreasing at infinity [i.e., $\lim _{|x| \rightarrow \infty} \phi_{\lambda}(x)\left(u_{0}(x)+v_{0}(x)\right)=0 \forall \lambda>0$ ] (see The orem 6.6). The proof is similar to that of Theorem 1.2(b). As in the recurrent Iattice case, this then leads to the asymptotic behavior of the law of $\left(u_{t}, v_{t}\right)$ as $t \rightarrow \infty$ with uniform initial conditions.

Notation. Here $m$ denotes Lebesgue measure on $\mathbb{R}$ :

$$
M_{\text {tem }}=\left\{\mu: \mu \text { a measure on }(\mathbb{R}, \mathscr{B}(\mathbb{R})), \quad\left\langle\mu, \phi_{\lambda}\right\rangle \equiv \int \phi_{\lambda} d \mu<\infty \forall \lambda<0\right\} .
$$

Let $d_{0}$ be a complete metric on the space of Radon measures on $\mathbb{R}$ inducing the vague topology, let $\lambda_{n} \downarrow 0$ and define a metric $d$ on $M_{\text {tem }}$ by

$$
d(\mu, \nu)=d_{0}(\mu, \nu)+\sum_{n=1}^{\infty}\left(\left|\left\langle\mu, \phi_{-\lambda_{n}}\right\rangle-\left\langle\nu, \phi_{-\lambda_{n}}\right\rangle\right| \wedge 1\right) 2^{-n} .
$$

Then it is easy to see that ( $M_{\text {tem }}, d$ ) is a Polish space and $\mu_{n} \rightarrow \mu$ in $M_{\text {tem }}$ iff $\lim _{n \rightarrow \infty}\left\langle\mu_{n}, \phi\right\rangle=\langle\mu, \phi\rangle \forall \phi \in C_{\text {exp }}=\left\{\phi \in C(\mathbb{R}):|\phi|_{\lambda}<\infty\right.$ for some $\left.\lambda>0\right\}$. Here $C_{\text {tem }}^{+}$may be viewed as a subset of $M_{\text {tem }}$ by identifying $u(x)$ with the measure $A \rightarrow \int_{A} u d m$. Of course the induced topology is weaker than that on $C_{\text {tem. }}^{+}$. If $u, v \geq 0$ we let $\mathbb{P}_{u, v}$ denote the law of the solution to (SPDE) with $u_{0}(x) \equiv u$ and $v_{0}(x) \equiv v$.

Theorem 1.8. If $B, T$ and $P_{u, v}^{0}$ are as in Theorem 1.5, then as $t \rightarrow \infty$,

$$
\mathbb{P}_{u, v}\left(\left(u_{t}, v_{t}\right) \in \cdot\right) \xrightarrow{w} P_{u, v}^{0}\left(\left(B_{T}^{1} m, B_{T}^{2} m\right) \in \cdot\right)
$$

in the sense of weak convergence of probabilities on $\left(M_{\text {tem }}\right)^{2}$.
This is proved in Section 6 along with the other results on (SPDE). In many instances arguments here are only outlined, as they are similar to the corresponding proofs in the lattice case. See the remark following Theorem 1.5 for an explicit description of the above law.
2. Existence, uniqueness and basic properties for the discrete model.

Lemma 2.1. Assume $\xi_{t}$ is a continuous time random walk on $\mathbb{Z}^{d}$ with symmetric step distribution $F(x)$ satisfying $\int_{\mathbb{Z}^{d}} \phi_{\lambda} d F<\infty \forall \lambda>0$. More precisely $q_{j k}=F(k-j)$ for $j \neq k$ in $\mathbb{Z}^{d}$. Then $\left(\mathrm{H}_{0}\right),\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ hold with $\lambda^{\prime}(\lambda)=\lambda$.

Proof. Let $\Phi(\lambda)=\int \phi_{\lambda} d F$. Then

$$
\begin{aligned}
& \sum_{k}\left(\left|q_{j k}\right|+p_{t}(j, k)\right) \exp (\lambda|k|) \\
& \quad \leq \exp (\lambda|j|)\left(\sum_{k}\left(F(k-j)+p_{t}(0, k-j)\right) \exp (\lambda|k-j|)\right)+\exp (\lambda|j|) \\
& \quad=\exp (\lambda|j|)\left(1+\Phi(\lambda)+P_{0}\left(\exp \left(\lambda\left|\xi_{t}\right|\right)\right)\right)
\end{aligned}
$$

Now for $t \leq T$ we have

$$
P_{0}\left(\exp \left(\lambda\left|\xi_{t}\right|\right)\right) \leq \sum_{n=0}^{\infty} \exp (-t) t^{n} \Phi(\lambda)^{n} / n!\leq \exp (T(\Phi(\lambda)-1)) .
$$

This proves $\left(\mathrm{H}_{2}\right)$ with $c_{1.1}(T, \lambda)=1+\Phi(\lambda)+\exp (T(\Phi(\lambda)-1)) .\left(\mathrm{H}_{0}\right)$ and $\left(\mathrm{H}_{1}\right)$ are obvious.

Notation.

$$
\begin{aligned}
M_{F} & =M_{F}\left(\mathbb{Z}^{d}\right)=\left\{u: \mathbb{Z}^{d} \rightarrow \mathbb{R}_{+}: \sum_{k} u(k)<\infty\right\}, \\
M_{\mathrm{rap}} & =M_{\mathrm{rap}}\left(\mathbb{Z}^{d}\right)=\left\{u: \mathbb{Z}^{d} \rightarrow \mathbb{R}_{+}:\left\langle u, \phi_{\lambda}\right\rangle<\infty \forall \lambda \in \mathbb{R}\right\}, \\
M_{b} & =M_{b}\left(\mathbb{Z}^{d}\right)=\left\{u: \mathbb{Z}^{d} \rightarrow \mathbb{R}_{+}: \sup _{k} u(k)<\infty\right\} .
\end{aligned}
$$

We use $M_{\text {tem }}^{s}$ to denote those functions $u: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ such that $|u| \in M_{\text {tem }}$ and similarly define $M_{F}^{s}, M_{\text {rap }}^{s}, M_{b}^{s}$. Topol ogize $M_{\text {rap }}$ by choosing $\mu_{n} \uparrow \infty$ and using the metric $d_{\text {rap }}(u, v)=\sum_{n=1}^{\infty} 2^{-n}\left(|u-v|_{\mu_{n}} \wedge 1\right)$. Then $M_{F}$ is topologized by the $l^{1}$-norm, $\|u-v\|_{1}=\sum_{k}|u(k)-v(k)|$ and $M_{b}$ is topologized by the $l^{\infty}$-norm.

These same metrics are extended to $M_{b}^{s}, M_{F}^{s}, M_{\text {rap }}^{s}$, and $M_{\text {tem. }}^{s}$. (Recall that $d_{\text {tem }}$ was defined on $M_{\text {tem }}$ in the previous section.)

Now $\Omega_{\text {rap }}$ is the space of $M_{\text {rap }} \times M_{\text {rap }}$-valued paths on $\mathbb{R}_{+}$with the compactopen topology and $\Omega_{F}$ is the same space with $M_{F}$ in place of $M_{\text {rap }}$.

Let $S_{n}=\mathbb{Z}^{d} \cap[-n, n]^{d}$ for $n \in \mathbb{N}, P_{t} f(j)=\sum_{k} p_{t}(j, k) f(k)$ is the semigroup associated with $\xi_{t}$ and $Q f(k)=\sum_{j} q_{k j} f(j)$ is its generator.

Theorem 2.2. (a) If $u_{0}, v_{0} \in M_{\text {tem }}$, there is a solution $(u, v, B, W)$ to $(\mathrm{LS})_{u_{0}, v_{0}}$ on some $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, \mathbb{P}\right)$ such that $(u, v)$ has sample paths in $\Omega_{\text {tem }}$ a.s.
(b) Let $(u, v, B, W)$ beany solution to $(\mathrm{LS})_{u_{0}, v_{0}}$ on $\operatorname{some}\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, \mathbb{P}\right)$, where $u_{0}, v_{0} \in M_{\text {tem }}$.
(i) Then $\left(u_{.}, v_{\text {. }}\right) \in \Omega_{\mathrm{tem}}$ a.s. and $\forall \lambda, T>0, \mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}+v_{t}, \phi_{-\lambda}\right\rangle\right)<\infty$. (ii) If $\phi, \psi \in M_{\text {rap }}^{s}$, then

$$
\left\langle u_{t}, \phi\right\rangle=\left\langle u_{0}, P_{t} \phi\right\rangle+N_{t}^{u}(t, \phi), \quad\left\langle v_{t}, \psi\right\rangle=\left\langle v_{0}, P_{t} \psi\right\rangle+N_{t}^{v}(t, \psi),
$$

where

$$
N_{s}^{u}(t, \phi)=\sum_{k} \int_{0}^{s} P_{t-r} \phi(k)\left(\gamma u_{r}(k) v_{r}(k)\right)^{1 / 2} d B_{r}^{k}, \quad s \leq t
$$

and

$$
N_{s}^{v}(t, \psi)=\sum_{k} \int_{0}^{s} P_{t-r} \psi(k)\left(\gamma u_{r}(k) v_{r}(k)\right)^{1 / 2} d W_{r}^{k}, \quad s \leq t
$$

are orthogonal continuous squareintegrable $\mathscr{T}_{t}$-martingales (the series converge in $L^{2}$ uniformly in $s \leq t$ ) with squarefunctions

$$
\left\langle N^{u}(t, \phi)\right\rangle_{s}=\gamma \int_{0}^{s} \sum_{k} P_{t-r} \phi(k)^{2} u_{r}(k) v_{k}(k) d r
$$

and

$$
\left\langle N^{v}(t, \psi)\right\rangle_{s}=\gamma \int_{0}^{s} \sum_{k} P_{t-r} \psi(k)^{2} u_{r}(k) v_{r}(k) d r .
$$

(iii) If $\phi, \psi: \mathbb{Z}^{d} \rightarrow \mathbb{R}_{+}$, then

$$
\begin{aligned}
\mathbb{P}\left(\left\langle u_{t}, \phi\right\rangle\right) & =\left\langle u_{0}, P_{t} \phi\right\rangle, \quad \mathbb{P}\left(\left\langle v_{t}, \psi\right\rangle\right)=\left\langle v_{0}, P_{t} \psi\right\rangle \quad \text { and } \\
\mathbb{P}\left(\left\langle u_{t}, \phi\right\rangle\left\langle v_{t}, \psi\right\rangle\right) & =\left\langle u_{0}, P_{t} \phi\right\rangle\left\langle v_{0}, P_{t} \psi\right\rangle .
\end{aligned}
$$

(iv) Assume $\phi, \psi: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ satisfy $|\phi(j)|+|\psi(j)| \leq c e^{-\lambda|j|} \forall j \in \mathbb{Z}^{d}$ and some $c, \lambda>0$. Then

$$
\begin{aligned}
& \left\langle u_{t}, \phi\right\rangle=\left\langle u_{0}, \phi\right\rangle+\int_{0}^{t}\left\langle u_{s}, Q \phi\right\rangle d s+M_{t}^{u}(\phi), \\
& \left\langle v_{t}, \psi\right\rangle=\left\langle v_{0}, \psi\right\rangle+\int_{0}^{t}\left\langle v_{s}, Q \psi\right\rangle d s+M_{t}^{v}(\psi),
\end{aligned}
$$

where $\mathbb{P}\left(\int_{0}^{t}\left\langle u_{s},\right| Q \phi| \rangle+\left\langle v_{s},\right| Q \psi| \rangle d s\right)<\infty, M_{t}^{u}(\phi)$ and $M_{t}^{v}(\psi)$ are orthogonal squareintegrable $\left(\mathscr{F}_{t}\right)$-martingales such that $\left\langle M^{u}(\phi)\right\rangle_{t}=\int_{0}^{t} \gamma\left\langle u_{s} v_{s}, \phi^{2}\right\rangle d s$ and $\left\langle M^{v}(\psi)\right\rangle_{t}=\int_{0}^{t} \gamma\left\langle u_{s} v_{s}, \psi^{2}\right\rangle d s$.
(c) $\operatorname{Let}(u, v, B, W)$ beasin (b) but with $u_{0}, v_{0} \in M_{\text {rap }}$. Then $(u, v) \in \Omega_{\text {rap }}$ a.s. and $\forall \lambda, T>0, \mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}+v_{t}, \phi_{\lambda}\right\rangle\right)<\infty$. Then (b)(ii) holds for $\phi, \psi \in M_{\text {tem }}^{s}$ and (b)(iv) holds if $\phi, \psi: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ satisfy $|\phi(j)|+|\psi(j)| \leq c e^{\lambda|j|} \forall j \in \mathbb{Z}^{d}$ and some $c, \lambda>0$.
(d) Let $(u, v, B, W)$ be as in (b) but with $u_{0}, v_{0} \in M_{F}$. Then (u., v.) $\in \Omega_{F}$ a.s. and (b)(ii), (iv) hold for $\phi, \psi \in M_{b}^{s}$. In particular $\left\langle u_{t}, 1\right\rangle$ and $\left\langle v_{t}, 1\right\rangle$ are orthogonal square integrable continuous martingales with square function $\gamma \int_{0}^{t}\left\langle u_{s}, v_{s}\right\rangle d s$.

We give the proof in the Appendix. Although similar in spirit to arguments in Shiga and Shimizu (1980), the proof is necessarily different in some respects because of the different state spaces and several additional specialized properties.

Let $\left(u_{t}, v_{t}\right)$ denote the coordinate mappings on $\Omega_{\text {tem }}$ and for clarity we use $\left(\tilde{u}_{t}, \tilde{v}_{t}\right)$ to denote the coordinate maps on $\Omega_{\text {rap }}$. Following Mytnik (1997) we define

$$
\left(X_{t}, Y_{t}\right)=\left(u_{t}+v_{t}, u_{t}-v_{t}\right), \quad\left(\tilde{X}_{t}, \tilde{Y}_{t}\right)=\left(\tilde{u}_{t}+\tilde{v}_{t}, \tilde{u}_{t}-\tilde{v}_{t}\right)
$$

State spaces for these processes are given by

$$
E=\left\{(x, y): x \in M_{\text {tem }}, y \in M_{\text {tem }}^{s},|y(k)| \leq x(k) \forall k \in \mathbb{Z}^{d}\right\}
$$

and

$$
\tilde{E}=\left\{(x, y) \in E: x \in M_{\text {rap }}\right\} \supset E_{f}=\{(x, y) \in E: x \text { has finite support }\}
$$

Define a metric $d_{E}$ on $E$ by $d_{E}\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)=d_{\text {tem }}\left(x, x^{\prime}\right)+d_{\text {tem }}\left(y, y^{\prime}\right)$ and similarly define $d_{\tilde{E}}$ on $\tilde{E}$, using $d_{\text {rap }}$. It is easy to check that $\left(E, d_{E}\right)$ and $\left(\tilde{E}, d_{\tilde{E}}\right)$ are Polish spaces.

If $(\phi, \psi) \in \tilde{E}$, define a continuous function $F_{\phi, \psi}: E \rightarrow \mathbb{C}$ by

$$
F_{\phi, \psi}(x, y)=\exp \{-\langle x, \phi\rangle+i\langle y, \psi\rangle\} .
$$

LEMMA 2.3. (a) If $\lambda_{n} \downarrow 0$ and $M_{n}>0$, then $K=\left\{(x, y) \in E:\left\langle x, \phi_{-\lambda_{n}}\right\rangle \leq\right.$ $\left.M_{n} \forall n \in \mathbb{N}\right\}$ is compact in $E$.
(b) If $P$ and $Q$ are laws on $E$ such that $P\left(F_{\phi, \psi}\right)=Q\left(F_{\phi, \psi}\right) \forall(\phi, \psi) \in E_{f}$, then $P=Q$.
(c) Let $\left\{P_{n}\right\}$ be probabilities on $E$ such that $\forall \lambda>0 \sup _{n} \int\left\langle x, \phi_{-\lambda}\right\rangle d P_{n}(x)=$ $K_{\lambda}<\infty$ and $P_{n}\left(F_{\phi, \psi}\right)$ converges as $n \rightarrow \infty \forall(\phi, \psi) \in E_{f}$. Then $\left\{P_{n}\right\}$ converges weakly to a probability $P_{\infty}$ on $E$ and $\lim P_{n}\left(F_{\phi, \psi}\right)=P_{\infty}\left(F_{\phi, \psi}\right) \forall(\phi, \psi) \in E_{f}$.

Proof. (a) Let $\left\{\left(x_{n}, y_{n}\right)\right\}$ be in $K$. We will construct a subsequence converging to a point in $K$. We may assume $\lim _{n \rightarrow \infty} x_{n}(k)=x(k)$ and $\lim _{n \rightarrow \infty} y_{n}(k)=y(k)$ exist $\forall k \in \mathbb{Z}^{d}$ by a Cantor diagonalization argument. By

Fatou's lemma $\left\langle x, \phi_{-\lambda_{n}}\right\rangle \leq M_{n}$ and so $(x, y) \in K$. If $N \in \mathbb{N}$ and $0<\lambda_{n_{0}}<\lambda / 2$, then

$$
\begin{aligned}
\langle | x_{n}-x\left|, \phi_{-\lambda}\right\rangle & \leq\langle | x_{n}-x\left|, 1_{S_{N}} \phi_{-\lambda}\right\rangle+\exp (-\lambda N / 2)\langle | x_{n}-x\left|, 1_{S_{N}^{c}} \phi_{-\lambda / 2}\right\rangle \\
& \leq\langle | x_{n}-x\left|, 1_{S_{N}} \phi_{-\lambda}\right\rangle+\exp (-\lambda N / 2) \sup _{n}\left\langle x_{n}+x, \phi_{-\lambda_{n}}\right\rangle \\
& \leq\langle | x_{n}-x\left|, 1_{S_{N}} \phi_{-\lambda}\right\rangle+\exp (-\lambda N / 2) 2 M_{n_{0}} .
\end{aligned}
$$

This shows the left side approaches zero as $n \rightarrow \infty$ and the same is true of $\langle | y_{n}-y\left|, \phi_{-\lambda}\right\rangle$. It follows that $\left(x_{n}, y_{n}\right) \rightarrow(x, y)$ in $E$.
(b) Fix $N \in \mathbb{N}$ and let

$$
E^{(N)}=\left\{(x, y) \in \mathbb{R}_{+}^{S_{N}} \times \mathbb{R}^{S_{N}}:|y(k)| \leq x(k) \forall k \in S_{N}\right\} .
$$

For $(a, b) \in E^{(N)}$, define $F_{a, b}: E^{(N)} \rightarrow \mathbb{C}$ by $F_{a, b}(x, y)=\exp \{-\langle a, x\rangle+i\langle b, y\rangle\}$. If $\mathscr{A}=\left\{F_{a, b}:(a, b) \in E^{(N)}\right\}$, then the Stone-Weierstrass theorem shows that the complex linear span of $\mathscr{A}$ is dense in the space of continuous complexvalued functions on $E^{(N)}$ with limits at infinity. If $P$ and $Q$ are as in the statement of (b), it now follows easily that they have the same finite-dimensional distributions and therefore coincide.
(c) We first show that $\left\{P_{n}\right\}$ is tight and hence relatively compact by Prohorov's theorem. Let $\varepsilon>0, \lambda_{j} \downarrow 0$ and choose $M_{j} \geq \varepsilon^{-1} 2^{j} K_{\lambda_{j}}$. Then $C_{\varepsilon}=$ $\left\{(x, y) \in E:\left\langle x, \phi_{-\lambda_{j}}\right\rangle \leq M_{j} \forall j \in \mathbb{N}\right\}$ is compact in $E$ by (a), and

$$
P_{n}\left(C_{\varepsilon}^{c}\right) \leq \sum_{j=1}^{\infty} \int \frac{\left\langle x, \phi_{-\lambda_{j}}\right\rangle d P_{n}(x)}{M_{j}} \leq \sum_{j=1}^{\infty} K_{\lambda_{j}} / M_{j} \leq \varepsilon \quad \forall n \in \mathbb{N},
$$

thus proving tightness. The convergence of $P_{n}\left(F_{\phi, \psi}\right)$ for $(\phi, \psi) \in E_{f}$ and (b) show that all limit points of $\left\{P_{n}\right\}$ coincide and hence $P_{n} \rightarrow_{w} P_{\infty}$ for some $P_{\infty}$. The last assertion is then immediate by the continuity of $F_{\phi, \psi}$ on $E$.

If $\left(\tilde{u}_{0}, \tilde{v}_{0}\right) \in M_{\text {rap }} \times M_{\text {rap }}$, then by Theorem 2.2 the law of a solution to (LS) $\tilde{u}_{0}, \tilde{v}_{0}$ may be viewed as a probability on $\Omega_{\text {tem }}$ or $\Omega_{\text {rap }}$. This convention is used in the following uniqueness theorem of Mytnik (1997).

ThEOREM 2.4. (a) If $\left(u_{0}, v_{0}\right) \in\left(M_{\text {tem }}\right)^{2}$, there is a unique probability $\mathbb{P}_{u_{0}, v_{0}}$ on $\Omega_{\text {tem }}$ so that $(u, v)$ has law $\mathbb{P}_{u_{0}, v_{0}}$ whenever $(u, v, B, W)$ is a solution of (LS) $u_{u_{0}, v_{0}}$ on some probability space.
(b) If $\left(u_{0}, v_{0}\right) \in\left(M_{\text {tem }}\right)^{2},\left(\tilde{u}_{0}, \tilde{v}_{0}\right) \in\left(M_{\text {rap }}\right)^{2}$, then [recall the definitions of ( $X_{t}, Y_{t}$ ), ( $\left.\tilde{X}_{t}, \tilde{Y}_{t}\right)$ prior to Lemma 2.3]

$$
\mathbb{P}_{u_{0}, v_{0}}\left(\exp \left\{-\left\langle X_{t}, \tilde{X}_{0}\right\rangle+i\left\langle Y_{t}, \tilde{Y}_{0}\right\rangle\right\}\right)=\mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(\exp \left\{-\left\langle X_{0}, \tilde{X}_{t}\right\rangle+i\left\langle Y_{0}, \tilde{Y}_{t}\right\rangle\right\}\right)
$$

Proof. (b) Let $(\tilde{\phi}, \tilde{\psi}) \in \tilde{E}$ and write $F((\tilde{\phi}, \tilde{\psi}),(x, y))$ for $F_{\tilde{\phi}, \tilde{\psi}}(x, y)$. Define

$$
\begin{align*}
A F(\tilde{\phi}, \tilde{\psi}, x, y)=F(\tilde{\phi}, \tilde{\psi}, x, y)[ & -\langle x, Q \tilde{\phi}\rangle+i\langle y, Q \tilde{\psi}\rangle  \tag{2.1}\\
& \left.+\left(\gamma^{2} / 4\right)\left\langle x^{2}-y^{2}, \tilde{\phi}^{2}-\tilde{\psi}^{2}\right\rangle\right] .
\end{align*}
$$

Let $\mathbb{P}_{u_{0}, v_{0}}$ (respectively, $\mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}$ ) be the law of $(u, v)$ where $(u, v, B, W)$ is a soIution of (LS $)_{u_{0}, v_{0}}$ [respectively, (LS $)_{\tilde{u}_{0}, \tilde{v}_{0}}$ ]. Theorem 2.2(b)(iv) and Itô's lemma show that [ $\mathscr{F}_{t}$ is the canonical right-continuous filtration on $\Omega_{\text {tem }}$ ]
(2.2) $F\left(\tilde{\phi}, \tilde{\psi}, X_{t}, Y_{t}\right)-F\left(\tilde{\phi}, \tilde{\psi}, X_{0}, Y_{0}\right)-\int_{0}^{t} A F\left(\tilde{\phi}, \tilde{\psi}, X_{s}, Y_{s}\right) d s \equiv M_{t}(\tilde{\phi}, \tilde{\psi})$
is a continuous $\left(\mathscr{F}_{t}\right)$-martingale under $\mathbb{P}_{u_{0}, v_{0}}$. If $(\phi, \psi) \in E$, Theorem 2.2(c), I tô's lemma and the symmetry of $Q$ show that

$$
\begin{equation*}
F\left(\tilde{X}_{t}, \tilde{Y}_{t}, \phi, \psi\right)-F\left(\tilde{X}_{0}, \tilde{Y}_{0}, \phi, \psi\right)-\int_{0}^{t} A F\left(\tilde{X}_{s}, \tilde{Y}_{s}, \phi, \psi\right) d s \equiv N_{t}(\phi, \psi) \tag{2.3}
\end{equation*}
$$

is a continuous $\left(\mathscr{F}_{t}\right)$-martingale under $\mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}$. Let

$$
f(s, t)=\mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}} \times \mathbb{P}_{u_{0}, v_{0}}\left(F\left(\tilde{X}_{s}, \tilde{Y}_{s}, X_{t}, Y_{t}\right)\right)
$$

Then (2.2) shows that

$$
\begin{align*}
f(s, t)= & \mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(F\left(\tilde{X}_{s}, \tilde{Y}_{s}, X_{0}, Y_{0}\right)\right. \\
& \left.\quad+\mathbb{P}_{u_{0}, v_{0}}\left(\int_{0}^{t} A F\left(\tilde{X}_{s}, \tilde{Y}_{s}, X_{r}, Y_{r}\right) d r\right)\right)  \tag{2.4}\\
= & \mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(F\left(\tilde{X}_{s}, \tilde{Y}_{s}, X_{0}, Y_{0}\right)\right) \\
& +\int_{0}^{t} \mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}} \times \mathbb{P}_{u_{0}, v_{0}}\left(A F\left(\tilde{X}_{s}, \tilde{Y}_{s}, X_{r}, Y_{r}\right)\right) d r
\end{align*}
$$

The application of Fubini's theorem is justified because

$$
\begin{aligned}
|A F(\tilde{\phi}, \tilde{\psi}, x, y)| & \leq \exp \{-\langle x, \tilde{\phi}\rangle\}\left[\langle x,| Q \tilde{\phi}| \rangle+\langle y,| Q \tilde{\psi}| \rangle+\left(\gamma^{2} / 4\right)\langle x, \tilde{\phi}\rangle^{2}\right] \\
& \leq\langle x,| Q \tilde{\phi}| \rangle+\langle y,| Q \tilde{\psi}| \rangle+c
\end{aligned}
$$

and so

$$
\begin{aligned}
& \sup _{s \leq t, r \leq t} \mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}} \times \mathbb{P}_{u_{0}, v_{0}}\left(\left|A F\left(\tilde{X}_{s}, \tilde{Y}_{s}, X_{r}, Y_{r}\right)\right|\right) \\
& \quad \leq \sup _{s \leq t, r \leq t} 2 \sum_{j} \sum_{k} \mathbb{P}_{u_{0}, v_{0}}\left(X_{r}(j)\right)\left|q_{j k}\right| \mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(\tilde{X}_{s}(k)\right)+c \\
& \quad \leq \sup _{s \leq t, r \leq t} 2 \sum_{j} \sum_{k}\left(P_{r} u_{0}(j)+P_{r} v_{0}(j)\right)\left|q_{j k}\right|\left(P_{s} \tilde{u}_{0}(k)+P_{s} \tilde{v}_{0}(k)\right)+c \\
& \quad<\infty
\end{aligned}
$$

by Theorem 2.2(b)(iii) and a repeated application of $\left(\mathrm{H}_{2}\right)$, respectively. Similarly, we have from (2.3),

$$
\begin{align*}
f(s, t)= & \mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(F\left(\tilde{X}_{0}, \tilde{Y}_{0}, X_{t}, Y_{t}\right)\right) \\
& +\int_{0}^{s} \mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}} \times \mathbb{P}_{u_{0}, v_{0}}\left(\operatorname{AF}\left(\tilde{X}_{r}, \tilde{Y}_{r}, X_{t}, Y_{t}\right)\right) d r \tag{2.5}
\end{align*}
$$

A standard lemma [Lemma 4.4.10 of Ethier and Kurtz (1986)] now gives

$$
f(t, 0)-f(0, t)=\int_{0}^{t} f_{1}(s, t-s)-f_{2}(s, t-s) d s=0 \quad \text { by (2.4) and (2.5), }
$$

where $f_{1}$ and $f_{2}$ are the derivatives of the absolutely continuous functions $f(\cdot, t)$ and $f(s, \cdot)$, respectively. This proves (b) for the laws of any solutions of $(\mathrm{LS})_{u_{0}, v_{0}}$ and $(\mathrm{LS})_{\tilde{u}_{0}, \tilde{v}_{0}}$.
(a) The above result and the existence of a solution to (LS) $\tilde{\tilde{u}}_{0}, \tilde{v}_{0}$ for any $\tilde{u}_{0}, \tilde{v}_{0} \in M_{\text {rap }}$ (Theorem 2.2) show that the left side of (2.1) is unique for any solution of (LS) $u_{u_{0}, v_{0}}$ (which exists by Theorem 2.2) and any $\left(\tilde{X}_{0}, \tilde{Y}_{0}\right) \in \tilde{E}$. Lemma 2.3(b) and the fact that $\left(X_{t}, Y_{t}\right) \in E$ a.s. (Theorem 2.2) show that the law of $\left(X_{t}, Y_{t}\right)$ is unique for any $t>0$ and for any solution of (LS) $u_{u_{0}, v_{0}}$. In fact we only need the fact that ( $X, Y$ ) satisfies the martingale problem for $A$ defined above on $D(A)=\left\{F_{\tilde{\phi}, \tilde{\psi}}:(\tilde{\phi}, \tilde{\psi}) \in \tilde{E}\right\}$. A standard result on martingale problems [e.g., Theorem 4.4.2 of Ethier and Kurtz (1986) and Theorem 6.2.3 of Stroock and Varadhan (1979)] shows the law of ( $X_{.}, Y_{\text {. }}$ ) and hence ( $\left.u ., v.\right)$ is unique. Again we use Theorem 2.2 to see that this law is on $\Omega_{\text {tem }}$.

Remark 2.5. (a) The above argument shows that $\mathbb{P}_{u_{0}, v_{0}}$ is the unique law on $\Omega_{\text {tem }}$ which solves the martingale problem for $A$ given by (2.1) on $D(A)=$ $\left\{F_{\tilde{\phi}, \tilde{\psi}}:(\tilde{\phi}, \tilde{\psi}) \in E_{f}\right\}$ and initial conditions $\left(u_{0}, v_{0}\right) \in\left(M_{\text {tem }}\right)^{2}$. We will refer to this martingale problem as (MP) $u_{u_{0}, v_{0}}$.
(b) Theorem 1.1 is contained in Theorems 2.2 and 2.4.

Corollary 2.6. If $u_{0}, v_{0} \in M_{\text {tem }}$ and $\theta>0$, then

$$
\mathbb{P}_{\theta u_{0}, \theta v_{0}}(\cdot)=\mathbb{P}_{u_{0}, v_{0}}(\theta(u, v) \in \cdot) .
$$

Proof. $\mathbb{P}_{u_{0}, v_{0}}\left(\theta(u, v) \in\right.$ ) solves $(\mathrm{MP})_{\theta u_{0}, \theta v_{0}}$ (alternatively consider $\left.(\mathrm{LS})_{\theta u_{0}, \theta v_{0}}\right)$ and so this follows by the uniqueness in Remark 2.5.

Notation. If $f:\left(M_{\text {tem }}\right)^{2} \rightarrow \mathbb{R}$ is bounded and measurable, let $\bar{P}_{t} f(u, v)=$ $\mathbb{P}_{u, v}\left(f\left(U_{t}, V_{t}\right)\right)$ for $(u, v) \in\left(M_{\text {tem }}\right)^{2}$ and let $C_{b}(S)$ denote the space of bounded continuous functions on a metric space $S$.

The Feller and strong Markov properties of solutions to (LS) are now easy consequences of the duality result in Theorem 2.4.

Corollary 2.7. (a) $\bar{P}_{t}: C_{b}\left(\left(M_{\text {tem }}\right)^{2}\right) \rightarrow C_{b}\left(\left(M_{\text {tem }}\right)^{2}\right) \forall t \geq 0$.
(b) Let $(u, v, B, W)$ solve $(\mathrm{LS})_{u_{0}, v_{0}}$ on $\operatorname{some}\left(\Omega, \mathscr{F}, \mathscr{T}_{t}, \mathbb{P}\right)$. If $T$ is an a.s. finite $\left(\mathscr{F}_{t}\right)$-stopping time, then for any bounded measurable $f$ on $\left(M_{\text {tem }}\right)^{2}$ and any $t \geq 0$

$$
\mathbb{P}\left(f\left(u_{T+t}, v_{T+t}\right) \mid \mathscr{F}_{T}\right)=\bar{P}_{t} f\left(u_{T}, v_{T}\right), \quad \mathbb{P} \text {-a.s. }
$$

Proof. (a) Let $\left(u_{0}^{n}, v_{0}^{n}\right) \rightarrow\left(u_{0}, v_{0}\right)$ in $\left(M_{\text {tem }}\right)^{2}$ and let $P_{n}$ (respectively, $\left.P_{\infty}\right)$ be the distribution of $\left(X_{t}, Y_{t}\right)=\left(u_{t}+v_{t}, u_{t}-v_{t}\right)$ on $E$ under $\mathbb{P}_{u_{0}^{n}, v_{0}^{n}}$
(respectively, $\mathbb{P}_{u_{0}, v_{0}}$ ). We check the hypotheses of Lemma 2.3(c). Let $\lambda>0$ and choose $\tilde{\lambda}>0$ so that $\lambda^{\prime}(\tilde{\lambda})<\lambda$ [recall $\left.\left(\mathrm{H}_{2}\right)\right]$. Then

$$
\begin{aligned}
& \mathbb{P}_{u_{0}^{n}, v_{0}^{n}}\left(\left\langle X_{t}, \phi_{-\lambda}\right\rangle\right) \\
& \quad=\sum_{j} \sum_{k}\left(u_{0}^{n}(j)+v_{0}^{n}(j)\right) p_{t}(j, k) \phi_{-\lambda}(k) \quad \text { by Theorem 2.2(b)(iii) } \\
& \quad \leq \sum_{j} \sum_{k}\left(u_{0}^{n}(j)+v_{0}^{n}(j)\right) c_{1.1}(t, \tilde{\lambda}) \phi_{-\tilde{\lambda}}(j) \phi_{\lambda^{\prime}(\tilde{\lambda})-\lambda}(k) \\
& \quad \text { by }\left(\mathrm{H}_{2}\right) \text { and symmetry of } p_{t} \\
& \quad \leq c(t, \tilde{\lambda}, \lambda)\left\langle u_{0}^{n}+v_{0}^{n}, \phi_{-\tilde{\lambda}}\right\rangle \quad
\end{aligned}
$$

and the latter is bounded uniformly in $n$ because $u_{0}^{n}+v_{0}^{n} \rightarrow u_{0}+v_{0}$ in $M_{\text {tem }}$. It is immediate from Theorem 2.4(b) that for $(\phi, \psi) \in E_{f}$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} P_{n}\left(F_{\phi, \psi}\right)= & \lim _{n \rightarrow \infty} \mathbb{P}_{(\phi+\psi) / 2,(\phi-\psi) / 2}\left(\exp \left\{-\left\langle u_{0}^{n}+v_{0}^{n}, \tilde{X}_{t}\right\rangle+i\left\langle u_{0}^{n}-v_{0}^{n}, \tilde{Y}_{t}\right\rangle\right\}\right) \\
= & \mathbb{P}_{(\phi+\psi) / 2,(\phi-\psi) / 2}\left(\exp \left\{-\left\langle u_{0}+v_{0}, \tilde{X}_{t}\right\rangle+i\left\langle u_{0}-v_{0}, \tilde{Y}_{t}\right\rangle\right\}\right) \\
= & \quad \text { since }\left(\tilde{X}_{t}, \tilde{Y}_{t}\right) \in \tilde{E} \text { a.s. by Theorem 2.2(c) } \\
& \left.=F_{\phi, \psi}\right) . \quad
\end{aligned}
$$

Lemma 2.3(c) now shows that $P_{n} \rightarrow_{w} P_{\infty}$ on $E$ and so $\bar{P}_{t} f\left(u_{0}^{n}, v_{0}^{n}\right) \rightarrow$ $\bar{P}_{t} f\left(u_{0}, v_{0}\right)$ for $f \in C_{t}\left(\left(M_{\text {tem }}\right)^{2}\right)$.
(b) This is a standard consequence of the uniqueness in Theorem 2.4 and Remark 2.5. For example, see Theorem 4.4.2(c) of Ethier and Kurtz (1986). The required measurability is clear from (a) or Theorem 4.4.6 of the same reference.

Remark 2.8. It is easy to use the previous result and standard tightness arguments, to see that $\left(u_{0}, v_{0}\right) \rightarrow \mathbb{P}_{u_{0}, v_{0}}$ is a continuous map into the space of probabilities on $\Omega_{\mathrm{tem}}$ with the topology of weak convergence.

Proof of Theorem 1.4. Let $(\phi, \psi) \in \tilde{E}$. Theorem $2.2(\mathrm{~d})$ implies that $\left\langle\tilde{u}_{t}, 1\right\rangle$ and $\left\langle\tilde{v}_{t}, 1\right\rangle$ are non-negative continuous martingales under $\mathbb{P}_{(\phi+\psi) / 2,(\phi-\psi) / 2)} \equiv \mathbb{P}^{\prime}$ and hence converge $\mathbb{P}^{\prime}$-a.s. as $t \rightarrow \infty$ to $\left\langle\tilde{u}_{\infty}, 1\right\rangle$ and $\left\langle\tilde{v}_{\infty}, 1\right\rangle$, respectively, (say) by the martingale convergence theorem. Theorem 2.4(b) therefore shows us that

$$
\begin{align*}
& \lim _{t \rightarrow \infty} \mathbb{P}_{u, v}\left(F_{\phi, \psi}\left(X_{t}, Y_{t}\right)\right) \\
& =\lim _{t \rightarrow \infty} \mathbb{P}^{\prime}\left(\exp \left\{-(u+v)\left\langle\tilde{u}_{t}+\tilde{v}_{t}, 1\right\rangle+i(u-v)\left\langle\tilde{u}_{t}-\tilde{v}_{t}, 1\right\rangle\right\}\right)  \tag{2.6}\\
& =\mathbb{P}^{\prime}\left(\operatorname { e x p } \left\{-(u+v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right.\right. \\
& \left.\left.\quad \quad+i(u-v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right\}\right) .
\end{align*}
$$

Theorem 2.2b(iii) implies that for $\lambda>0$,

$$
\mathbb{P}_{u, v}\left(\left\langle X_{t}, \phi_{-\lambda}\right\rangle\right)=(u+v)\left\langle\phi_{-\lambda}, 1\right\rangle<\infty .
$$

Lemma 2.3(c) shows that $\mathbb{P}_{u, v}\left(\left(X_{t}, Y_{t}\right) \in \cdot\right)$ converges weakly on $E$ as $t \rightarrow \infty$ and since $\left(u_{t}, v_{t}\right)$ is a linear function of $\left(X_{t}, Y_{t}\right)$, therefore $\mathbb{P}_{u, v}\left(\left(u_{t}, v_{t}\right) \in \cdot\right)$ also converges weakly on $\left(M_{\text {tem }}\right)^{2}$ as $t \rightarrow \infty$ to a limit which we denote by $\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right)$. Lemma 2.3(c) and (2.6) also imply

$$
\begin{align*}
\mathbb{P}_{u, v}\left(F_{\phi, \psi}\left(u_{\infty}+v_{\infty}, u_{\infty}-v_{\infty}\right)\right)=\mathbb{P}^{\prime}(\exp \{ & -(u+v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)  \tag{2.7}\\
+ & \left.\left.i(u-v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right\}\right) .
\end{align*}
$$

Turning next to the mean measures of $u_{\infty}$ and $v_{\infty}$, let $\phi \in M_{\text {rap }}$ and note that

$$
\begin{align*}
& \mathbb{P}_{u, v}\left(\left\langle u_{\infty}+v_{\infty}, \phi\right\rangle\right) \\
& \begin{aligned}
&=-\left.\frac{d}{d \lambda}\right|_{\lambda=0} \mathbb{P}_{u, v}\left(\exp \left\{-\lambda\left\langle u_{\infty}+v_{\infty}, \phi\right\rangle\right\}\right) \\
&=-\left.\frac{d}{d \lambda}\right|_{\lambda=0} \mathbb{P}_{\lambda \phi / 2, \lambda \phi / 2}\left(\operatorname { e x p } \left\{-(u+v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right.\right. \\
&\left.\left.\quad+i(u-v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right\}\right) \quad \text { by (2.7) } \\
&=-\left.\frac{d}{d \lambda}\right|_{\lambda=0} \mathbb{P}_{\phi / 2, \phi / 2}\left(\operatorname { e x p } \left\{-(u+v) \lambda\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right.\right. \\
&\left.\left.+i(u-v) \lambda\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right\}\right)
\end{aligned}
\end{align*}
$$

by Corollary 2.6

$$
\begin{aligned}
= & \mathbb{P}_{\phi / 2, \phi / 2}\left((u+v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right) \\
\quad & \quad+i(u-v) \mathbb{P}_{\phi / 2, \phi / 2}\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right) \\
= & (u+v) \mathbb{P}_{\phi / 2, \phi / 2}\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right),
\end{aligned}
$$

as the imaginary part must vanish since the left side is real-valued. By the Dubins-Schwarz theorem and Theorem 2.2(d) under $\mathbb{P}_{\phi / 2, \phi / 2},\left(\left\langle\tilde{u}_{t}, 1\right\rangle\right.$, $\left.\left\langle\tilde{v}_{t}, 1\right\rangle\right)$ is equal in law to $B\left(A_{t}\right)$ where $B$ is a planar Brownian motion starting at $\frac{1}{2}(\langle\phi, 1\rangle,\langle\phi, 1\rangle)$ and

$$
A_{t}=\gamma \int_{0}^{t}\left\langle\tilde{u}_{s}, \tilde{v}_{s}\right\rangle d s \leq T=\inf \left\{s: B_{s}^{1} B_{s}^{2}=0\right\} .
$$

Standard estimates show that $P(T>t) \leq c(t+1)^{-1}$ and so $T^{p}$ is integrable for $0<p<1$. Burkholder's inequality therefore shows that $\sup _{t}\left\langle\tilde{u}_{t}+\tilde{v}_{t}, 1\right\rangle^{2 p}$ is integrable for $0<p<1$ and therefore $\left\{\left\langle\tilde{u}_{t}+\tilde{v}_{t}, 1\right\rangle: t \geq 0\right\}$ is a uniformly
integrable martingale. Equation (2.8) therefore allows us to conclude that

$$
\begin{aligned}
\mathbb{P}_{u, v}\left(\left\langle u_{\infty}+v_{\infty}, \phi\right\rangle\right) & =(u+v) \lim _{t \rightarrow \infty} \mathbb{P}_{\phi / 2, \phi / 2}\left(\left\langle\tilde{u}_{t}, 1\right\rangle+\left\langle\tilde{v}_{t}, 1\right\rangle\right) \\
& =(u+v)\langle\phi, 1\rangle \quad \text { by Theorem 2.2(b)(iii) } \\
& =\lim _{t \rightarrow \infty} \mathbb{P}_{u, v}\left(\left\langle u_{t}+v_{t}, \phi\right\rangle\right) \quad \text { by Theorem 2.2(b)(iii) again. }
\end{aligned}
$$

This and the weak convergence of $\left\langle u_{t}+v_{t}, \phi\right\rangle$ to $\left\langle u_{\infty}+v_{\infty}, \phi\right\rangle$ imply that $\left\{\left\langle u_{n}+v_{n}, \phi\right\rangle: n \in \mathbb{N}\right\}$ is uniformly integrable and so the same is true of $\left\{u_{n}(\phi)\right\}$ and $\left\{v_{n}(\phi)\right\}$. This proves that

$$
\mathbb{P}_{u, v}\left(\left\langle u_{\infty}, \phi\right\rangle\right)=\lim _{n \rightarrow \infty} \mathbb{P}_{u, v}\left(\left\langle u_{n}, \phi\right\rangle\right)=u\langle\phi, 1\rangle .
$$

Set $\phi=1_{\{k\}}$ to conclude $\mathbb{P}_{u, v}\left(u_{\infty}(k)\right)=u$ and the same argument gives $\mathbb{P}_{u, v}\left(v_{\infty}(k)\right)=v$.

The fact that $\nu(\cdot)=\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right)$ is a stationary initial distribution for the Markov process ( $u_{t}, v_{t}$ ) is an easy and well-known consequence of the above weak convergence and the Feller property [Corollary 2.7(a)]. Finally if $\left(q_{j k}\right)$ is spatially homogeneous, then uniqueness to the martingale problem (MP) (recall Remark 2.5) shows that $\left(u_{t}, v_{t}\right)$ is a stationary random field under $\mathbb{P}_{u, v}$ and so the same is true of $\left(u_{\infty}, v_{\infty}\right)$.

As it will be useful later we record (2.7) as the following corollary.
Corollary 2.9. The equilibrium distribution for $\left(u_{t}, v_{t}\right)$ constructed in Theorem 1.4 satisfies

$$
\begin{align*}
& \mathbb{P}_{u, v}\left(F_{\phi, \psi}\left(u_{\infty}+v_{\infty}, u_{\infty}-v_{\infty}\right)\right) \\
& \quad=\mathbb{P}_{(\phi+\psi) / 2,(\phi-\psi) / 2}\left(\operatorname { e x p } \left\{-(u+v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right.\right. \\
& \left.\left.\quad+i(u-v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right\}\right)  \tag{2.9}\\
& \quad \forall(\phi, \psi) \in \tilde{E} .
\end{align*}
$$

Remark. Of course (2.9) in fact characterizes $\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right.$ ) [by Lemma 2.3(b)]. Hence it codes up properties of this equilibrium distribution in terms of the laws of $\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle,\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)$ for rapidly decreasing initial conditions. In the next section we will study properties of these laws which will allow us to decide when coexistence of types is possible for these equilibrium laws (in Section 4). The fact that the self-dual relation (2.9) is nonetheless very useful through its linking of finite and infinite initial conditions is reminiscent of the situation for infinite linear systems in Chapter IX of Liggett (1985).
3. Coexistence for integrable initial conditions. In this section we prove Theorem 1.2. Recall from Theorem 2.2(d) that for $u_{0}, v_{0} \in M_{F}$, under
$\mathbb{P}_{u_{0}, v_{0}}\left\langle u_{t}, 1\right\rangle$ and $\left\langle v_{t}, 1\right\rangle$ are orthogonal continuous $L^{2}$-martingales with common square function

$$
\gamma A_{t} \equiv \gamma \int_{0}^{t}\left\langle u_{s}, v_{s}\right\rangle d s
$$

Recall also that $\left\langle u_{\infty}, 1\right\rangle$ and $\left\langle v_{\infty}, 1\right\rangle$ denote their respective a.s. Iimits as $t \rightarrow$ $\infty$.

Proof of Theorem 1.2(a). The mean value results from Theorem 2.2(b)(iii) show that

$$
\begin{aligned}
\mathbb{P}_{u_{0}, v_{0}}\left(A_{\infty}\right) & =\int_{0}^{\infty} \sum_{i}\left(\sum_{j} u_{0}(j) p_{s}(j, i)\right)\left(\sum_{k} v_{0}(k) p_{s}(k, i)\right) d s \\
& =\sum_{j} \sum_{k} u_{0}(j) v_{0}(k) \int_{0}^{\infty} p_{2 s}(j, k) d s \\
& \leq\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle \sup _{j, k} \frac{1}{2} g_{\infty}(j, k) .
\end{aligned}
$$

The strong Markov property of $\xi$ therefore shows that

$$
\mathbb{P}_{u_{0}, v_{0}}\left(A_{\infty}\right) \leq\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle \sup _{k} \frac{1}{2} g_{\infty}(k, k)<\infty \quad \text { by hypothesis. }
$$

Doob's strong $L^{2}$ inequality for martingales implies

$$
\begin{aligned}
\mathbb{P}_{u_{0}, v_{0}}\left(\sup _{t}\left\langle u_{t}, 1\right\rangle\left\langle v_{t}, 1\right\rangle\right) & \leq \mathbb{P}_{u_{0}, v_{0}}\left(\sup _{t}\left\langle u_{t}, 1\right\rangle^{2}+\left\langle v_{t}, 1\right\rangle^{2}\right) \\
& \leq c\left(\left\langle u_{0}, 1\right\rangle^{2}+\left\langle v_{0}, 1\right\rangle^{2}+\mathbb{P}_{u_{0}, v_{0}}\left(A_{\infty}\right)\right) \\
& <\infty .
\end{aligned}
$$

Therefore $\left\langle u_{t}, 1\right\rangle\left\langle v_{t}, 1\right\rangle$ is an $H^{1}$-martingale and in particular

$$
\begin{equation*}
\mathbb{P}_{u_{0}, v_{0}}\left(\left\langle u_{\infty}, 1\right\rangle\left\langle v_{\infty}, 1\right\rangle\right)=\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle . \tag{3.1}
\end{equation*}
$$

This shows that coexistence of types is possible.
In the proof of Theorem 1.2(b) we work directly with a solution $(u, v, B, W)$ of $(\mathrm{LS})_{u_{0}, v_{0}}$ defined on some $(\Omega, \mathscr{F}, \mathscr{F}, \mathbb{P})$, with $\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle>0$.

Proof of Theorem 1.2(b). To simplify the notation, set $\gamma=1$. Define $p_{r}(k, j)=0$ for $r<0$,

$$
M_{t}^{u}(j)=\int_{0}^{t}\left(u_{r}(j) v_{r}(j)\right)^{1 / 2} d B_{r}^{j}, \quad N_{s}^{u}(t, j)=\sum_{k} \int_{0}^{s} p_{t-r}(k, j) d M_{r}^{u}(k)
$$

and similarly define $M_{t}^{v}(j)$ and $N_{s}^{v}(t, j)$. Theorem 2.2(b) shows the above series in $k$ converges uniformly in $s \leq t$ in $L^{2}$ and that

$$
\begin{equation*}
u_{t}(j)=P_{t} u_{0}(j)+N_{t}^{u}(t, j), \quad v_{t}(j)=P_{t} v_{0}(j)+N_{t}^{v}(t, j) \quad \text { a.s. } \tag{3.2}
\end{equation*}
$$

Some care is needed as $N^{u}(t, j)$ is only defined up to a null set for each $t \geq 0$, and we will need some appropriate versions in what follows. Let $t_{n}(t)=$
$\left(\left[2^{n} t\right]+1\right) 2^{-n}$. Then for $t$ fixed, an $L^{2}$ calculation making repeated use of $\left(\mathrm{H}_{2}\right)$ shows that

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{s \leq t_{n}(t)}\left|\sum_{k \in S_{n}} \int_{0}^{s} p_{t_{n}(t)-r}(k, j) d M_{r}^{u}(k)-\sum_{k} \int_{0}^{s} p_{t-r}(k, j) d M_{r}^{u}(k)\right|^{2}\right) \\
& \quad \leq c_{1} \exp \left(-c_{2} n\right)
\end{aligned}
$$

and so by Borel-Cantelli a (predictable $\times$ Borel) version of $(s, \omega, t) \rightarrow N_{s}^{u}(t, j)$ [agreeing with $N^{u}(t, j)$ a.s. for each $t$ ] is given by

$$
N_{s}^{u}(t, j)= \begin{cases}\lim _{n \rightarrow \infty} \sum_{k \in S_{n}} \int_{0}^{s} p_{t_{n}(t)-r}(k, j) d M_{r}^{u}(k), & \text { if the limit exists, } \\ 0, & \text { otherwise }\end{cases}
$$

Moreover $s \rightarrow N_{s}^{u}(t, j)$ is a continuous square integrable martingale for each $(t, j)$. This procedure also implicitly defines (predictable $\times$ Borel) versions of

$$
(s, \omega, t) \rightarrow \int_{0}^{s} p_{t-r}(k, j) d M_{r}^{u}(k) \quad \text { for each } j, k
$$

(and similarly when $u$ is replaced by $v$ ).
We have from (3.2), for a fixed $T>0$,

$$
\begin{aligned}
A_{T}= & \int_{0}^{T} \sum_{j}\left(P_{t} u_{0}(j)+N_{t}^{u}(t, j)\right)\left(P_{t} v_{0}(j)+N_{t}^{v}(t, j)\right) d t \\
= & \int_{0}^{T}\left\langle P_{t} u_{0}, P_{t} v_{0}\right\rangle d t+\int_{0}^{T}\left\langle P_{t} u_{0}, N_{t}^{v}(t)\right\rangle d t+\int_{0}^{T}\left\langle P_{t} v_{0}, N_{t}^{u}(t)\right\rangle d t \\
& +\int_{0}^{T}\left\langle N_{t}^{u}(t), N_{t}^{v}(t)\right\rangle d t \\
\equiv & A_{T}^{(1)}+A_{T}^{(2)}+A_{T}^{(3)}+A_{T}^{(4)} .
\end{aligned}
$$

One can readily check (using Theorem 2.2) that the series defining the integrands of $A^{(2)}$ and $A^{(3)}$ converge in $L^{2}$ uniformly in $t \leq T$ and the integrand of $A^{(4)}$ converges in $L^{1}$ uniformly in $t \leq T$. Considering $A_{T}^{(2)}$, we have (the limits being in $L^{2}$ )

$$
\begin{aligned}
A_{T}^{(2)} & =\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \int_{0}^{T} \sum_{j \in S_{m}} \sum_{k \in S_{n}} P_{t} u_{0}(j) \int_{0}^{t} p_{t-r}(k, j) d M_{r}^{v}(k) d t \\
& =\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \sum_{k \in S_{n}} \int_{0}^{T}\left(\int_{r}^{T} \sum_{j \in S_{m}} P_{t} u_{0}(j) p_{t-r}(k, j) d t\right) d M_{r}^{v}(k) .
\end{aligned}
$$

In the last line a stochastic Fubini argument has been used [see page 116 of I keda and Watanabe (1981)] and recall we have chosen a jointly measurable version of $(t, \omega) \rightarrow \int_{0}^{t} p_{t-r}(k, j) d M_{r}^{v}(k)$ ]. It is easy to see that the above $L^{2}$
limit exists jointly in ( $m, n$ ). Therefore, we may interchange limits and take the limit in $m$ through the integrals to conclude

$$
\begin{equation*}
A_{T}^{(2)}=\sum_{k} \int_{0}^{T} \int_{r}^{T} P_{2 t-r} u_{0}(k) d t d M_{r}^{v}(k)=\sum_{k} \int_{0}^{T} h^{u_{0}}(r, k) d M_{r}^{v}(k), \tag{3.3}
\end{equation*}
$$

where $h^{u_{0}}(r, k)=\frac{1}{2} \int_{r}^{2 T-r} P_{s} u_{0}(k) d s$. Similarly we have

$$
A_{T}^{(3)}=\sum_{k} \int_{0}^{T} h^{v_{0}}(r, k) d M_{r}^{u}(k) .
$$

The above series converge in $L^{2}$. Define $A_{t}^{(2)}=\sum_{k} \int_{0}^{t} h^{u_{0}}(r, k) d M_{r}^{v}(k)$ and similarly define $A_{t}^{(3)}$ for $t \leq T$. Integrating by parts in the expression for $A_{T}^{(4)}$ we have (the limits now being in $L^{1}$ )

$$
\begin{aligned}
A_{T}^{(4)}=\lim _{m \rightarrow \infty} \int_{0}^{T} & {\left[\sum_{j \in S_{m}} \int_{0}^{t} N_{r}^{u}(t, j) d N_{r}^{v}(t, j)+\int_{0}^{t} N_{r}^{v}(t, j) d N_{r}^{u}(t, j)\right] d t } \\
=\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty}[ & \int_{0}^{T} \sum_{j \in S_{m}} \sum_{k \in S_{n}} \int_{0}^{t} N_{r}^{u}(t, j) p_{t-r}(k, j) d M_{r}^{v}(k) d t \\
& \left.+\int_{0}^{T} \sum_{j \in S_{m}} \sum_{k \in S_{n}} \int_{0}^{t} N_{r}^{v}(t, j) p_{t-r}(k, j) d M_{r}^{u}(k) d t\right] \\
=\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty}[ & \sum_{k \in S_{n}} \int_{0}^{T} \sum_{j \in S_{m}} \int_{r}^{T} N_{r}^{u}(t, j) p_{t-r}(k, j) d t d M_{r}^{v}(k) \\
& \left.+\sum_{k \in S_{n}} \int_{0}^{T} \sum_{j \in S_{m}} \int_{r}^{T} N_{r}^{v}(t, j) p_{t-r}(k, j) d t d M_{r}^{u}(k)\right] .
\end{aligned}
$$

In the last line we again have used a stochastic Fubini theorem [the boundedness condition on page 116 of Ikeda and Watanabe (1981) may be weakened to an integrability condition and we have already addressed the measurability requirements]. The $L^{1}$-convergence in the above (or in the original sums defining $A_{T}^{(4)}$ ) is joint in ( $m, n$ ) and we may therefore interchange limits and take the limit in $m$ through the stochastic integral. If

$$
g^{u}(r, k)=\sum_{j} \int_{r}^{T} N_{r}^{u}(t, j) p_{t-r}(k, j) d t
$$

and $g^{v}$ is defined similarly, this gives

$$
A_{T}^{(4)}=\sum_{k} \int_{0}^{T} g^{u}(r, k) d M_{r}^{v}(k)+\sum_{k} \int_{0}^{T} g^{v}(r, k) d M_{r}^{u}(k) \equiv A_{T}^{(4.1)}+A_{T}^{(4.2)}
$$

The sums converge in $L^{1}$. Define $A_{t}^{(4)}, A_{t}^{(4.1)}$ and $A_{t}^{(4.2)}$ as above but with $t \leq T$ ( $T$ is fixed in the definitions of $g^{u}$ and $g^{v}$, however).

Our plan centers on the fact that $A_{T}$ converges as $T \rightarrow \infty$ as it is the square function of a nonnegative (and hence convergent) martingale $\left\langle u_{T}, 1\right\rangle$. We will show that as $A_{T}$ levels off, so do $A_{T}^{(i)}$ for $i=2,3,4$ but that if $\left\langle u_{T}, 1\right\rangle\left\langle v_{T}, 1\right\rangle$ remains bounded away from zero then $A_{T}^{(1)}$ will continue to grow. This forces $A_{T}$ to continue to grow, a contradiction. Our first step is to control $A_{T}^{(i)}(i \geq 2)$ in terms of $A_{T}$ and for this we will bound the square functions $\left\langle A^{(i)}\right\rangle_{t}$ of the martingales $A_{t}^{(i)}, t \leq T$ (recall $T$ is fixed).

Consider first $A^{(4.1)}$. If $r \leq t(\leq T)$ is fixed then (3.2) shows that, w.p.1,

$$
\begin{aligned}
\left|N_{r}^{u}(t, j)\right| & \leq \mathbb{P}\left(u_{t}(j) \mid \mathscr{F}_{r}\right)+P_{t} u_{0}(j) \\
& =\mathbb{P}_{u_{r}, v_{r}}\left(u_{t-r}(j)\right)+P_{t} u_{0}(j) \quad \text { Markov property-see Corollary } 2.7 \\
& =P_{t-r} u_{r}(j)+P_{t} u_{0}(j) \quad \text { Theorem 2.2(b)(iii). }
\end{aligned}
$$

This shows that for $r(\leq T)$ fixed, w.p.1,

$$
\begin{aligned}
\left|g^{u}(r, k)\right| & \leq \int_{r}^{T} P_{2(t-r)} u_{r}(k)+P_{2 t-r} u_{0}(k) d t \\
& \leq \frac{1}{2} \int_{0}^{2 T} \sum_{j} p_{s}(k, j)\left(u_{r}(j)+u_{0}(j)\right) d s \\
& \leq\left(\left(\left\langle u_{r}, 1\right\rangle+\left\langle u_{0}, 1\right\rangle\right) / 2\right) \sup _{j} g_{2 T}(j, k) .
\end{aligned}
$$

If $\left\langle u_{T}^{*}, 1\right\rangle=\sup _{r \leq T}\left\langle u_{r}, 1\right\rangle$ and $\left\|g_{2 T}\right\|_{\infty}=\sup _{j} g_{2 T}(j, j)\left(=\sup _{j, k} g_{2 T}(j, k)\right.$ by the strong Markov property of $\xi$ ), then this shows that

$$
\begin{align*}
& \left\langle A^{(4.1)}\right\rangle_{T} \leq\left\langle u_{T}^{*}, 1\right\rangle^{2}\left\|g_{2 T}\right\|_{\infty}^{2} A_{T} \quad \text { and analogously, } \\
& \left\langle A^{(4.2)}\right\rangle_{T} \leq\left\langle v_{T}^{*}, 1\right\rangle^{2}\left\|g_{2 T}\right\|_{\infty}^{2} A_{T} . \tag{3.4}
\end{align*}
$$

Turning next to $A^{(2)}$, and recalling the definition of $h^{u_{0}}$ in (3.3), we have, w.p.1,

$$
\left|h^{u_{0}}(r, k)\right| \leq \frac{1}{2} \int_{0}^{2 T} \sum_{j} p_{s}(k, j) u_{0}(j) d s \leq \frac{1}{2}\left\langle u_{0}, 1\right\rangle\left\|g_{2 T}\right\|_{\infty}
$$

and therefore

$$
\begin{align*}
\left\langle A^{(2)}\right\rangle_{T} & \leq\left\langle u_{0}, 1\right\rangle^{2}\left\|g_{2 T}\right\|_{\infty}^{2} A_{T} \quad \text { and analogously },  \tag{3.5}\\
\left\langle A^{(3)}\right\rangle_{T} & \leq\left\langle v_{0}, 1\right\rangle^{2}\left\|g_{2 T}\right\|_{\infty}^{2} A_{T} .
\end{align*}
$$

Let $N_{t}$ denote the martingale $\sum_{2}^{4} A_{t}^{(i)}, t \leq T$. The Kunita-Watanabe inequalities, (3.4) and (3.5) show that for some universal $c_{1}>0$,

$$
\begin{equation*}
\langle N\rangle_{T} \leq c_{1}\left(\left\langle u_{T}^{*}, 1\right\rangle^{2}+\left\langle v_{T}^{*}, 1\right\rangle^{2}\right)\left\|g_{2 T}\right\|_{\infty}^{2} A_{T} . \tag{3.6}
\end{equation*}
$$

Next we establish a lower bound on $A_{T}^{(1)}$. First choose $m=m\left(u_{0}, v_{0}\right)$ such that

$$
\sum_{|k| \leq m} u_{0}(k) \geq \frac{1}{2}\left\langle u_{0}, 1\right\rangle \quad \text { and } \quad \sum_{|k| \leq m} v_{0}(k) \geq \frac{1}{2}\left\langle v_{0}, 1\right\rangle .
$$

Our recurrence hypothesis on $\xi$ shows that we may then choose $T_{1}=$ $T_{1}\left(u_{0}, v_{0}\right)<\infty$, a measurable function of ( $u_{0}, v_{0}$ ), such that

$$
\begin{equation*}
P_{j}\left(\xi_{t}=k \text { for some } t \leq T_{1}\right) \geq \frac{1}{2} \quad \forall|j| \leq m,|k| \leq m \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{c_{1.2}}{32}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\left\|g_{2 T_{1}}\right\|_{\infty} \geq 2 \quad \text { and } \quad T_{1}>\sup _{|j| \leq m} T_{1.2}(j) . \tag{3.8}
\end{equation*}
$$

In (3.8) $c_{1.2}$ and $T_{1.2}$ are as in (1.1) and we have used the fact that $\lim _{T \rightarrow \infty}\left\|g_{2 T}\right\|_{\infty}=\infty$ by the recurrence hypothesis and $\sup _{i}\left|q_{i i}\right|<\infty$. We are also using the fact that $\left\langle u_{0}, 1\right\rangle\left\langle u_{0}, 1\right\rangle>0$. To complete the definition of $T_{1}$, set $T_{1}\left(u_{0}, v_{0}\right)=\infty$ if $\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle=0$. If $T \geq T_{1}\left(u_{0}, v_{0}\right)$, then

$$
\begin{aligned}
A_{T}^{(1)} & =\sum_{j} \sum_{k} u_{0}(j) v_{0}(k) \frac{1}{2} g_{2 T}(j, k) \\
& \geq \frac{1}{2} \sum_{|j| \leq m} \sum_{|k| \leq m} u_{0}(j) v_{0}(k) \inf \left\{g_{2 T}(j, k):|j| \leq m,|k| \leq m\right\} \\
& \geq \frac{1}{8}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle \inf \left\{P_{j}\left(\xi_{t} \text { hits } k \text { before } T\right) g_{T}(k, k):|j| \leq m,|k| \leq m\right\} \\
& \geq \frac{c_{1.2}}{16}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\left\|g_{T}\right\|_{\infty} \quad \text { by (1.1) and (3.7). }
\end{aligned}
$$

The strong Markov property implies that $g_{2 T}(k, k) \leq 2 g_{T}(k, k)$ and so

$$
\begin{equation*}
A_{T}^{(1)} \geq \frac{c_{1.2}}{32}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\left\|g_{2 T}\right\|_{\infty} \quad \text { for } T \geq T_{1}\left(u_{0}, v_{0}\right) \tag{3.9}
\end{equation*}
$$

Set $c_{2}=c_{1.2} / 32$ and choose $R>0$ so that

$$
\begin{equation*}
R \geq \max \left(2\left(\left\langle u_{0}, 1\right\rangle+\left\langle v_{0}, 1\right\rangle\right),\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\right) \tag{3.10}
\end{equation*}
$$

Let $B_{t}$ denote a real-valued Brownian motion starting at $x$ under $P_{x}$. If $T \geq$ $T_{1}\left(u_{0}, v_{0}\right)$, then

$$
\begin{aligned}
& \mathbb{P}\left(A_{T} \leq 1\right) \leq \mathbb{P}\left(c_{2}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\left\|g_{2 T}\right\|_{\infty}+N_{T} \leq 1, A_{T} \leq 1\right) \\
& \leq \text { by (3.9) } \\
& \mathbb{P}\left(N_{T} \leq-c_{2}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\left\|g_{2 T}\right\|_{\infty} / 2, A_{T} \leq 1,\right. \\
&\left.\quad\left(\left\langle u_{T}^{*}, 1\right\rangle \vee\left\langle v_{T}^{*}, 1\right\rangle\right) \leq R\right) \\
& \mathbb{P}\left(\left\langle u_{T}^{*}, 1\right\rangle>R, A_{T} \leq 1\right)+\mathbb{P}\left(\left\langle v_{T}^{*}, 1\right\rangle>R, A_{T} \leq 1\right) \\
& \leq \text { by (3.8) } \\
&+P^{\left\langle u_{0}, 1\right\rangle}\left(N_{T} \leq-c_{2}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\left\|g_{2 T}\right\|_{\infty} / 2,\right. \\
&\left.\langle N\rangle_{T} \leq 2 c_{1} R^{2}\left\|g_{2 T}\right\|_{\infty}^{2}\right) \\
&\text { br })+P_{\left\langle v_{0}, 1\right\rangle}\left(\sup _{s \leq 1} B_{s}>R\right) \quad \text { by (3.6). }
\end{aligned}
$$

The reflection principle, (3.10) and a standard Gaussian tail estimate bounds the sum of the last two terms by

$$
\begin{equation*}
2 P_{0}\left(\sup _{s \leq 1} B_{s}>R / 2\right)=4 P_{0}\left(B_{1}>R / 2\right) \leq \frac{8}{R} \exp \left(-R^{2} / 8\right) . \tag{3.12}
\end{equation*}
$$

The first term on the right side of (3.11) is dominated by

$$
\begin{align*}
P_{0}\left(\inf \left\{B_{t}: t \leq 1\right\}\right. & \left.\leq-c_{2}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle R^{-1}\left(2 c_{1}\right)^{-1 / 2} / 2\right) \\
& =1-P_{0}\left(\left|B_{1}\right| \leq c_{2}\left(2 c_{1}\right)^{-1 / 2} 2^{-1}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle R^{-1}\right)  \tag{3.13}\\
\quad & \quad \text { by the reflection principle } \\
& \leq 1-c_{3}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle R^{-1},
\end{align*}
$$

where in the last line we use $R \geq\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle$ by (3.10) and $c_{3}>0$ is universal. Now set

$$
\begin{aligned}
R & =R\left(\left\langle u_{0}, 1\right\rangle,\left\langle v_{0}, 1\right\rangle\right) \\
& =\max \left(2\left(\left\langle u_{0}, 1\right\rangle+\left\langle v_{0}, 1\right\rangle\right),\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle,\left(8\left|\ln \left(16 / c_{3}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\right)\right|\right)^{1 / 2}\right)
\end{aligned}
$$

Use (3.12) and (3.13) in (3.11) and conclude that for $T \geq T_{1}\left(u_{0}, v_{0}\right)$,

$$
\begin{align*}
\mathbb{P}\left(A_{T}>1\right) & \geq c_{3}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle R^{-1}-8 R^{-1} \exp \left(-R^{2} / 8\right) \\
& \geq c_{3}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle\left(2 R\left(\left\langle u_{0}, 1\right\rangle,\left\langle v_{0}, 1\right\rangle\right)\right)^{-1}  \tag{3.14}\\
& \equiv q\left(\left\langle u_{0}, 1\right\rangle,\left\langle v_{0}, 1\right\rangle\right)
\end{align*}
$$

Also define $q(u, 0)=q(0, v)=0$, so that the above remains valid if $\left\langle v_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle=0$. Note that

$$
\begin{equation*}
\inf \{q(u, v): \delta \leq u, v\}=\varepsilon(\delta)>0 \quad \forall \delta>0 \tag{3.15}
\end{equation*}
$$

Inductively define $T_{n+1}=T_{1}\left(u_{T_{n}}, v_{T_{n}}\right)+T_{n}$, if $T_{n}<\infty$, and set $T_{n+1}=\infty$ if $T_{n}=\infty$. Clearly $T_{n}$ is an $\left(\mathscr{F}_{t}\right)$-stopping time and so by the strong Markov property (Corollary 2.7),

$$
\begin{align*}
& \mathbb{P}\left(A\left(T_{n+1}\right)-A\left(T_{n}\right) \geq 1 \mid \mathscr{F}_{T_{n}}\right) \\
& \quad=\mathbb{P}_{u_{T_{n}}, v_{T_{n}}}\left(A\left(T_{1}\left(u_{0}, v_{0}\right)\right) \geq 1\right) 1\left(T_{n}<\infty\right)  \tag{3.16}\\
& \quad \geq q\left(\left\langle u_{T_{n}}, 1\right\rangle,\left\langle v_{T_{n}}, 1\right\rangle\right) 1\left(T_{n}<\infty\right)
\end{align*}
$$

By Lévy's conditional version of the Borel-Cantelli lemma [see 12.15 of Williams (1991)], we have

$$
\begin{align*}
& \left\{A\left(T_{n+1}\right)-A\left(T_{n}\right) \geq 1 \text { i.o. }\right\} \\
& \quad \supset\left\{\sum_{n=1}^{\infty} q\left(\left\langle u_{T_{n}}, 1\right\rangle,\left\langle v_{T_{n}}, 1\right\rangle\right) 1\left(T_{n}<\infty\right)=\infty\right\} \quad \text { a.s. } \tag{3.17}
\end{align*}
$$

Since $A(\infty)=\lim _{t \rightarrow \infty} A(t)$ is a.s. finite ( $A$ is the square function of the nonnegative, and therefore convergent, martingale $\left\langle u_{t}, 1\right\rangle$ ), the left side of (3.17) is a null set and so

$$
\begin{equation*}
\sum_{n=1}^{\infty} q\left(\left\langle u_{T_{n}}, 1\right\rangle,\left\langle v_{T_{n}}, 1\right\rangle\right) 1\left(T_{n}<\infty\right)<\infty \quad \text { a.s. } \tag{3.18}
\end{equation*}
$$

If $T_{n}<\infty$ for all $n$, then (3.18) and (3.15) imply that (omitting a null set) $\liminf _{n \rightarrow \infty}\left\langle u_{T_{n}}, 1\right\rangle\left\langle v_{T_{n}}, 1\right\rangle=0$ and hence $\lim _{t \rightarrow \infty}\left\langle u_{t}, 1\right\rangle\left\langle v_{t}, 1\right\rangle=0$ by martingale convergence. If $T_{n}=\infty$ and $n$ is minimal, then $T_{n-1}<\infty$ and $\left\langle u_{T_{n-1}}, 1\right\rangle\left\langle v_{T_{n-1}}, 1\right\rangle=0$. This implies $\left\langle u_{t}, 1\right\rangle\left\langle v_{t}, 1\right\rangle=0 \forall t \geq T_{n-1}$. In either case we have shown $\left\langle u_{\infty}, 1\right\rangle\left\langle v_{\infty}, 1\right\rangle=0$ a.s. and so coexistence of types is impossible.
4. The equilibrium distributions. We now use the results of Section 3 to study the equilibrium laws found in Theorem 1.4, which we continue to denote by $\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right)$ for $u, v \geq 0$. For ease of reference we recall from Corollary 2.9 that

$$
\begin{align*}
& \mathbb{P}_{u, v}\left(F_{\phi, \psi}\left(u_{\infty}+v_{\infty}, u_{\infty}-v_{\infty}\right)\right) \\
& =\mathbb{P}_{(\phi+\psi) / 2,(\phi-\psi) / 2}\left(\operatorname { e x p } \left\{-(u+v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right.\right. \\
& \left.\left.\quad+i(u-v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right\}\right)  \tag{2.9}\\
& \quad \forall(\phi, \psi) \in \tilde{E} .
\end{align*}
$$

Proof of Theorem 1.5. Choose $(\phi, \psi) \in \tilde{E}$, let

$$
\left(\tilde{u}_{0}, \tilde{v}_{0}\right)=((\phi+\psi) / 2,(\phi-\psi) / 2)\left(\in\left(M_{\mathrm{rap}}\right)^{2}\right)
$$

and let $L(u, v)$ denote the expressions in (2.9). If $h_{b, c}(u, v)=\exp \{-(u+$ $v) b+i(u-v) c\}(b, c \in \mathbb{R})$ and the Laplacian, $\Delta$, is applied separately to the real and imaginary parts of $h_{b, c}$ then one readily checks that $\Delta h_{b, c}=0$ if $|b|=|c|$. Theorem 1.2(b) implies that $\left|\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right|=\left|\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right|$ $\mathbb{P}_{\tilde{u}_{0}, \tilde{v_{0}}}$-a.s. and so we can differentiate through the expected value on the right side of (2.9) and conclude that $\Delta L(u, v)=0$ for $u, v>0$. The right side of (2.9) also shows that $L$ and its first order partial derivatives are bounded and continuous on $[0, \infty)^{2}$. Here we have used Fatou's Iemma to see that $\mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right) \leq\left\langle\tilde{u}_{0}+\tilde{v}_{0}, 1\right\rangle<\infty$. The left side of (2.9) shows that
(4.1) $L(u, 0)=\exp \{-u\langle\phi, 1\rangle+i u\langle\psi, 1\rangle\}, L(0, v)=\exp \{-v\langle\phi, 1\rangle-i v\langle\psi, 1\rangle\}$.

A simple application of Itô's lemma now shows that if $\left(B_{.}^{1}, B_{.}^{2}\right), P_{u, v}^{0}$, and $T$ are as in the statement of the theorem, then

$$
\begin{aligned}
L(u, v) & =\lim _{t \rightarrow \infty} P_{u, v}^{0}(L(B(T \wedge t))) \\
& =P_{u, v}^{0}(L(B(T))) \\
& =P_{u, v}^{0}\left(\exp \left\{-\left(B_{T}^{1}+B_{T}^{2}\right)\langle\phi, 1\rangle+i\left(B_{T}^{1}-B_{T}^{2}\right)\langle\psi, 1\rangle\right\}\right) \quad \text { by (4.1). }
\end{aligned}
$$

Returning to (2.9), we have shown that (recall the notation $\overline{B_{T}^{i}}$ in the statement of the theorem)

$$
\begin{aligned}
& \mathbb{P}_{u, v}\left(F_{\phi, \psi}\left(u_{\infty}+v_{\infty}, u_{\infty}-v_{\infty}\right)\right) \\
& \quad=P_{u, v}^{0}\left(F_{\phi, \psi}\left(\overline{B_{T}^{1}}+\overline{B_{T}^{2}}, \overline{B_{T}^{1}}-\overline{B_{T}^{2}}\right)\right) \quad \forall(\phi, \psi) \in \tilde{E} .
\end{aligned}
$$

This and Lemma 2.3(b) imply the required result.
Notation. Define an equivalence relation $\sim$ on $\mathbb{Z}^{d}$ by $j \sim k$ iff $p_{t}(j, k)>0$ for some (or equivalently all) $t>0$. Let $[j]=\{k: j \sim k\}$.

Lemma 4.1. Let $\mu$ be a probability on $\left(M_{\text {tem }}\right)^{2}$. For Lebesguea.a. $t>0$,

$$
v_{t}(j)>0 \text { implies } v_{t}(k)>0 \quad \forall k \in[j]
$$

and

$$
u_{t}(j)>0 \text { implies } u_{t}(k)>0 \quad \forall k \in[j], \mathbb{P}_{\mu} \text {-a.s. }
$$

Proof. We may assume $\mu=\delta_{u_{0}, v_{0}}$ for $\left(u_{0}, v_{0}\right) \in\left(M_{\text {tem }}\right)^{2}$. If $L_{t}^{0}$ is the local time at 0 of the semimartingale $v_{t}(k)$ under $\mathbb{P}_{\mu}$ [recall Theorem 2.2(b)(iv)], then by Corollary 2 of Yor (1978),

$$
\begin{aligned}
L_{t}^{0} & =\lim _{\varepsilon \downarrow 0} \varepsilon^{-1} \gamma \int_{0}^{t} 1\left(0<v_{s}(k) \leq \varepsilon\right) u_{s}(k) v_{s}(k) d s \\
& \leq \lim _{\varepsilon \downarrow 0} \gamma \int_{0}^{t} 1\left(0<v_{s}(k) \leq \varepsilon\right) u_{s}(k) d s=0 .
\end{aligned}
$$

Theorem 2(iv) of Yor (1978) now implies [again using Theorem 2.2(b)(iv) with $\left.\phi=1_{\{k\}}\right]$

$$
0=L_{t}^{0}-L_{t}^{0-}=2 \int_{0}^{t} 1\left(v_{s}(k)=0\right) \sum_{j \neq k} v_{s}(j) q_{j k} d s \quad \forall t>0 \text { a.s. }
$$

This implies $\mathbb{P}_{\mu}$-a.s. for Lebesguea.a. $s \geq 0, v_{s}(j)>0$ implies $v_{s}(k)>0$ whenever $q_{j k}>0$. By Fubini's theorem we may fix $t \geq 0$ outside a Lebesgue null set and then $\omega$ outside a $\mathbb{P}_{\mu}$-null set so that

$$
\begin{equation*}
v_{t}(j)>0 \text { implies } v_{t}(k)>0 \text { whenever } j, k \in \mathbb{Z}^{d} \text { satisfy } q_{j k}>0 . \tag{4.2}
\end{equation*}
$$

If $v_{t}(j)>0$ and $k \in[j]$, there is a finite number of distinct points $j=j_{0}$, $j_{1}, \ldots, j_{n}=k$ such that $\prod_{i=1}^{n} q_{j_{i-1} j_{i}}>0$ and so a repeated application of (4.2) implies $v_{t}(k)>0$. The same argument applies to $u$.

Proof of Theorem 1.6. (a) We claim it suffices to show

$$
\begin{equation*}
\left\langle v_{\infty}, 1_{[0]}\right\rangle>0, \quad \mathbb{P}_{u, v} \text {-a.s. } \tag{4.3}
\end{equation*}
$$

Fix $t>0$ outside a Lebesgue null set so that the conclusion of Lemma 4.1 holds with $\mu=\mathbb{P}_{u, v}\left(\left(u_{\infty}, v_{\infty}\right) \in \cdot\right)$. The fact that $\mu$ is a stationary distribution for $(u, v)$ (Theorem 1.4) implies that

$$
\begin{aligned}
0 & =\mathbb{P}_{\mu}\left(\left\langle v_{t}, 1_{[0]}\right\rangle>0, v_{t}(k)=0 \text { for some } k \text { in }[0]\right) \quad \text { by the choice of } t \\
& =\mathbb{P}_{u, v}\left(\left\langle v_{\infty}, 1_{[0]}\right\rangle>0, v_{\infty}(k)=0 \quad \text { for some } k \text { in }[0]\right) \\
& =\mathbb{P}_{u, v}\left(v_{\infty}(k)=0 \quad \text { for some } k \text { in }[0]\right) \quad \text { by (4.3). }
\end{aligned}
$$

The same reasoning applies to every other equivalence class and to $u_{\infty}$, and so (a) would follow from (4.3).

Turning to (4.3), we may use Theorem 2.2(b)(ii) with $\phi=1_{\{0\}}, u_{0} \equiv u$ and $v_{0} \equiv v$ to see that for $t>t_{0}>0$,

$$
\begin{align*}
u_{t}(0)= & u+\sum_{k} \int_{0}^{t-t_{0}} p_{t-s}(k, 0)\left(\gamma u_{s}(k) v_{s}(k)\right)^{1 / 2} d B_{s}^{k} \\
& +\sum_{k \in[0]} \int_{t-t_{0}}^{t} p_{t-s}(k, 0)\left(\gamma u_{s}(k) v_{s}(k)\right)^{1 / 2} d B_{s}^{k}  \tag{4.4}\\
= & u+M_{1}\left(t-t_{0}\right)+M_{2}(t) .
\end{align*}
$$

Let $\varepsilon>0$. Theorem 2.2(b) shows that

$$
\begin{align*}
\mathbb{P}_{u, v}\left(\left\langle M_{1}\right\rangle_{t-t_{0}}\right) & =\gamma u v \sum_{k} \int_{0}^{t-t_{0}} p_{t-s}(k, 0)^{2} d s \\
& \leq \gamma u v \int_{t_{0}}^{\infty} p_{2 r}(0,0) d r  \tag{4.5}\\
& <\varepsilon^{4},
\end{align*}
$$

where the last line is valid providing we choose $t_{0}=t_{0}(\varepsilon)$ sufficiently large [recall that $g_{\infty}(0,0)<\infty$ ]. Having fixed such a $t_{0}$, note that if $k \in[0]$, then $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{2}\right)$ imply

$$
\begin{equation*}
\sup _{r \leq t_{0}} p_{r}(j, k) \leq c_{1.1}\left(t_{0}, 1\right) 1_{[0]}(j) \exp \left(\lambda^{\prime}(1)|k|-|j|\right) \tag{4.6}
\end{equation*}
$$

Let $\tilde{\phi}_{-1}(k)=1_{[0 \mid}(k) \phi_{-1}(k)$ and $(\mathscr{F})$ denote the canonical right continuous filtration on $\Omega_{\text {tem }}$. Then for $t>t_{0}$,

$$
\begin{align*}
& \mathbb{P}_{u, v}\left(\left\langle M_{2}\right\rangle_{t}>\varepsilon^{3} \mid \mathscr{F}_{t-t_{0}}\right) \\
& \quad=\mathbb{P}_{u_{t-t_{0}}, v_{t-t_{0}}}\left(\sum_{k \in[0]} \int_{0}^{t_{0}} p_{t_{0}-r}(k, 0)^{2} \gamma u_{r}(k) v_{r}(k) d r>\varepsilon^{3}\right) \\
& \quad \leq \varepsilon^{-3} \int_{0}^{t_{0}} \sum_{k \in[0]} p_{t_{0}-r}(k, 0)^{2} \gamma\left\langle u_{t-t_{0}}, p_{r}(\cdot, k)\right\rangle\left\langle v_{t-t_{0}}, p_{r}(\cdot, k)\right\rangle d r \tag{4.7}
\end{align*}
$$

$$
\begin{aligned}
\leq & \varepsilon^{-3} c_{1.1}\left(t_{0}, 1\right)^{2} \gamma \int_{0}^{t_{0}} \sum_{k \in[0]} p_{t_{0}-r}(k, 0) \\
& \times \exp \left(2 \lambda^{\prime}(1)|k|\right) d r\left\langle u_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle\left\langle v_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle \quad \text { by (4.6) } \\
\leq & \varepsilon^{-3} c\left(t_{0}\right)\left\langle u_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle\left\langle v_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle \quad \text { by }\left(\mathrm{H}_{2}\right) .
\end{aligned}
$$

We also have

$$
\begin{align*}
\mathbb{P}_{u, v}\left(v_{t}(0)>\varepsilon \mid \mathscr{F}_{t-t_{0}}\right) & =\mathbb{P}_{u_{t-t_{0}}, v_{t-t_{0}}}\left(v_{t_{0}}(0)>\varepsilon\right) \\
& \leq \varepsilon^{-1}\left\langle v_{t-t_{0}}, p_{t_{0}}(\cdot, 0)\right\rangle  \tag{4.8}\\
& \leq \varepsilon^{-1} c_{1,1}\left(t_{0}, 1\right)\left\langle v_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle \quad \text { by (4.6). }
\end{align*}
$$

Let $A_{\delta}(t)=\left\{\omega:\left\langle u_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle\left\langle v_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle<\delta,\left\langle v_{t-t_{0}} \tilde{\phi}_{-1}\right\rangle<\delta\right\}$. Equations (4.7) and (4.8) show that for $t>t_{0}(\varepsilon)$ and $\delta<\delta_{0}(\varepsilon)$ [for some $\delta_{0}(\varepsilon)>0$ independent of the choice of $t>t_{0}(\varepsilon)$ ], on $A_{\delta}(t)$ we have

$$
\begin{align*}
& \mathbb{P}_{u, v}\left(\left|M_{2}(t)\right|>\varepsilon \text { or } v_{t}(0)>\varepsilon \mid \mathscr{F}_{t-t_{0}}\right) \\
& \quad \leq \varepsilon+\mathbb{P}_{u, v}\left(\left|M_{2}(t)\right|>\varepsilon,\left\langle M_{2}\right\rangle_{t} \leq \varepsilon^{3} \mid \mathscr{T}_{t-t_{0}}\right)  \tag{4.9}\\
& \quad \leq 2 \varepsilon
\end{align*}
$$

by a standard martingale argument [note that working with $M_{2}(t)$ conditionally on $\mathscr{F}_{t-t_{0}}$ poses no difficulties]. This together with (4.4) and (4.5) shows that for $t>t_{0}(\varepsilon), 0<\delta<\delta_{0}(\varepsilon)$ and $\varepsilon<1 / 4$,

$$
\begin{align*}
\mathbb{P}_{u, v} & \left(\left|u_{t}(0)-u\right| \leq 2 \varepsilon, v_{t}(0) \leq \varepsilon\right) \\
\geq & \mathbb{P}_{u, v}\left(\left|M_{2}(t)\right| \leq \varepsilon, v_{t}(0) \leq \varepsilon\right)-\mathbb{P}_{u, v}\left(\left|M_{1}\left(t-t_{0}\right)\right|>\varepsilon\right) \\
\geq & (1-2 \varepsilon) \mathbb{P}_{u, v}\left(A_{\delta}(t)\right)-\mathbb{P}_{u, v}\left(\left|M_{1}\left(t-t_{0}\right)\right|>\varepsilon,\left\langle M_{1}\right\rangle\left(t-t_{0}\right) \leq \varepsilon^{3}\right)  \tag{4.10}\\
& \quad-\mathbb{P}_{u, v}\left(\left\langle M_{1}\right\rangle_{t-t_{0}}>\varepsilon^{3}\right) \\
\geq & \frac{1}{2} \mathbb{P}_{u, v}\left(A_{\delta}(t)\right)-2 \varepsilon,
\end{align*}
$$

by a standard martingale inequality and (4.5). If $M(u)=\sum_{k} \int_{0}^{u} p_{t-s}(k, 0)$. $\left(\gamma u_{s}(k) v_{s}(k)\right)^{1 / 2} d B_{s}^{k}$ and $N(u)=\sum_{k} \int_{0}^{u} p_{t-s}(k, 0)\left(\gamma u_{s}(k) v_{s}(k)\right)^{1 / 2} d W_{s}^{k}$ [ $L^{2}$ convergent by Theorem 2.2(b)] ( $u \leq t$ ), then $(M(u), N(u)$ ) may be written as $B\left(\tau_{u}\right)$ where $B$ is a planar Brownian motion starting at the origin,

$$
\tau_{u}=\sum_{k} \int_{0}^{u} p_{t-s}(k, 0)^{2} \gamma u_{s}(k) v_{s}(k) d s, \quad u \leq t
$$

and we may have enlarged the probability space to fill out the Brownian path $B$. Inverting (4.10) and using Theorem 2.2(b)(ii) with $\phi=\psi=1_{\{0\}}$ we
have for $t>t_{0}(\varepsilon)$ and $0<\delta<\delta_{0}(\varepsilon)$,

$$
\begin{aligned}
\mathbb{P}_{u, v}\left(A_{\delta}(t)\right) \leq & 2 \mathbb{P}_{u, v}\left(\left|u_{t}(0)-u\right| \leq 2 \varepsilon, v_{t}(0) \leq \varepsilon\right)+4 \varepsilon \\
\leq & 2 \mathbb{P}_{u, v}\left(\left|B\left(\tau_{t}\right)+(0, v)\right| \leq 3 \varepsilon\right)+4 \varepsilon \\
\leq & 2 \mathbb{P}_{u, v}(|B(s)+(0, v)| \leq 3 \varepsilon \text { for some } s \leq T)+2 \mathbb{P}_{u, v}\left(\tau_{t}>T\right)+4 \varepsilon \\
\leq & 2 \mathbb{P}_{u, v}(|B(s)+(0, v)| \leq 3 \varepsilon \text { for some } s \leq T) \\
& +(1 / T) \gamma u v \int_{0}^{\infty} p_{r}(0,0) d r+4 \varepsilon .
\end{aligned}
$$

If $\eta>0$ is fixed we may first fix $T$ large enough and then $\varepsilon$ sufficiently small so that for $\delta<\delta_{0}(\varepsilon)$ and $t>t_{0}(\varepsilon), \mathbb{P}_{u, v}\left(A_{\delta}(t)\right)<\eta$. For $\delta>0$ fixed as above, since

$$
\left(\left\langle u_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle,\left\langle v_{t-t_{0}}, \tilde{\phi}_{-1}\right\rangle\right) \xrightarrow{w}\left(\left\langle u_{\infty}, \tilde{\phi}_{-1}\right\rangle,\left\langle v_{\infty}, \tilde{\phi}_{-1}\right\rangle\right) \quad \text { as } t \rightarrow \infty
$$

by Theorem 1.4, we have

$$
\mathbb{P}_{u, v}\left(\left\langle v_{\infty}, \tilde{\phi}_{-1}\right\rangle=0\right) \leq \liminf _{t \rightarrow \infty} \mathbb{P}_{u, v}\left(A_{\delta}(t)\right) \leq \eta
$$

This gives (4.3) and the proof of (a) is complete.
(b) If $\delta_{k}(j)=1(j=k)$, Corollaries 2.9 and 2.6 show that for $\theta>0$ and $k \in \mathbb{Z}^{d}$,

$$
\begin{aligned}
& \mathbb{P}_{u, v}( \left.\exp \left(-\theta\left(u_{\infty}(k)+v_{\infty}(k)\right)\right)\right) \\
&=\mathbb{P}_{(\theta / 2) \delta_{k},(\theta / 2) \delta_{k}}\left(\operatorname { e x p } \left\{-(u+v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right.\right. \\
&\left.\left.\quad+i(u-v)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right\}\right) \\
&=\mathbb{P}_{\delta_{k}, \delta_{k}}\left(\operatorname { e x p } \left\{-(u+v)(\theta / 2)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right.\right. \\
&\left.\left.\quad+i(u-v)(\theta / 2)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)\right\}\right) .
\end{aligned}
$$

Differentiate both sides twice with respect to $\theta$ and let $\theta \downarrow 0$ to see that

$$
\begin{aligned}
\mathbb{P}_{u, v}\left(\left(u_{\infty}(k)+\right.\right. & \left.\left.v_{\infty}(k)\right)^{2}\right) \\
=\mathbb{P}_{\delta_{k}, \delta_{k}} & \left(\left((u+v)^{2} / 4\right)\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle+\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)^{2}-\left((u-v)^{2} / 4\right)\right. \\
& \left.\quad \times\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle-\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)^{2}\right) \\
& \quad-i\left(\left(u^{2}-v^{2}\right) / 2\right) \mathbb{P}_{\delta_{k}, \delta_{k}}\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle^{2}-\left\langle\tilde{v}_{\infty}, 1\right\rangle^{2}\right) .
\end{aligned}
$$

This shows that $\mathbb{P}_{\delta_{k}, \delta_{k}}\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle^{2}-\left\langle\tilde{v}_{\infty}, 1\right\rangle^{2}\right)=0$ and allows us to simplify the right side to give

$$
\begin{align*}
\mathbb{P}_{u, v}\left(\left(u_{\infty}(k)+v_{\infty}(k)\right)^{2}\right)= & \left(u^{2}+v^{2}\right) \mathbb{P}_{\delta_{k}, \delta_{k}}\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle\left\langle\tilde{v}_{\infty}, 1\right\rangle\right)  \tag{4.11}\\
& +u v \mathbb{P}_{\delta_{k}, \delta_{k}}\left(\left\langle\tilde{u}_{\infty}, 1\right\rangle^{2}+\left\langle\tilde{v}_{\infty}, 1\right\rangle^{2}\right) .
\end{align*}
$$

Recall from Theorem 2.2(d) that under $\mathbb{P}_{\delta_{k}, \delta_{k}},\left\langle\tilde{u}_{t}, 1\right\rangle$ is a continuous martingale such that

$$
\begin{aligned}
\mathbb{P}_{\delta_{k}, \delta_{k}}\left(\left\langle\tilde{u}_{t}, 1\right\rangle^{2}\right) & =1+\gamma \int_{0}^{t} \sum_{j} p_{s}(k, j)^{2} d s \\
& =1+\gamma \int_{0}^{t} p_{2 s}(k, k) d s \uparrow 1+\frac{\gamma}{2} g_{\infty}(k, k) \quad \text { as } t \rightarrow \infty .
\end{aligned}
$$

Hence it is also $L^{2}$-bounded and as $\sup _{t}\left\{\left\langle\tilde{u}_{t}, 1\right\rangle^{2}+\left\langle\tilde{v}_{t}, 1\right\rangle^{2}\right\}$ is integrable by Doob's maximal inequality, the obvious uniform integrability allows us to deduce from (4.11) that

$$
\begin{align*}
\mathbb{P}_{u, v} & \left(\left(u_{\infty}(k)+v_{\infty}(k)\right)^{2}\right) \\
& =\lim _{t \rightarrow \infty}\left(u^{2}+v^{2}\right) \mathbb{P}_{\delta_{k}, \delta_{k}}\left(\left\langle\tilde{u}_{t}, 1\right\rangle\left\langle\tilde{v}_{t}, 1\right\rangle\right)+u v \mathbb{P}_{\delta_{k}, \delta_{k}}\left(\left\langle\tilde{u}_{t}, 1\right\rangle^{2}+\left\langle\tilde{v}_{t}, 1\right\rangle^{2}\right) \\
& =\lim _{t \rightarrow \infty}\left(u^{2}+v^{2}\right)+2 u v\left(1+\gamma \int_{0}^{t} p_{2 s}(k, k) d s\right) \tag{4.12}
\end{align*}
$$

by the above and Theorem 2.2(b)(iii)

$$
=(u+v)^{2}+\gamma u v g_{\infty}(k, k) .
$$

Theorem 2.2(b)(ii) and (iii) imply

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \mathbb{P}_{u, v}\left(\left(u_{t}(k)+v_{t}(k)\right)^{2}\right) & =\lim _{t \rightarrow \infty} u^{2}+v^{2}+2 \gamma u v \int_{0}^{t} \sum_{j} p_{t-r}(j, k)^{2} d r+2 u v \\
& =(u+v)^{2}+\gamma u v g_{\infty}(k, k) \\
& =\mathbb{P}_{u, v}\left(\left(u_{\infty}(k)+v_{\infty}(k)\right)^{2}\right) \text { by (4.12). }
\end{aligned}
$$

This together with the weak convergence of $u_{t}(k)+v_{t}(k)$ to $u_{\infty}(k)+v_{\infty}(k)$ shows that $\left\{\left(u_{n}(k)+v_{n}(k)\right)^{2}: n \in \mathbb{N}\right\}$ is uniformly integrable for each $k$. This implies that

$$
\begin{aligned}
\mathbb{P}_{u, v}\left(u_{\infty}(j) u_{\infty}(k)\right) & =\lim _{n \rightarrow \infty} \mathbb{P}_{u, v}\left(u_{n}(j) u_{n}(k)\right) \\
& =u^{2}+\lim _{n \rightarrow \infty} \int_{0}^{n} \gamma u v \sum_{l} p_{n-r}(l, j) p_{n-r}(l, k) d r
\end{aligned}
$$

Theorem 2.2.(b)(ii)

$$
=u^{2}+\frac{\gamma u v}{2} g_{\infty}(j, k) .
$$

Similarly we get $\mathbb{P}_{u, v}\left(u_{\infty}(j) v_{\infty}(k)\right)=u v$ and $\mathbb{P}_{u, v}\left(v_{\infty}(j) v_{\infty}(k)\right)=v^{2}+$ $(\gamma u v / 2) g_{\infty}(j, k)$.
5. Some ergodic theorems and open problems. If $\xi$ is transient [and so $\left(u_{t}, v_{t}\right)$ exhibits coexistence of types in equilibrium], it is easy to establish ergodicity under $\mathbb{P}_{u, v}$ by a second moment calculation as we now show. Let $I_{T}(K)=T^{-1} \int_{0}^{T} u_{s}(k) d s$, and $J_{T}(k)=T^{-1} \int_{0}^{T} v_{s}(k) d s$ for $k \in \mathbb{Z}^{d}, T>0$. A simple application of the Markov property and Theorem 2.2(b)(ii), (iii) shows that

$$
\begin{equation*}
\mathbb{P}_{u, v}\left(u_{s}(k) u_{t}(k)\right)=u^{2}+(\gamma u v / 2) \int_{|t-s|}^{t+s} p_{r}(k, k) d r, \quad k \in \mathbb{Z}^{d}, s, t \geq 0 . \tag{5.1}
\end{equation*}
$$

We work with respect to $\mathbb{P}_{u, v}$ throughout this section.
Proposition 5.1. Assume $g_{\infty}(k, k)<\infty$ for all $k \in \mathbb{Z}^{d}$.
(a) As $T \rightarrow \infty, I_{T}(k) \rightarrow_{L_{2}} u$ and $J_{T}(k) \rightarrow_{L_{2}} v$ for all $k \in \mathbb{Z}^{d}$.
(b) If for some $\eta>0, h(k, T)=\int_{T}^{\infty} p_{r}(k, k) d r \leq c T^{-\eta}$, then

$$
\lim _{T \rightarrow \infty} I_{T}(k)=u \quad \text { and } \quad \lim _{T \rightarrow \infty} J_{T}(k)=v, \quad \mathbb{P}_{u, v} \text {-a.s. }
$$

Proof. From (5.1) we obtain

$$
\begin{align*}
\mathbb{P}_{u, v}\left(I_{T}(k)^{2}\right) & =T^{-2} \int_{0}^{T} \int_{0}^{T} \mathbb{P}_{u, v}\left(u_{s}(k) u_{t}(k)\right) d s d t \\
& =u^{2}+\operatorname{\gamma uv}\left(2 T^{2}\right)^{-1} \int_{0}^{T} \int_{0}^{T} \int_{|t-s|}^{t+s} p_{r}(k, k) d r d s d t . \tag{5.2}
\end{align*}
$$

Therefore, if $h(k, T)$ is defined as in (b),

$$
\begin{align*}
\mathbb{P}_{u, v}\left(\left(I_{T}(k)-u\right)^{2}\right) \leq & \gamma u v T^{-2} \int_{0}^{T} \int_{0}^{t} h(k,|t-s|) d s d t \\
\leq & \gamma u v T^{-2} \int_{0}^{T} \int_{(t-\sqrt{T})^{+}}^{t} g_{\infty}(k, k) d s d t  \tag{5.3}\\
& +\gamma u v T^{-2} \int_{0}^{T} \int_{0}^{(t-\sqrt{T})^{+}} h(k, \sqrt{T}) d s d t \\
\leq & \gamma u v g_{\infty}(k, k) T^{-1 / 2}+\gamma u v h\left(k, T^{1 / 2}\right) .
\end{align*}
$$

Let $T \rightarrow \infty$ in the above to prove (a).
For (b) note that the hypothesis implies the right side of (5.3) is summable in $n$ if we set $T=n^{\rho}$ and $\rho$ is sufficiently large. The Borel-Cantelli lemma shows that $\lim _{n \rightarrow \infty} I_{n \rho}(k)=u$ a.s., and an easy interpolation argument completes the proof for $I_{T}$. The same derivation is valid for $J_{T}$.

Remark 5.2. The hypotheses of both (a) and (b) are satisfied when $\xi$ is a simple symmetric random walk on $\mathbb{Z}^{d}$ and $d \geq 3$. In this case the local central limit for the discrete time random walk [e.g., Lawler (1991), page 14] gives

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{d / 2} p_{t}(k, k)=(d / 2 \pi)^{d / 2} \quad \forall k \in \mathbb{Z}^{d} \forall d \in \mathbb{N}, \tag{5.4}
\end{equation*}
$$

and so the hypothesis of (b) holds for $d \geq 3$ with $\eta=(d / 2)-1$.

The long-term dynamics of $\left(u_{t}, v_{t}\right)$ in the recurrent case appear to be quite interesting but we have more questions than answers. To illustrate the problems, we focus on the case when $\xi$ is simple symmetric random walk on $\mathbb{Z}^{d}$ and $d \leq 2$.

Proposition 5.3. Let $\xi$ be simple symmetric random walk on $\mathbb{Z}^{d}$ and $u$, $v>0$.
(a) If $d=1 \lim _{T \rightarrow \infty} \mathbb{P}_{u, v}\left(I_{T}(k)^{2}\right)=\lim _{T \rightarrow \infty} \mathbb{P}_{u, v}\left(J_{T}(k)^{2}\right)=\infty \forall k \in \mathbb{Z}$.
(b) If $d=2 \lim _{T \rightarrow \infty} \mathbb{P}_{u, v}\left(I_{T}(k)^{2}\right)=u^{2}+\gamma u v(\ln 2) \pi^{-1}$ and $\lim _{T \rightarrow \infty} \mathbb{P}_{u, v}$ $\left(J_{T}(k)^{2}\right)=v^{2}+\gamma u v(\ln 2) \pi^{-1} \forall k \in \mathbb{Z}^{2}$.

Proof. (b) Equation (5.4) and an easy estimate (using the calculation below) allows us to use (5.2) to conclude

$$
\begin{aligned}
\lim _{T \rightarrow \infty} \mathbb{P}_{u, v}\left(I_{T}(k)^{2}\right)= & u^{2}+\lim _{T \rightarrow \infty} \gamma u v T^{-2} \int_{0}^{T} \int_{0}^{t}\left(\int_{t-s}^{t+s}(\pi(r+1))^{-1} d r\right) d s d t \\
= & u^{2}+\lim _{T \rightarrow \infty} \gamma u v\left(\pi T^{2}\right)^{-1} \int_{0}^{T} \int_{0}^{t} \ln (1+t+s) \\
& -\ln (1+t-s) d s d t \\
= & u^{2}+\lim _{T \rightarrow \infty} \gamma u v\left(\pi T^{2}\right)^{-1} \int_{0}^{T} 2 t \ln \left(\frac{1+2 t}{1+t}\right) \\
& +\ln (1+2 t)-2 \ln (1+t) d t \\
= & u^{2}+\lim _{T \rightarrow \infty} \gamma u v\left(\pi T^{2}\right)^{-1} \int_{0}^{T} 2 t \ln \left(\frac{1+2 t}{1+t}\right) d t \\
= & u^{2}+\gamma u v(\ln 2) \pi^{-1} .
\end{aligned}
$$

(a) Use the bound [from (5.4)] $p_{r}(k, k) \geq c(r+1)^{-1 / 2}$ and argue as above.

Remark 5.4. Consider the $d=2$ case. In spite of (b) above, $I_{T}(k)$ does not converge in $L^{2}$ as $T \rightarrow \infty$. To see this we can use (5.1) and (5.4) to see that if $T_{1}=T_{1}\left(T_{2}\right)$ increases sufficiently quickly with $T_{2}$ (we certainly need $\left.T_{1} \gg T_{2}\right)$, then

$$
\lim _{T_{2} \rightarrow \infty} \mathbb{P}_{u, v}\left(I_{T_{1}}(k) I_{T_{2}}(k)\right)=u^{2}
$$

that is, $I_{T_{1}}$ and $I_{T_{2}}$ are asymptotically uncorrelated. We omit this calculation. It then follows from Proposition 5.3(b) that

$$
\begin{aligned}
\lim _{T_{2} \rightarrow \infty} \mathbb{P}_{u, v}\left(\left(I_{T_{1}\left(T_{2}\right)}(k)-I_{T_{2}}(k)\right)^{2}\right)= & \lim _{T_{2} \rightarrow \infty} \mathbb{P}_{u, v}\left(I_{T_{1}\left(T_{2}\right)}(k)^{2}+I_{T_{2}}(k)^{2}\right) \\
& -2 \mathbb{P}_{u, v}\left(I_{T_{1}\left(T_{2}\right)}(k) I_{T_{2}}(k)\right) \\
= & 2 \gamma u v(\ln 2) \pi^{-1}>0,
\end{aligned}
$$

and so $\left\{I_{T}(k)\right\}$ is not Cauchy in $L^{2}$ as $T \rightarrow \infty$.

Recall (Theorem 1.5) that under $\mathbb{P}_{u, v},\left(u_{t}(k), v_{t}(k)\right) \rightarrow_{w}\left(B_{T}^{1}, B_{T}^{2}\right)$ as $t \rightarrow \infty$, where $T=\inf \left\{t: B_{t}^{1} B_{t}^{2}=0\right\}$ and $\left(B^{1}, B^{2}\right)$ is a planar Brownian motion starting at $(u, v)$. We suspect that $(1 / T) \int_{0}^{T} u_{s}(k) d s$ fails to converge because long stretches of time where $k$ is in a large block dominated by the " $u$ population" are followed by even longer stretches of time where $k$ is in a larger block dominated by the $v$ population [and the $u_{t}(k)$ values are negligible] and so on. This picture of "alternating types" at a fixed site is consistent with the following simple result.

Proposition 5.5. Assume $\xi$ is simple symmetric random walk on $\mathbb{Z}^{2}$ and $u, v>0$. Under $\mathbb{P}_{u, v}, u_{t}(k)$ and $v_{t}(k)$ do not converge in probability as $t \rightarrow \infty$ $\forall k \in \mathbb{Z}^{d}$.

Proof. We may set $k=0$. The fact that a.s. convergence fails is a simple consequence of Fatou's lemma, Proposition 5.3(b) and the fact that

$$
\begin{equation*}
\mathbb{P}_{u, v}\left(u_{\infty}(0)^{2}\right)=P_{u, v}^{0}\left(\left(B_{T}^{1}\right)^{2}\right)=\mathbb{P}_{u, v}(T)=\infty . \tag{5.5}
\end{equation*}
$$

For convergence in probability, the argument is only slightly more involved.
Suppose that $u_{t}(0)$ converges in probability to $u_{\infty}(0)$ under $\mathbb{P}_{u, v}$. Recall from Theorem 1.4 that

$$
\begin{equation*}
\mathbb{P}_{u, v}\left(u_{\infty}(0)\right)=u \tag{5.6}
\end{equation*}
$$

We claim there is a sequence $t_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} I_{t_{k}}(0) \geq u_{\infty}(0) \quad \text { a.s. } \tag{5.7}
\end{equation*}
$$

To see this, first note that for each $M$ in $\mathbb{N},\left|u_{\infty}(0)-u_{t}(0)\right| 1\left(u_{t}(0) \leq\right.$ $M) \leq u_{\infty}(0)+M$ and so by dominated convergence [use (5.6)] we have $\lim _{t \rightarrow \infty} \mathbb{P}_{u, v}\left(\left|u_{\infty}(0)-u_{t}(0)\right| \mathbf{1}\left(u_{t}(0) \leq M\right)\right)=0$ and therefore

$$
\lim _{T \rightarrow \infty} \mathbb{P}_{u, v}\left(T^{-1} \int_{0}^{T}\left|u_{\infty}(0)-u_{t}(0)\right| 1\left(u_{t}(0) \leq M\right) d t\right)=0 \quad \text { for each } M \in \mathbb{N} \text {. }
$$

As we have

$$
\lim _{T \rightarrow \infty} \mathbb{P}_{u, v}\left(T^{-1} \int_{0}^{T} 1\left(\left|u_{\infty}(0)-u_{t}(0)\right|>1\right) d t\right)=0
$$

if $M_{k} \uparrow \infty\left(M_{k} \in \mathbb{N}\right)$, we may choose $t_{k} \uparrow \infty$ such that for a.a. $\omega$,

$$
\begin{align*}
& \lim _{k \rightarrow \infty} t_{k}^{-1} \int_{0}^{t_{k}} 1\left(\left|u_{\infty}(0)-u_{t}(0)\right|>1\right)  \tag{5.8}\\
& \quad+\left|u_{\infty}(0)-u_{t}(0)\right| 1\left(u_{t}(0) \leq M_{k}\right) d t=0 .
\end{align*}
$$

Fix $\omega$ so that (5.8) is valid. Then

$$
\begin{aligned}
& \liminf _{k \rightarrow \infty} I_{t_{k}}(0) \geq \liminf _{k \rightarrow \infty} t_{k}^{-1} \int_{0}^{t_{k}} u_{t}(0) 1\left(u_{t}(0) \leq M_{k}\right) d t \\
&= \liminf _{k \rightarrow \infty}\left(t_{k}^{-1} \int_{0}^{t_{k}}\left(u_{t}(0)-u_{\infty}(0)\right) 1\left(u_{t}(0) \leq M_{k}\right) d t\right. \\
&\left.\quad+u_{\infty}(0) t_{k}^{-1} \int_{0}^{t_{k}} 1\left(u_{t}(0) \leq M_{k}\right) d t\right) \\
&= u_{\infty}(0)-u_{\infty}(0) \limsup _{k \rightarrow \infty} t_{k}^{-1} \int_{0}^{t_{k}} 1\left(u_{t}(0)>M_{k}\right) d t \text { by (5.8) } \\
& \geq u_{\infty}(0)-u_{\infty}(0) \limsup _{k \rightarrow \infty}\left(1\left(u_{\infty}(0)>M_{k}-1\right)\right. \\
&\left.\quad+t_{k}^{-1} \int_{0}^{t_{k}} 1\left(\left|u_{\infty}(0)-u_{t}(0)\right|>\right) d t\right) \\
&= u_{\infty}(0) \text { by (5.8) again. }
\end{aligned}
$$

This proves (5.7). Fatou's lemma now shows that

$$
\liminf _{k \rightarrow \infty} \mathbb{P}_{u, v}\left(I_{t_{k}}(0)^{2}\right) \geq \mathbb{P}_{u, v}\left(u_{\infty}(0)^{2}\right)=\infty \quad \text { by (5.5). }
$$

This contradicts Proposition 5.3(b) and so convergence in probability must fail.

We conjecture that in the setting of Proposition 5.5,

$$
\left\{u_{t}(0): t \geq T\right\}=\left\{v_{t}(0): t \geq T\right\}=(0, \infty) \quad \forall T>0 \quad \text { a.s. }
$$

The description of the large time dynamics when $d=1$ remains completely unresolved.

Note added in proof: Cox and Klenke have recently proved this conjecture for $d \leq 2$. More generally they show, under the recurrence hypotheses of Theorem 1.5, the dominant type at 0 switches infinitely often as $t \rightarrow \infty$.
6. A stochastic partial differential equation. We now study solutions $(u, v)$ of (SPDE) $)_{u_{0}, v_{0}}$. Here are some additional state spaces for the solutions, which augment the spaces introduced in Section 1. Recall that $|f|_{\lambda}=$ $\sup _{x}\left|f(x) e^{\lambda|x|}\right|$. Let

$$
C_{\text {rap }}=\left\{f \in C(\mathbb{R}):|f|_{\lambda}<\infty \forall \lambda>0\right\}
$$

topol ogized by the metric

$$
d_{\mathrm{rap}}(f, g)=\sum_{n=1}^{\infty}\left(|f-g|_{\mu_{n}} \wedge 1\right) 2^{-n} \quad \text { where } \mu_{n} \uparrow \infty
$$

Here $\Omega_{\text {rap }}$ is the space of $\left(C_{\text {rap }}^{+}\right)^{2}$-valued paths with the compact-open topology.

Then $\left\{P_{t}: t \geq 0\right\}$ denotes the Brownian semigroup on the bounded measurable functions on $\mathbb{R}$ and $p_{t}(x)$ is the Brownian transition density

$$
\begin{aligned}
C_{\text {int }} & =\{f \in C(\mathbb{R}):\langle | f|, 1\rangle<\infty\}, \\
C_{b} & =\left\{f \in C(\mathbb{R}): \sup _{x}|f(x)|<\infty\right\}, \\
C_{p} & =\left\{f \in C(\mathbb{R}):|f|_{p}<\infty\right\}, \quad p \in \mathbb{R} .
\end{aligned}
$$

Theorem 6.1. (a) If $u_{0}, v_{0} \in C_{\text {tem }}^{+}$, there is a solution to (SPDE) $)_{u_{0}, v_{0}}$, de fined on some $(\Omega, \mathscr{F}, \mathscr{F}, \mathbb{P})$.
(b) Let $\left(u, v, W_{1}, W_{2}\right)$ be any solution to $(\operatorname{SPDE})_{u_{0}, v_{0}}$ on some $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, \mathbb{P}\right)$ for a given $\left(u_{0}, v_{0}\right) \in\left(C_{\text {tem }}^{+}\right)^{2}$.
(i) If $\phi \in C_{\text {rap }}$, then $\forall t>0$,

$$
\left\langle u_{t}, \phi\right\rangle=\left\langle u_{0}, P_{t} \phi\right\rangle+\int_{0}^{t} \int P_{t-s} \phi(x)(\gamma u(s, x) v(s, x))^{1 / 2} d W_{1}(s, x)
$$

and

$$
\left\langle v_{t}, \phi\right\rangle=\left\langle v_{0}, P_{t} \phi\right\rangle+\int_{0}^{t} \int P_{t-s} \phi(x)(\gamma u(s, x) v(s, x))^{1 / 2} d W_{2}(s, x) \quad \text { a.s., }
$$

where both stochastic integrals are square integrable.
(ii) $u(t, x)=P_{t} u_{0}(x)+\int_{0}^{t} \int p_{t-s}(y-x)(\gamma u(s, y) v(s, y))^{1 / 2} d W_{1}(s, y)$,

$$
v(t, x)=P_{t} v_{0}(x)+\int_{0}^{t} \int p_{t-s}(y-x)(\gamma u(s, y) v(s, y))^{1 / 2} d W_{2}(s, y)
$$

a.s. for each $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}$,
where both stochastic integrals are square integrable.
(iii) For all $s, t \in \mathbb{R}_{+}, x, y \in \mathbb{R}, \lambda, q>0$,

$$
\begin{aligned}
\mathbb{P}(u(t, x)) & =P_{t} u_{0}(x), \quad \mathbb{P}(v(t, x))=P_{t} v_{0}(x), \\
\mathbb{P}(u(s, x) v(t, y)) & =P_{s} u_{0}(x) P_{t} v_{0}(y)
\end{aligned}
$$

and

$$
\begin{equation*}
\sup _{r \leq t} \mathbb{P}\left(\int\left(u_{r}(x)^{q}+v_{r}(x)^{q}\right) e^{-\lambda|x|} d x\right)<\infty \tag{6.1}
\end{equation*}
$$

If $\phi, \psi: \mathbb{R} \rightarrow \mathbb{R}_{+}$are measurable, then for all $s, t \in \mathbb{R}_{+}$,

$$
\mathbb{P}\left(\left\langle u_{t}, \phi\right\rangle\right)=\left\langle u_{0}, P_{t} \phi\right\rangle, \quad \mathbb{P}\left(\left\langle v_{t}, \psi\right\rangle\right)=\left\langle v_{0}, P_{t} \psi\right\rangle
$$

and

$$
\mathbb{P}\left(\left\langle u_{s}, \phi\right\rangle\left\langle v_{t}, \psi\right\rangle\right)=\left\langle u_{0}, P_{s} \phi\right\rangle\left\langle v_{0}, P_{t} \psi\right\rangle .
$$

(iv) If $\phi, \psi \in C_{\text {rap }}^{2}$, then

$$
\begin{aligned}
\left\langle u_{t}, \phi\right\rangle= & \left\langle u_{0}, \phi\right\rangle+\int_{0}^{t}\left\langle u_{s}, \phi^{\prime \prime} \mid 2\right\rangle d s \\
& +\int_{0}^{t} \int \phi(x)(\gamma u(s, x) v(s, x))^{1 / 2} d W_{1}(s, x)
\end{aligned}
$$

and

$$
\begin{aligned}
\left\langle v_{t}, \psi\right\rangle= & \left\langle v_{0}, \psi\right\rangle+\int_{0}^{t}\left\langle v_{s}, \psi^{\prime \prime} / 2\right\rangle d s \\
& +\int_{0}^{t} \int \psi(x)(\gamma u(s, x) v(s, x))^{1 / 2} d W_{2}(s, x),
\end{aligned}
$$

where the stochastic integrals are orthogonal square integrable continuous $\left(\mathscr{F}_{t}\right)$-martingales and the Lebesgue integrals are of integrable total variation.
(c) Let $\left(u, v, W_{1}, W_{2}\right)$ be as in (b) but with $\left(u_{0}, v_{0}\right) \in\left(C_{\text {rap }}^{+}\right)^{2}$. Then $(u ., v.) \in$ $\Omega_{\text {rap }}$ a.s. and

$$
\begin{equation*}
\sup _{r \leq T} \mathbb{P}\left(\int\left(u(r, x)^{q}+v(r, x)^{q}\right) e^{\lambda|x|} d x\right)<\infty \quad \forall q, T, \lambda>0 . \tag{6.2}
\end{equation*}
$$

Moreover, (b)(i) holds for $\phi \in C_{\text {tem }}$ and (b)(iv) is valid for $\phi, \psi \in C_{\text {tem }}^{2}$.
(d) Let $\left(u, v, W_{1}, W_{2}\right)$ be as in (b) but with $\left(u_{0}, v_{0}\right) \in\left(C_{\text {int }}^{+}\right)^{2}$. Then $\left(u_{t}, v_{t}\right) \in$ $\left(C_{i n t}^{+}\right)^{2} \forall t \geq 0$ a.s., (b)(i) holds for $\phi \in C_{b}$ and (b)(iv) holds for $\phi, \psi \in C_{b}^{2}$. In particular, $\left\langle u_{t}, 1\right\rangle$ and $\left\langle v_{t}, 1\right\rangle$ are orthogonal square integrable continuous $\left(\mathscr{F}_{t}\right)$-martingales.

The proof is presented in the Appendix. Many of the ideas in Shiga (1994) are easily modified to the present context.

As for the discrete setting in Section 2, we introduce state spaces for our anticipated self-dual processes.

Notation. $F=\left\{(X, Y) \in C_{\text {tem }}^{+} \times C_{\text {tem: }}:|Y| \leq X\right.$ on $\left.\mathbb{R}\right\}$.

$$
\begin{aligned}
\tilde{F} & =\left\{(X, Y) \in F: X \in C_{\text {rap }}^{+}\right\} \\
& \supset F_{c}=\{(X, Y) \in F: X \text { has compact support }\} .
\end{aligned}
$$

Metrize $F$ by $d_{F}\left((X, Y),\left(X^{\prime}, Y^{\prime}\right)\right)=d_{\text {tem }}\left(X, X^{\prime}\right)+d_{\text {tem }}\left(Y, Y^{\prime}\right)$ and similarly metrize $\tilde{F}$ using $d_{\text {rap }}$. If $(\phi, \psi) \in \tilde{F}$, define $G_{\phi, \psi}: F \rightarrow \mathbb{C}$ by $G_{\phi, \psi}(X, Y)=$ $\exp \{-\langle X, \phi\rangle+i\langle Y, \psi\rangle\}$.

It is easy to check that ( $F, d_{F}$ ) and ( $\tilde{F}, d_{\tilde{F}}$ ) are Polish spaces.
Lemma 6.2. If $P$ and $Q$ are probabilities on $F$ such that $\int G_{\phi, \psi} d P=$ $\int G_{\phi, \psi} d Q \forall(\phi, \psi) \in F_{c}$, then $P=Q$.

Proof. If $\mathscr{A}=\left\{G_{\phi, \psi}:(\phi, \psi) \in F_{c}\right\}$ and $\ell$ is the complex linear span of $\mathscr{A}$, then $b$ is a complex algebra containing the constants and closed under complex conjugation. A monotone class theorem [e.g., I.21, I. 22 of Dellacherie and Meyer (1978)] reduces the problem to showing that $\sigma(\mathscr{A})$ (the minimal $\sigma$-field making functions in $\mathscr{A}$ measurable) is the Borel $\sigma$-field of $F$. For this it suffices to fix rational numbers $s$ and $t$ and show that $(X, Y) \rightarrow(X(s), Y(t))$ is
$\sigma(\mathscr{A})$-measurable Let $\left\{K_{\varepsilon}(\cdot): \varepsilon \in(0,1]\right\}$ be a continuous approximate identity (as $\varepsilon \downarrow 0$ ) with compact support. Then

$$
\begin{aligned}
(X(s), Y(t))= & \lim _{\varepsilon \downarrow 0}\left(\left\langle X, K_{\varepsilon}(\cdot-s)+K_{\varepsilon}(\cdot-t)\right\rangle,\left\langle Y, K_{\varepsilon}(\cdot-t)\right\rangle\right) \\
& -\left(\left\langle X, K_{\varepsilon}(\cdot-t)\right\rangle,\langle Y, 0\rangle\right)
\end{aligned}
$$

and $\left(K_{\varepsilon}(\cdot-s)+K_{\varepsilon}(\cdot-t), K_{\varepsilon}(\cdot-t)\right)$ and $\left(K_{\varepsilon}(\cdot-t), 0\right)$ are in $F_{c}$. The result follows easily.

J ust as in the discrete setting we let ( $u_{t}, v_{t}$ ) and ( $\tilde{u}_{t}, \tilde{v}_{t}$ ) denote the coordinate variables on $\Omega_{\mathrm{tem}}$ and $\Omega_{\mathrm{rap}}$, respectively (as well as arbitrary solutions of SPDE), and define

$$
\left(X_{t}, Y_{t}\right)=\left(u_{t}+v_{t}, u_{t}-v_{t}\right) \in F \quad \text { and } \quad\left(\tilde{X}_{t}, \tilde{Y}_{t}\right)=\left(\tilde{u}_{t}+\tilde{v}_{t}, \tilde{u}_{t}-\tilde{v}_{t}\right) \in \tilde{F} .
$$

If $\left(u_{0}, v_{0}\right) \in\left(C_{\text {rap }}^{+}\right)^{2}$, Theorem 6.1 allows us to view the law of a solution to (SPDE) $u_{u_{0}, v_{0}}$ as a probability on $\Omega_{\text {tem }}$ or $\Omega_{\text {rap }}$.

Theorem 6.3 [Mytnik (1997). (a) If $\left(u_{0}, v_{0}\right) \in\left(C_{\text {tem }}^{+}\right)^{2}$, there is a unique probability $\mathbb{P}_{u_{0}, v_{0}}$ on $\Omega_{\text {tem }}$ so that $(u, v)$ has law $\mathbb{P}_{u_{0}, v_{0}}$ whenever $\left(u, v, W_{1}, W_{2}\right)$ is a solution to (SPDE $)_{u_{0}, v_{0}}$ on some $(\Omega, \mathscr{F}, \mathscr{F}, \mathbb{P})$.
(b) If $\left(u_{0}, v_{0}\right) \in\left(C_{\text {tem }}^{+}\right)^{2}$ and $\left(\tilde{u}_{0}, \tilde{v}_{0}\right) \in\left(C_{\text {rap }}^{+}\right)^{2}$, then

$$
\mathbb{P}_{u_{0}, v_{0}}\left(\exp \left\{-\left\langle X_{t}, \tilde{X}_{0}\right\rangle+i\left\langle Y_{t}, \tilde{Y}_{0}\right\rangle\right\}\right)=\mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(\exp \left\{-\left\langle X_{0}, \tilde{X}_{t}\right\rangle+i\left\langle Y_{0}, \tilde{Y}_{t}\right\rangle\right\}\right) .
$$

Remark. The argument is very close to the proof of Theorem 2.4. Clearly (b) implies the uniqueness in (a) by Lemma 6.2. Part (b) is established by a duality argument. The latter differs slightly from that given in Theorem 2.4 because test functions for $X_{t}$ (or $\tilde{X}_{s}$ ) should be smooth and $\tilde{X}_{s}$ (or $X_{t}$ ) is not. One may use the heat semigroup $P_{\varepsilon}$ to smooth these functions and then let $\varepsilon \downarrow 0$.

If $G:\left(C_{\text {tem }}^{+}\right)^{2} \rightarrow \mathbb{R}$ is bounded and measurable, let $\bar{P}_{t} G\left(u_{0}, v_{0}\right)=$ $\mathbb{P}_{u_{0}, v_{0}}\left(G\left(u_{t}, v_{t}\right)\right)$ denote the semigroup associated with solutions of (SPDE). To prove the Feller property of $\left\{\bar{P}_{t}\right\}$ we will use the following slight modification of Lemma 6.3(ii) of Shiga (1994).

Lemma 6.4. Let $\left\{P_{n}: n \in \mathbb{N}\right\}$ bea sequence of probabilities on $C_{\text {tem }}$. Suppose $\forall \lambda>0$, there are $C, p>0$ and $\alpha>1$ such that

$$
\sup _{n} P_{n}\left(\left|u(x)-u\left(x^{\prime}\right)\right|^{2 p}\right) \leq C e^{\lambda|x|}\left|x-x^{\prime}\right|^{\alpha} \quad \text { for all }\left|x-x^{\prime}\right| \leq 1
$$

and

$$
\sup _{n} P_{n}(|u(0)|) \leq C .
$$

Then $\left\{P_{n}\right\}$ is tight.

Corollary 6.5. (a) $\bar{P}_{t}: C_{b}\left(\left(C_{\text {tem }}^{+}\right)^{2}\right) \rightarrow C_{b}\left(\left(C_{\text {tem }}^{+}\right)^{2}\right)$ for each $t \geq 0$.
(b) Let $\left(u, v, W_{1}, W_{2}\right)$ solve $(\mathrm{SPDE})_{u_{0}, v_{0}}$ on some $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, \mathbb{P}\right)$ and let $T$ be an a.s. finite $(\mathscr{T})$-stopping time. For any bounded measurable $f$ on $\left(C_{\text {tem }}^{+}\right)^{2}$,

$$
\mathbb{P}\left(f\left(u_{T+t}, v_{T+t}\right) \mid \mathscr{F}_{T}\right)=\bar{P}_{t} f\left(u_{T}, v_{T}\right), \quad \mathbb{P} \text {-a.s. for all } t \geq 0
$$

Proof. (a) Let $\left(u_{0}^{n}, v_{0}^{n}\right) \rightarrow\left(u_{0}, v_{0}\right)$ in $\left(C_{\text {tem }}^{+}\right)^{2}, t>0$ and set $P_{n}(A)=$ $\mathbb{P}_{u_{0}^{n}, v_{0}^{n}}\left(\left(u_{t}, v_{t}\right) \in A\right)$. We must show the weak convergence of $P_{n}$ to $\mathbb{P}_{u_{0}, v_{0}}\left(\left(u_{t}, v_{t}\right) \in A\right)$. Theorem 6.3(b) implies that for $(\phi, \psi) \in \tilde{F}$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}_{u_{0}^{n}, v_{0}^{n}}\left(G_{\phi, \psi}\left(u_{t}+v_{t}, u_{t}-v_{t}\right)\right)=\mathbb{P}_{u_{0}, v_{0}}\left(G_{\phi, \psi}\left(u_{t}+v_{t}, u_{t}-v_{t}\right)\right)
$$

and, as this class of functions is a determining dass on $\left(C_{\mathrm{tem}}^{+}\right)^{2}$ by Lemma 6.2, it suffices to prove that $\left\{P_{n}\right\}$ is tight. For this it suffices to show $\left\{P_{n}(u \in \cdot)\right\}$ is tight on $C_{\text {tem }}^{+}$and here we use Lemma 6.4. The last condition of Lemma 6.4 holds by Theorem 6.1(b)(iii). The first condition is implicit in the derivation of Theorem 6.1(a) but this time we sketch the details. By Theorem 6.1(b)(ii), an easy estimate on $\left|P_{t} u_{0}(x)-P_{t} u_{0}\left(x^{\prime}\right)\right|$ and the Burkholder-Davis-Gundy inequality, this reduces to showing that for $\lambda>0$ there are $C, p \geq 1$ and $\alpha>1$ so that

$$
\begin{align*}
& \sup _{n} \mathbb{P}_{u_{0}^{n}, v_{0}^{n}}\left(\left(\int_{0}^{t} \int\left(p_{t-s}(y-x)-p_{t-s}\left(y-x^{\prime}\right)\right)^{2} \gamma u(s, y) v(s, y) d y d s\right)^{p}\right)  \tag{6.3}\\
& \quad \leq C e^{\lambda|x|}\left|x-x^{\prime}\right|^{\alpha} \quad \text { for }\left|x-x^{\prime}\right| \leq 1 .
\end{align*}
$$

By J ensen's inequality, the left side of (6.2) is bounded by (let $\lambda^{\prime}=\frac{3}{4} \lambda$ )

$$
\begin{aligned}
& \gamma_{n}^{p} \sup _{n} \mathbb{P}_{u_{0}^{n}, v_{0}^{n}}\left(\int_{0}^{t} \int\left(p_{t-s}(y-x)-p_{t-s}\left(y-x^{\prime}\right)\right)^{2}\left(u(s, y)^{2 p}+v(s, y)^{2 p}\right) d y d s\right) \\
& \times \\
& \times\left(\int_{0}^{t} \int\left(p_{t-s}(y-x)-p_{t-s}\left(y-x^{\prime}\right)\right)^{2} d y d s\right)^{p-1} \\
& \quad \leq \quad C \sup _{n}\left[\mathbb{P}_{u_{0}^{n}, v_{0}^{n}}\left(\int_{0}^{t} \int\left(u(s, y)^{8 p}+v(s, y)^{8 p}\right) \exp \left(-4 \lambda^{\prime}|y|\right) d y d s\right)\right]^{1 / 4} \\
& \quad \times\left[\int_{0}^{t} \int \exp \left(\frac{4}{3} \lambda\left|y^{\prime}\right|\right)\left(p_{t-s}(y-x)-p_{t-s}\left(y-x^{\prime}\right)\right)^{8 / 3} d y d s\right]^{3 / 4} \\
& \quad \times\left|x-x^{\prime}\right|^{p-1} .
\end{aligned}
$$

The last line used Lemma 6.2 of Shiga (1994) to bound the last term on the left side by $C\left|x-x^{\prime}\right|^{p-1}$ and used Hölder's inequality on the first term. Using

Lemma 6.2 of Shiga (1994) again, for $\left|x-x^{\prime}\right| \leq 1$ we get

$$
\begin{aligned}
& \int_{0}^{t} \int \exp \left(4 / 3 \lambda^{\prime}|y|\right)\left|p_{t-s}(y-x)+p_{t-s}\left(y-x^{\prime}\right)\right|^{8 / 3} d y d s \\
& \quad \leq \int_{0}^{t}(t-s)^{-5 / 6} \int \exp (\lambda|y|)\left(p_{t-s}(y-x)+p_{t-s}\left(y-x^{\prime}\right)\right) d y d s \\
& \quad \leq C \exp (\lambda|x|) .
\end{aligned}
$$

A Gronwall argument [see (6.16) of Shiga (1994)], as in the derivation of (6.1), shows that the first factor on the right side of (6.4) is finite. Using these estimates in (6.4), we see that (6.3) holds with $\alpha=p-1$ and taking $p>2$, we are done.
(b) This is a consequence of Theorem 6.3, whose proof actually shows the uniqueness of the analogous martingale problem (as for Theorem 2.4), and standard arguments [see Theorems 4.4.2 and 4.4.6 of Ethier and Kurtz (1986)].

As in the lattice case, the duality relation in Theorem 6.3(b) reduces the longtime behaviour of $\left(u_{t}, v_{t}\right)$ with constant initial conditions to the long-time behavior of ( $\left\langle u_{t}, 1\right\rangle,\left\langle v_{t}, 1\right\rangle$ ) with rapidly decreasing initial conditions.

Theorem 6.6. Let $u_{0}, v_{0} \in C_{\text {rap }}^{+}$. Then $\lim _{t \rightarrow \infty}\left\langle u_{t}, 1\right\rangle \equiv\left\langle u_{\infty}, 1\right\rangle$ and $\lim _{t \rightarrow \infty}\left\langle v_{t}, 1\right\rangle=\left\langle v_{\infty}, 1\right\rangle$ exist $\mathbb{P}_{u_{0}, v_{0}}$-a.s. and $\left\langle u_{\infty}, 1\right\rangle\left\langle v_{\infty}, 1\right\rangle=0, \mathbb{P}_{u_{0}, v_{0}}$-a.s.

Proof. The existence of the a.s. limits follows from Theorem 6.1(d) and the martingale convergence theorem. The proof of the last assertion (no coexistence) proceeds as for the recurrent lattice case and so we only sketch the parts which are different from the proof of Theorem 1.2(b).

Set $\gamma=1$ to simplify the notation. Let $A_{t}=\int_{0}^{t}\left\langle u_{s}, v_{s}\right\rangle d s$. As in the proof of Theorem 1.2(b), we use Theorem 6.1(b)(ii) to write

$$
\begin{equation*}
A_{T}=A_{T}^{(1)}+N_{T} \tag{6.5}
\end{equation*}
$$

where $A_{T}^{(1)}=\int_{0}^{T}\left\langle P_{t} u_{0}, P_{t} v_{0}\right\rangle d t$ and $\left(N_{t}, t \leq T\right)$ is a continuous martingale satisfying

$$
\begin{equation*}
\langle N\rangle_{T} \leq c\left(\left\langle u_{T}^{*}, 1\right\rangle^{2}+\left\langle v_{T}^{*}, 1\right\rangle^{2}\right) g_{2 T}(0)^{2} A_{T} . \tag{6.6}
\end{equation*}
$$

Here $\left\langle u_{T}^{*}, 1\right\rangle=\sup _{t \leq T}\left\langle u_{t}, 1\right\rangle$, similarly for $\left\langle v_{T}^{*}, 1\right\rangle$, and $g_{2 T}(x)=\int_{0}^{2 T} p_{s}(x) d s$. As in the discrete case, some care is needed in the derivation of these formulas. A two-parameter stochastic Fubini theorem is required [Theorem 2.6 of Walsh (1986) may be used]. To verify the integrability hypothesis of this Fubini theorem, one needs to use (6.2) for appropriate $q$ and $\lambda=0$.

If $M=M\left(u_{0}, v_{0}\right)$ is chosen sufficiently large so that $\left\langle u_{0}, 1_{[-M / 2, M / 2]}\right\rangle \geq$ $\frac{1}{2}\left\langle u_{0}, 1\right\rangle$ and similarly for $v_{0}$, then an application of Chapman-Kolmogorov leads to

$$
A_{T}^{(1)}=\iint g_{2 T}(y-w) u_{0}(y) v_{0}(w) d y d w \geq g_{2 T}(M) \frac{1}{4}\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle .
$$

If $T>M^{2}$,

$$
\begin{aligned}
g_{2 T}(M) & \geq e^{-1 / 2} \int_{T}^{2 T}(2 \pi t)^{-1 / 2} d t \\
& \geq e^{-1 / 2}\left[g_{2 T}(0)-\frac{1}{\sqrt{2}} g_{2 T}(0)\right]=c_{0} g_{2 T}(0),
\end{aligned}
$$

and so for a universal constant $c_{1}>0$, we have

$$
\begin{equation*}
A_{T}^{(1)} \geq c_{1} g_{2 T}(0)\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle \quad \text { for } T>M\left(u_{0}, v_{0}\right)^{2} . \tag{6.7}
\end{equation*}
$$

The proof now proceeds exactly as that of Theorem 1.2(b), using (6.6), (6.7) and the fact that $\lim _{t \rightarrow \infty} g_{t}(0)=\infty$, in place of (3.6), (3.9) and (3.8).

We recall the notation introduced prior to Theorem 1.8. If $(\phi, \psi) \in \tilde{F}$ define $H_{\phi, \psi}:\left(M_{\text {tem }}\right)^{2} \rightarrow \mathbb{C}$ by $H_{\phi, \psi}(\mu, \nu)=\exp \{-\langle\mu+\nu, \phi\rangle+i\langle\mu-\nu, \psi\rangle\}$. Recall also we may consider $C_{\text {tem }}^{+}$as a subset of $M_{\text {tem }}$ and so $H_{\phi, \psi}$ is defined on $\left(C_{\text {tem }}^{+}\right)^{2}$ by the above.

Lemma 6.7. Let $\left\{P_{n}\right\}$ be a sequence of probabilities on $\left(M_{\text {tem }}\right)^{2}$. If

$$
\begin{equation*}
\sup _{n} \int\left\langle\mu+\nu, \phi_{-\lambda}\right\rangle d P_{n}(\mu, \nu)<\infty \quad \forall \lambda>0 \tag{6.8}
\end{equation*}
$$

and for each $(\phi, \psi)$ in $F_{c}, \lim _{n \rightarrow \infty} P_{n}\left(H_{\phi, \psi}\right)$ exists and is finite, then $P_{n} \rightarrow_{w} P_{\infty}$ in $\left(M_{\text {tem }}\right)^{2}$ and $\lim _{n \rightarrow \infty} P_{n}\left(H_{\phi, \psi}\right)=P_{\infty}\left(H_{\phi, \psi}\right) \forall(\phi, \psi) \in F_{c}$.

Proof. It is straightforward to show that (6.8) implies $\left\{P_{n}: n \in \mathbb{N}\right\}$ is relatively compact in the weak topology. An argument similar to, but simpler than, the proof of Lemma 6.1 shows that $\left\{H_{\phi, \psi}:(\phi, \psi) \in F_{c}\right\}$ is a determining class on $\left(M_{\text {tem }}\right)^{2}$. The result follows.

Proof of Theorem 1.8. We apply the previous lemma. Theorem 6.1(b)(iii) shows that if $\lambda>0$, then

$$
\begin{aligned}
\sup _{t} \mathbb{P}_{u, v}\left(\left\langle u_{t}+v_{t}, \phi_{-\lambda}\right\rangle\right) & =\sup _{t}(u+v) \int P_{t} \phi_{-\lambda}(x) d x \\
& =(u+v) \int \phi_{-\lambda}(x) d x<\infty .
\end{aligned}
$$

Let $(\phi, \psi) \in F_{c}$. Apply Theorem 6.3(b) with $\left(\tilde{u}_{0}, \tilde{v}_{0}\right)=(\phi+\psi, \phi-\psi) / 2$ to see that

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \mathbb{P}_{u, v}\left(H_{\phi, \psi}\left(u_{t}, v_{t}\right)\right) \\
& \quad=\lim _{t \rightarrow \infty} \mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(\exp \left(-(u+v)\left\langle 1, \tilde{u}_{t}+\tilde{v}_{t}\right\rangle+i(u-v)\left\langle 1, \tilde{u}_{t}-\tilde{v}_{t}\right\rangle\right)\right) \\
& \quad=\mathbb{P}_{\tilde{u}_{0}, \tilde{v}_{0}}\left(\exp \left(-(u+v)\left\langle 1, \tilde{u}_{\infty}+\tilde{v}_{\infty}\right\rangle+i(u-v)\left\langle 1, \tilde{u}_{\infty}-\tilde{v}_{\infty}\right\rangle\right)\right) .
\end{aligned}
$$

In the last line $\left\langle 1, \tilde{u}_{\infty} \pm \tilde{v}_{\infty}\right\rangle=\lim _{t \rightarrow \infty}\left\langle 1, \tilde{u}_{t} \pm \tilde{v}_{t}\right\rangle$ exist a.s. by the martingale convergence theorem [recall Theorem 6.1(d)]. The previous lemma now
establishes the weak convergence of $\mathbb{P}_{u, v}\left(\left(u_{t}, v_{t}\right) \in \cdot\right)$ in $\left(M_{\text {tem }}\right)^{2}$ as $t \rightarrow \infty$. The identification of the weak limit now proceeds just as in the proof of Theorem 1.5. Theorem 6.6 is used in place of Theorem 1.2(b).

## APPENDIX

Proofs of Theorems 2.2 and 6.1.
Proof of Theorem 2.2.(a). Skorokhod's Peano existence theorem shows that on some $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, \mathbb{P}\right)$ there are independent $\left(\mathscr{F}_{t}\right)$-Brownian motions $\left\{B^{k}, W^{k}: k \in S_{n}\right\}$ and solutions ( $u_{t}^{n}(k), v_{t}^{n}(k): k \in \mathbb{Z}^{d}, t \geq 0$ ) of

$$
\begin{align*}
u_{t}^{n}(k)= & u_{0}(k), \quad v_{t}^{n}(k)=v_{0}(k) \quad \text { for } k \in S_{n}^{c}, t \geq 0, \\
u_{t}^{n}(k)= & u_{0}(k)+\int_{0}^{t} u_{s}^{n} Q(k) d s \\
& +\int_{0}^{t} \gamma\left|u_{s}^{n}(k) v_{s}^{n}(k)\right|^{1 / 2} d B_{s}^{k}, \quad k \in S_{n}, t \geq 0,  \tag{LS}\\
v_{t}^{n}(k)= & v_{0}(k)+\int_{0}^{t} v_{s}^{n} Q(k) d s \\
& +\int_{0}^{t} \gamma\left|u_{s}^{n}(k) v_{s}^{n}(k)\right|^{1 / 2} d W_{s}^{k}, \quad k \in S_{n}, t \geq 0 .
\end{align*}
$$

Note that by writing

$$
u_{s}^{n} Q(k)=\sum_{j \in S_{n}} u_{s}^{n}(j) q_{j k}+\sum_{j \in S_{n}^{c}} u_{0}(j) q_{j k}
$$

we see that $(\mathrm{LS})_{n}$ is a finite dimensional s.d.e. Then $\left(\mathrm{H}_{1}\right),\left(\mathrm{H}_{2}\right)$ and the fact that $u_{0}, v_{0} \in M_{\text {tem }}$ show the infinite series in the above is absolutely convergent.

We claim that $u_{t}^{n}(k) \geq 0$ and $v_{t}^{n}(k) \geq 0 \forall k \in \mathbb{Z}^{d}, \forall t \geq 0$ a.s. Note that the local time at 0 of $u_{.}^{n}(k)$ is

$$
\begin{aligned}
L_{t}^{0} & =\lim _{\varepsilon \downarrow 0} \int_{0}^{t} 1\left(0<u_{s}^{n}(k) \leq \varepsilon\right) \gamma\left|u_{s}^{n}(k)\right|\left|v_{s}^{n}(k)\right| d s \varepsilon^{-1} \\
& \leq \lim _{\varepsilon \downarrow 0} \int_{0}^{t} 1\left(0<u_{s}^{n}(k) \leq \varepsilon\right)\left|v_{s}^{n}(k)\right| d s=0 .
\end{aligned}
$$

Tanaka's formula implies that

$$
\sum_{k \in S_{n}} u_{t}^{n}(k)^{-}=M_{t}+\int_{0}^{t} a(s) d s
$$

where $M$ is a continuous local martingale and

$$
\begin{aligned}
a(s)= & \sum_{k \in S_{n}} u_{s}^{n}(k)^{-} q_{k k}-\sum_{k \in S_{n}} \sum_{j \in S_{n}, j \neq k} 1\left(u_{s}^{n}(k)<0\right) u_{s}^{n}(j) q_{j k} \\
& -\sum_{k \in S_{n}} 1\left(u_{s}^{n}(k)<0\right)\left(\sum_{j \in S_{n}^{n}} u_{0}(j) q_{j k}\right) \\
\leq & \sum_{k \in S_{n}} \sum_{j \in S_{n}} u_{s}^{n}(j)^{-} q_{j k} \leq 0 .
\end{aligned}
$$

The last inequality is clear because for each $j$ in $S_{n}, \sum_{k \in S_{n}} q_{j k} \leq \sum_{k} q_{j k}=$ 0 . The previous inequality is seen by considering the cases $u_{s}^{n}(k)<0$ and $u_{s}^{n}(k) \geq 0$ separately. This shows $\sum_{k \in S_{n}} u_{t}^{n}(k)^{-}$is a nonnegative supermartingale starting at zero and hence is identically zero a.s. The same argument is valid for $v_{t}^{n}$. This proves the nonnegativity claim.

Let $T_{n}^{N}=\inf \left\{t:\left\langle u_{t}^{n}+v_{t}^{n}, 1_{S_{n}}\right\rangle>N\right\}$. Clearly $T_{n}^{N} \uparrow \infty$ as $N \rightarrow \infty$ for each $n$. If $\phi_{s}(j)=p_{t-s}(j, k)$ for $s \leq t\left(t, k\right.$ fixed), then $\phi_{s} \in M_{\text {rap }}\left[b y\left(\mathrm{H}_{2}\right)\right]$ and $\dot{\phi}_{s}(j)=-Q \phi_{s}(j)\left[\right.$ by $\left.\left(\mathrm{H}_{0}\right)\right]$ is bounded and continuous. Using (LS) ${ }_{n}$ and Itô's lemma, we have for $s \leq t$,

$$
\begin{aligned}
\left\langle u_{s}^{n}, \phi_{s}\right\rangle= & \left\langle u_{0}, 1_{S_{n}^{c}} \phi_{s}\right\rangle+\left\langle u_{0}, 1_{S_{n}} \phi_{0}\right\rangle \\
& +\int_{0}^{s}\left\langle u_{r}^{n} Q, 1_{S_{n}} \phi_{r}\right\rangle+\left\langle u_{r}^{n}, 1_{S_{n}} \dot{\phi}_{r}\right\rangle d r \\
& +\sum_{j \in S_{n}} \int_{0}^{s} \phi_{r}(j)\left(\gamma u_{r}^{n}(j) v_{r}^{n}(j)\right)^{1 / 2} d B_{r}^{j} \\
= & \left\langle u_{0}, 1_{S_{n}^{c}}\left(\phi_{s}-\phi_{0}\right)\right\rangle+\left\langle u_{0}, \phi_{0}\right\rangle \\
& +\int_{0}^{s}\left\langle u_{r}^{n}, Q 1_{S_{n}} \phi_{r}-1_{S_{n}} Q \phi_{r}\right\rangle d r+N_{s}^{n, u}(\phi),
\end{aligned}
$$

where $N_{s}^{n, u}(\phi)$ is defined to be the sum of the stochastic integrals in the previous line. Write

$$
\left\langle u_{r}^{n}, Q 1_{S_{n}} \phi_{r}-1_{S_{n}} Q \phi_{r}\right\rangle=\beta^{n}(r)-\alpha^{n}(r),
$$

where

$$
\beta^{n}(r)=\sum_{j \notin S_{n}} \sum_{j^{\prime} \in S_{n}} u_{r}^{n}(j) q_{j j^{\prime}} \phi_{r}\left(j^{\prime}\right)=\sum_{j \notin S_{n}} \sum_{j^{\prime} \in S_{n}} u_{0}(j) q_{j j^{\prime}} \phi_{r}\left(j^{\prime}\right) \geq 0
$$

and

$$
\alpha^{n}(r)=\sum_{j \in S_{n}} \sum_{j^{\prime} \notin S_{n}} u_{r}^{n}(j) q_{j j^{\prime}} \phi_{r}\left(j^{\prime}\right) \geq 0 .
$$

If $t_{N}^{\prime}=t \wedge T_{n}^{N}$, we therefore have

$$
\begin{aligned}
\left\langle u_{t_{N}^{\prime}}^{n}, \phi_{t_{N}^{\prime}}\right\rangle= & \left\langle u_{0}, p_{t}(\cdot, k)\right\rangle+N_{t_{N}}^{n, u}(\phi)+\left\langle u_{0}, 1_{S_{n}^{s}}\left(\phi_{t_{N}^{\prime}}-\phi_{0}\right)\right\rangle \\
& +\int_{0}^{t_{N}^{\prime}} \beta^{n}(r)-\alpha^{n}(r) d r .
\end{aligned}
$$

By $\left(H_{1}\right)$ and $\left(H_{2}\right)$, for any $\lambda^{\prime}>0$ and $\bar{\lambda}>0$ such that $\lambda^{\prime}(2 \bar{\lambda}) \leq \lambda^{\prime}$,

$$
\begin{align*}
\sup _{s \leq t}\left\langle u_{0}, 1_{S_{n}^{e}} \phi_{s}\right\rangle & \leq c_{\bar{\lambda}} \sup _{s \leq t} \sum_{j \in S_{n}^{s}} \exp (\bar{\lambda}|j|) p_{s}(j, k) \\
& \leq c_{\bar{\lambda}} \exp (-\bar{\lambda} n) \sup _{s \leq t} \sum_{j \in S_{n}^{e}} \exp (2 \bar{\lambda}|j|) p_{s}(j, k)  \tag{A.2}\\
& \leq c(t, \bar{\lambda}) \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}|k|\right),
\end{align*}
$$

for some $c(t, \bar{\lambda})$ which is increasing in $t$. We will implicitly assume all constants increase with $t$ in this argument. Similarly for any $\lambda^{\prime}>0$ and $\bar{\lambda}>0$ such that $\lambda^{\prime}\left(\lambda^{\prime}(2 \bar{\lambda})\right) \leq \lambda^{\prime}$, we have

$$
\begin{align*}
\sup _{r \leq t} \beta^{n}(r) & \leq c_{\bar{\lambda}} \sup _{s \leq t} \sum_{j \notin S_{n}} \sum_{j^{\prime} \in S_{n}} \exp (\bar{\lambda}|j|) q_{j j^{\prime}} p_{s}\left(j^{\prime}, k\right) \\
& \leq \exp (-\bar{\lambda} n) c_{\bar{\lambda}} \sup _{s \leq t} \sum_{j \neq S_{n}} \sum_{j^{\prime} \in S_{n}} \exp (2 \bar{\lambda}|j|) q_{j j^{\prime}} p_{s}\left(j^{\prime}, k\right)  \tag{A.3}\\
& \leq c\left(t, \bar{\lambda}, \lambda^{\prime}\right) \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}|k|\right) \quad \text { by }\left(\mathrm{H}_{2}\right) \text { and }\left(\mathrm{H}_{1}\right) .
\end{align*}
$$

Use Fatou's lemma, (A.2) and (A.3), while taking means in (A.1), to see that

$$
\begin{align*}
\mathbb{P}\left(u_{t}^{n}(k)\right) \leq & \left\langle u_{0}, p_{t}(\cdot, k)\right\rangle+2 c(t, k) \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}|k|\right) \\
& +t c\left(t, \bar{\lambda}, \lambda^{\prime}\right) \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}|k|\right)  \tag{A.4}\\
\leq & P_{t} u_{0}(k)+c\left(t, \bar{\lambda}, \lambda^{\prime}\right) \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}|k|\right) \\
& \text { for any } \lambda^{\prime}>0 \text { and } \bar{\lambda}>0 \text { sufficiently small. }
\end{align*}
$$

First bound $\left\langle u_{t_{N}^{\prime}}^{n}, \phi_{t_{N}^{\prime}}\right\rangle$ by the right side of (A.1) without the $\int_{0}^{t_{N}^{\prime}-\alpha(r) d r}$ term, use (A.2) and (A.3), and then use the analogous bounds for $v^{n}$ and Fatou's lemma to conclude that for $\lambda^{\prime}>0$, and $\bar{\lambda}>0$ (sufficiently small, depending on $\lambda^{\prime}$ ),

$$
\begin{align*}
\mathbb{P}\left(u_{t}^{n}(k) v_{t}^{n}\left(k^{\prime}\right)\right) \leq & \liminf _{N \rightarrow \infty} \mathbb{P}\left(u_{t_{N}^{\prime}}^{n}\left(p_{t-t_{N}^{\prime}}(\cdot, k)\right) v_{t_{N}^{\prime}}^{n}\left(p_{t-t_{N}^{\prime}}\left(\cdot, k^{\prime}\right)\right)\right) \\
\leq & \left(\left\langle u_{0}, p_{t}(\cdot, k)\right\rangle+2 c(t, \bar{\lambda}) \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}|k|\right)\right. \\
& \left.\quad+t c\left(t, \bar{\lambda}, \lambda^{\prime}\right) \exp (-\lambda n) \exp \left(\lambda^{\prime}|k|\right)\right) \\
& \times\left(\left\langle v_{0}, p_{t}\left(\cdot, k^{\prime}\right)\right\rangle+2 \tilde{c}(t, \bar{\lambda}) \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}\left|k^{\prime}\right|\right)\right.  \tag{A.5}\\
& \left.+t \tilde{c}\left(t, \bar{\lambda}, \lambda^{\prime}\right) \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}\left|k^{\prime}\right|\right)\right) \\
\leq & P_{t} u_{0}(k) P_{t} v_{0}\left(k^{\prime}\right)+c\left(t, \bar{\lambda}, \lambda^{\prime}\right) \\
& \times \exp (-\bar{\lambda} n) \exp \left(\lambda^{\prime}\left(|k|+\left|k^{\prime}\right|\right)\right) \quad \text { by }\left(\mathrm{H}_{2}\right) .
\end{align*}
$$

Use (A.4) and (A.5) in (LS) ${ }_{n}$ to see that for $\lambda, T>0$, if $\lambda^{\prime}>0$ is chosen to be sufficiently small, then for $\bar{\lambda}=\bar{\lambda}\left(\lambda^{\prime}\right)$ sufficiently small,

$$
\begin{aligned}
\mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}^{n}, \phi_{-\lambda}\right\rangle\right) \leq & \left\langle u_{0}, \phi_{-\lambda}\right\rangle+\sum_{k \in S_{n}} \sum_{j} \int_{0}^{T} \mathbb{P}\left(u_{s}^{n}(j)\right)\left|q_{j k}\right| \exp (-\lambda|k|) d s \\
& +c \mathbb{P}\left[\left(\int_{0}^{T} \sum_{k \in S_{n}} \exp (-2 \lambda|k|) \gamma u_{s}^{n}(k) v_{s}^{n}(k) d s\right)^{1 / 2}\right] \\
\leq & \left\langle u_{0}, \phi_{-\lambda}\right\rangle+\sum_{k} \sum_{j} \int_{0}^{T}\left(P_{s} u_{0}(j)+c\left(T, \bar{\lambda}, \lambda^{\prime}\right) \exp (-\bar{\lambda} n)\right. \\
& \left.\times \exp \left(\lambda^{\prime}|j|\right)\right)\left|q_{j k}\right| \exp (-\lambda|k|) d s
\end{aligned}
$$

$$
\begin{aligned}
& \quad+c\left[\int _ { 0 } ^ { T } \sum _ { k } \operatorname { e x p } ( - 2 \lambda | k | ) \gamma \left(P_{s} u_{0}(k) P_{s} v_{0}(k)\right.\right. \\
& \left.\left.\quad+c\left(T, \bar{\lambda}, \lambda^{\prime}\right) \exp \left(-\bar{\lambda} n+\lambda^{\prime}|k| 2\right)\right) d s\right]^{1 / 2} \\
& \leq\left\langle u_{0}, \phi_{-\lambda}\right\rangle+c(T, \lambda)<\infty,
\end{aligned}
$$

where we have used the choice of $\lambda^{\prime}$ and $\left(\mathrm{H}_{2}\right)$ in the last line. Hence by symmetry we have

$$
\begin{equation*}
\sup _{n} \mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}^{n}+v_{t}^{n}, \phi_{-\lambda}\right\rangle\right)<\infty \quad \forall \lambda, T>0 . \tag{A.6}
\end{equation*}
$$

Now let $\Omega=\left(C\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)^{2} \times C\left(\mathbb{R}_{+}, \mathbb{R}^{2}\right)^{2}\right)^{\mathbb{Z}^{d}}$ with its Borel $\sigma$-field $\mathscr{F}$ and canonical right-continuous filtration $(\mathscr{T})$. Standard weak convergence arguments and (A.6) will now show that $\left\{\left(u_{.}^{n}(k), v_{.}^{n}(k), B_{.}^{k}, W^{k}\right): k \in \mathbb{Z}^{d}\right\}$ is a tight sequence in $\Omega$ and any weak limit point $\left\{\left(u .(k), v .(k), B^{k}, W^{k}\right): k \in \mathbb{Z}^{d}\right\}$ (with law $\mathbb{P}$ ) will be a solution of (LS) $u_{0}, v_{0}$ on $(\Omega, \mathscr{F}, \mathscr{F}, \mathbb{P})$. For example, to show tightness of the stochastic integrals in the definition of $u_{t}^{n}(k)$ [in $\left.(\mathrm{LS})_{n}\right]$ one may work with the predictable square functions, use exponential bounds on the increments of a continuous martingale in terms of the increments of the square function (use Dubins-Schwarz) and utilize the fact that $\sup _{s \leq t} u_{s}^{n}(k) v_{s}^{n}(k)$ is bounded in probability uniformly in $n$ for each $t>0$ and $k$ in $\mathbb{Z}^{d}$ [by (A.6)]. The tightness of the drifts in the definition of $u_{t}^{n}(k)$ is clear from (A.6); (A.6) also shows that $u_{t}(\cdot)$ and $v_{t}(\cdot)$ are $M_{\text {tem }}$-valued. The continuity in $M_{\text {tem }}$ will follow from (b)(i) below.

Another approach to the construction of solutions to (LS) is to use the finitedimensional approach of Shiga and Shimizu (1980) (see the proof of their Theorem 2.1). This again uses (A.6) and (A.5).
(b)(i) Let $(u, v)$ bea solution to $(\mathrm{LS})_{u_{0}, v_{0}}$ where $u_{0}, v_{0} \in M_{\text {tem }}$. Define $u_{t}^{n}$ by

$$
\begin{aligned}
u_{t}^{n}(k)= & u_{0}(k)+\int_{0}^{t} \sum_{j \in S_{n}} u_{s}(j) q_{j k} d s \\
& +\int_{0}^{t}\left(\gamma u_{s}(k) v_{s}(k)\right)^{1 / 2} d B_{s}^{k}, \quad t \geq 0, k \in \mathbb{Z}^{d} .
\end{aligned}
$$

Note that $\lim _{n \rightarrow \infty} u_{t}^{n}(k)=u_{t}(k)$. If $\phi_{s}^{n}(j)=1_{S_{n}}(j) p_{t-s}(j, k)$ for $s \leq t(t, k$ fixed) then a simple calculation [similar to, but simpler than, that of (A.1)] shows that for $s \leq t$,

$$
\begin{align*}
\left\langle u_{s}^{n}, \phi_{s}^{n}\right\rangle & =\left\langle u_{0}, \phi_{0}^{n}\right\rangle+N_{s}^{n, u}(\phi)-\int_{0}^{s} \sum_{j \in S_{n}} \sum_{j^{\prime} \notin S_{n}} u_{r}(j) q_{j j^{\prime}} p_{t-r}\left(j^{\prime}, k\right) d r \\
& \leq\left\langle u_{0}, \phi_{0}^{n}\right\rangle+N_{s}^{n, u}(\phi),  \tag{A.7}\\
N_{s}^{n, u}(\phi) & =\sum_{j \in S_{n}} \int_{0}^{s}\left(\gamma u_{r}(j) v_{s}(j)\right)^{1 / 2} p_{t-r}(j, k) d B_{r}^{j} .
\end{align*}
$$

As in (a), Fatou's lemma and a stopping argument leads to

$$
\begin{align*}
& \mathbb{P}\left(u_{t}(k)\right) \leq \liminf _{n \rightarrow \infty} \mathbb{P}\left(u_{t}^{n}(k)\right) \leq P_{t} u_{0}(k) \quad \text { and similarly }  \tag{A.8}\\
& \mathbb{P}\left(v_{t}(k)\right) \leq P_{t} v_{0}(k)
\end{align*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(u_{t}(k) v_{t}\left(k^{\prime}\right)\right) \leq \liminf _{n \rightarrow \infty} \mathbb{P}\left(u_{t}^{n}(k) v_{t}^{n}(k)\right) \leq P_{t} u_{0}(k) P_{t} v_{0}(k) . \tag{A.9}
\end{equation*}
$$

Argue as in the derivation of (A.6) [now using (A.8) and (A.9)] to see that for any $\lambda, T>0$,

$$
\mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}+v_{t}, \phi_{-\lambda}\right\rangle\right)=\lim _{n \rightarrow \infty} \mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}+v_{t}, 1_{S_{n}} \phi_{-\lambda}\right\rangle\right)<\infty .
$$

The same reasoning shows that

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}+v_{t}, 1_{S_{n}^{S}} \phi_{-\lambda}\right\rangle\right)=0 \quad \forall \lambda, T>0 .
$$

It follows that $\left\langle u_{t}, \phi_{-\lambda}\right\rangle$ is a.s. continuous in $t$ since it is the uniform limit of $\left\langle u_{t}, 1_{S_{n}} \phi_{-\lambda}\right\rangle, t \in[0, T]$ as $n \rightarrow \infty$ a.s. This shows that $\left(u_{.}, v_{\text {. }}\right) \in \Omega_{\text {tem }}$ a.s.
(ii) Let $\phi \in M_{\mathrm{rap}}^{s}$, fix $t>0$ and let $\phi_{n}(s, k)=I_{S_{n}}(k) P_{t-s} \phi(k)$ for $s \leq t$. If $N_{s}^{u}\left(\phi_{n}\right)$ is defined as $N_{s}^{u}(t, \phi)$ in the statement of the Theorem 2.2(b)(ii), but with $k$ summed over $S_{n}$, then Itô's lemma gives

$$
\begin{align*}
\left\langle u_{t}, \phi_{n}(t)\right\rangle= & \left\langle u_{0}, \phi_{n}(0)\right\rangle+\int_{0}^{t}\left\langle u_{s}, \dot{\phi}_{n}(s)\right\rangle  \tag{A.10}\\
& +\left\langle u_{s} Q, \phi_{n}(s)\right\rangle d s+N_{t}^{u}\left(\phi_{n}\right) .
\end{align*}
$$

Note that

$$
\begin{aligned}
& \mathbb{P}\left(\int_{0}^{t}\left|\left\langle u_{s}, \dot{\phi}_{n}(s)\right\rangle+\left\langle u_{s} Q, \phi_{n}(s)\right\rangle\right| d s\right) \\
& =\mathbb{P}\left(\int_{0}^{t} \mid-\sum_{j \in S_{n}} \sum_{k \in S_{n}^{s}} u_{s}(j) q_{j k} P_{t-s} \phi(k)\right. \\
& \left.\quad+\sum_{j \in S_{n}^{c}} \sum_{k \in S_{n}} u_{s}(j) q_{j k} P_{t-s} \phi(k) \mid d s\right) \\
& \rightarrow 0 \quad \text { as } n \rightarrow \infty,
\end{aligned}
$$

where in the last line we have used (A.8) and $\left(\mathrm{H}_{2}\right)$ and argued as in the derivation of (A.3). Equation (A.9) shows that $N_{t}^{u}\left(\phi_{n}\right)$ is a square integrable
martingale and also shows that for $n>m$ and $\lambda^{\prime}>0$,

$$
\begin{aligned}
\mathbb{P}\left(\left\langle N^{u}\left(\phi_{n}\right)-N^{u}\left(\phi_{m}\right)\right\rangle_{t}\right) & \leq \mathbb{P}\left(\int_{0}^{t} \sum_{k \in S_{n}-S_{m}} \gamma P_{t-s} \phi(k)^{2} P_{s} u_{0}(k) P_{s} v_{0}(k) d s\right) \\
& \leq c\left(t, \lambda^{\prime}\right) \int_{0}^{t} \sum_{k \in S_{n}-S_{m}} P_{t-s} \phi(k)^{2} \exp \left(2 \lambda^{\prime}|k|\right) d s \\
& \leq c\left(t, \lambda^{\prime}\right)\|\phi\|_{\infty} \int_{0}^{t} \sum_{k \in S_{n}-S_{m}} P_{t-s} \phi(k) \exp \left(2 \lambda^{\prime}|k|\right) d s \\
& \rightarrow 0 \text { as } n, m \rightarrow \infty \text { by }\left(\mathrm{H}_{2}\right) .
\end{aligned}
$$

The above bounds allow us to prove (ii) by letting $n \rightarrow \infty$ in (A.10), using a similar argument for $\left\langle v_{t}, \psi\right\rangle$, and noting that the orthogonality of the martingales is obvious.
(iii) This is immediate from (ii) and a monotone class argument.
(iv) For $\phi$ as in the statement of (iv), if $\phi_{n}(j)=I_{S_{n}}(j) \phi(j)$, we may write

$$
\begin{aligned}
\left\langle u_{t}, \phi_{n}\right\rangle= & \left\langle u_{0}, \phi_{n}\right\rangle+\int_{0}^{t}\left\langle u_{s} Q, \phi_{n}\right\rangle d s \\
& +\sum_{k \in S_{n}} \phi(k) \int_{0}^{t} \sqrt{\gamma u_{s} v_{s}(k)} d B_{s}^{k} .
\end{aligned}
$$

One now may easily prove (iv) by letting $n \rightarrow \infty$ and using the moments obtained in (iii) and ( $\mathrm{H}_{2}$ ) to see that the martingale term converges in $L^{2}$ and the drift term converges in $L^{1}$.
(c) Let $u_{0}, v_{0} \in M_{\text {rap }}$. If $\lambda>0$ we may use (b)(iv) with $\phi=1_{S_{n}} \phi_{\lambda}$ to see that

$$
\begin{aligned}
\mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}, 1_{S_{n}^{e}} \phi_{\lambda}\right\rangle\right) \leq & \left\langle u_{0}, 1_{S_{n}^{e}} \phi_{\lambda}\right\rangle \\
& +c \mathbb{P}\left(\left(\sum_{k \in S_{n}^{c}} \int_{0}^{T} \gamma u_{s}(k) v_{s}(k) \phi_{\lambda}(k)^{2} d s\right)^{1 / 2}\right) \\
& +\int_{0}^{T} \sum_{k \in S_{n}^{e}} \sum_{j} \mathbb{P}\left(u_{s}(j)\left|q_{j k}\right| \phi_{\lambda}(k)\right) d s \\
\leq & \left\langle u_{0}, 1_{S_{n}^{c}} \phi_{\lambda}\right\rangle \\
& +c \sum_{k \in S_{n}^{c}}\left(\int_{0}^{T} \gamma P_{s} u_{0}(k) P_{s} v_{0}(k) \phi_{\lambda}(k)^{2} d s\right)^{1 / 2} \\
& +\int_{0}^{T} \sum_{k \in S_{n}^{e}} \sum_{j} P_{s} u_{0}(j)\left|q_{j k}\right| \phi_{\lambda}(k) d s \\
\rightarrow & 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

by an easy argument using $\left(\mathrm{H}_{2}\right)$. From this it is easy to see that $\left(u_{t}, v_{t}\right) \in \Omega_{\mathrm{rap}}$ a.s. and $\mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}+v_{t}, \phi_{\lambda}\right\rangle\right)<\infty$. It is also clear from the above that if
$|\phi|+|\psi| \leq c \phi_{\lambda}$ for some $c, \lambda>0$, then we may apply (b)(iv) to $1_{S_{n}} \phi$ and $1_{S_{n}} \psi$ and let $n \rightarrow \infty$ to get (iv) for $\phi$ and $\psi$. The derivation of (b)(ii) for $\phi, \psi^{n}$ in $M_{\text {tem }}^{s}$ is similar.
(d) Let $u_{0}, v_{0} \in M_{F}$. Use the bounds

$$
\sum_{k} P_{s} u_{0}(k) P_{s} v_{0}(k)=\sum_{i} \sum_{j} u_{0}(i) p_{2 s}(i, j) v_{0}(j) \leq\left\langle u_{0}, 1\right\rangle\left\langle v_{0}, 1\right\rangle<\infty
$$

and

$$
\begin{aligned}
\sum_{k} \sum_{j} P_{s} u_{0}(j)\left|q_{j k}\right| & \leq 2\|q\|_{\infty} \sum_{j} P_{s} u_{0}(j) \quad\left(\text { recall } \quad \sum_{k}\left|q_{j k}\right|=2\left|q_{j j}\right|\right) \\
& =2\|q\|_{\infty}\left\langle u_{0}, 1\right\rangle<\infty
\end{aligned}
$$

and argue as in (c) with $\lambda=0$ to see that $\mathbb{P}\left(\sup _{t \leq T}\left\langle u_{t}, 1\right\rangle\right)<\infty,(u ., v.) \in \Omega_{F}$ a.s., and (b)(iv) holds for $\phi, \psi \in M_{b}^{s}$. The derivation of (b)(ii) for $\phi, \psi \in M_{b}^{s}$ is now also clear. Since $Q 1=0$, the last assertion is immediate from the above extension of (b)(iv) with $\phi=\psi \equiv 1$.

We next turn to the proof of Theorem 6.1, the corresponding result for the stochastic p.d.e. We need to work with super-Brownian motions with initial condition $u_{0}(x) d x$ where $u_{0} \in C_{\text {tem }}^{+}$and as we don't know of a proper reference, a terse outline of the theory is presented. If $\sigma: \mathbb{R} \rightarrow \mathbb{R}_{+}$is bounded and measurable, $s_{0} \geq 0, u_{0} \in C_{\text {tem }}^{+}$and $\dot{W}$ is a white noise on $\mathbb{R}_{+} \times \mathbb{R}$, Theorem 2.5 of Shiga (1994) establishes the existence of a continuous $C_{\text {tem }}^{+}$-valued solution, $u$, of

$$
\begin{align*}
\frac{\partial u}{\partial t}(t, x) & =\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}}(t, x)+(\sigma(x) u(t, x))^{1 / 2} \dot{W}, \quad t \geq s_{0}  \tag{SP}\\
u\left(s_{0}, x\right) & =u_{0}(x)
\end{align*}
$$

(The methods in Shiga's paper easily accommodate a variable $\sigma$. .) A precise formulation of a solution to (SP) on $(\Omega, \mathscr{F}, \mathscr{F}, \mathbb{P})$ is given by the obvious analogue of that for (SPDE $)_{u_{0}, v_{0}}$. If $\mu$ is a measure and $\phi$ is a real-valued function, $\mu(\phi)$ denotes the integral $\int \phi d \mu$. We now set $s_{0}=0$ for convenience. The measure-valued process $X_{t}(d x)=u(t, x) d x$ clearly satisfies the martingale problem

$$
\forall \phi \in C_{\mathrm{rap}}^{2}, \quad M_{t}(\phi)=X_{t}(\phi)-\left\langle u_{0}, \phi\right\rangle-\int_{0}^{t} X_{s}\left(\phi^{\prime \prime} / 2\right) d s
$$

$(\mathrm{MP})_{u_{0}, \sigma}$
is a continuous $\left(\mathscr{F}_{t}\right)$-local martingale with

$$
\langle M(\phi)\rangle_{t}=\int_{0}^{t} X_{s}\left(\sigma^{2} \phi^{2}\right) d s
$$

We need only check the extension from $C_{c}^{2}$ to $C_{\text {rap }}^{2}$. For this, suppose more generally that $\phi \in C_{\lambda}^{2}$ for some $\lambda>0$ and let $h_{N}$ be a smooth function with support in $[-N, N]$ which equals one on $[-N+1, N-1]$. A simple application
of the fundamental theorem of calculus shows that $\left|\phi^{\prime}\right|_{\lambda} \leq \lambda^{-1}\left|\phi^{\prime \prime}\right|_{\lambda}<\infty$. This allows us to use (MP) $u_{u_{0}, \sigma}$ with $\phi_{N}=h_{N} \phi$ in place of $\phi$ and let $N \rightarrow \infty$ to derive (MP) $u_{u_{0}, \sigma}$ for $\phi$.

Let $M_{\text {tem }}$ denote the space of measures, $\mu$, on $\mathbb{R}$ such that $\mu\left(\phi_{-\lambda}\right)<\infty$ $\forall \lambda>0$ and topologize $M_{\text {tem }}$ so that $\mu_{n} \rightarrow \mu$ in $M_{\text {tem }}$ iff $\lim _{n \rightarrow \infty} \mu_{n}(\phi)=\mu(\phi)$ $\forall \phi \in C_{c}(\mathbb{R}) \cup\left\{\phi_{-\lambda}: \lambda>0\right\}$. One readily defines a metric $\rho$ on $M_{\text {tem }}$ so that $\left(M_{\text {tem }}, \rho\right)$ is Polish. In (MP) $)_{u_{0}, \sigma}$ we will implicitly assume that $X$. is an $\left(\mathscr{F}_{t}\right)$-adapted continuous $M_{\text {tem }}$-valued process. As in Chapter 2 of Walsh (1986), the martingale measure $M$ in (MP) $)_{u_{0}, \sigma}$ extends to integrands which are $\mathscr{P}(\mathscr{T}.) \times \mathscr{B}$-measurable $\left[\mathscr{P}(\mathscr{T}\right.$.$) is the predictable \sigma$-field on $\mathbb{R}_{+} \times \Omega$ and $\mathscr{B}$ is the Borel $\sigma$-field on $\mathbb{R}$ ] and satisfy $\int_{0}^{T} X_{s}\left(\sigma^{2} \phi_{s}^{2}\right) d s<\infty \forall T>0$ a.s. Then $M_{t}(\phi)=\int_{0}^{t} \int \phi(s, x, \omega) d M(s, x)$ is still a continuous $\left(\mathscr{F}_{t}\right)$-local martingale with square function $\int_{0}^{t} X_{s}\left(\sigma^{2} \phi_{s}^{2}\right) d s$. Now (MP) $u_{u_{0}, \sigma}$ extends in the obvious way to those functions $\phi: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $t \rightarrow \phi(t, \cdot)$ and $t \rightarrow\left(\partial \phi / \partial t+\frac{1}{2}\left(\partial^{2} \phi / \partial x^{2}\right)\right)(t, \cdot)$ are continuous $C_{\lambda}$-valued functions on $[0, T]$, where $\lambda>0$ is fixed. For example, one may use Proposition 1.3.3 of Ethier and Kurtz (1986) and the generator of space-time Brownian motion to bootstrap up from $\left\{\phi(s, x)=\phi_{1}(s) \phi_{2}(x): \phi_{1} \in C^{1}([0, T]), \phi_{2} \in C_{\lambda}^{2}\right\}$. If $\phi \in C_{\lambda}^{2,+}$, let $U_{t} \phi(x)$ denote the unique solution of

$$
\frac{\partial U_{s}}{\partial s}=\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}} U_{s}-\frac{\sigma^{2}}{2} U_{s}^{2}, \quad U_{0}=\phi
$$

N ow $P_{t}$ is a strongly continuous semigroup on $C_{\lambda}$ [Lemma 6.2 of Shiga (1994)] and so $t \rightarrow U_{t} \phi$ is a continuous $C_{\lambda}^{+}$-valued map. Let $\phi(s, x)=U_{T-s} \phi(x)$ in (the extended) (MP) ${u_{0}, \sigma}$ (valid because $\partial \phi_{s} / \partial s+\frac{1}{2} \phi_{x x}=\sigma^{2} \phi_{s}^{2} / 2$ ) and use Itô's lemma as in the usual uniqueness proof for superprocesses to see that

$$
\mathbb{P}\left(\exp \left\{-X_{T}(\phi)\right\}\right)=\exp \left(-\left\langle u_{0}, U_{T} \phi\right\rangle\right)
$$

This gives the uniqueness in law of solutions to $(\mathrm{MP})_{u_{0}, \sigma}$ and therefore the uniqueness in law [on $C\left(\mathbb{R}_{+}, C_{\text {tem }}^{+}\right)$] of solutions to (SP). Let $\mathbb{Q}_{s_{0}, u_{0}, \sigma}$ denote the law on $C\left(\mathbb{R}_{+}, C_{\text {tem }}^{+}\right)$of the unique (in law) solution of (SP).

Proof of Theorem 6.1. (a) Let $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}\right)$ be $\Omega_{\text {tem }}$ with its Borel $\sigma$-field and canonical right-continuous filtration. The coordinate variables on $\Omega_{\text {tem }}$ will be denoted by $\left(u_{t}, v_{t}\right)$ and $\mathscr{F}[s, t]=\sigma\left(\left(u_{r}, v_{r}\right): s \leq r \leq t\right)$. Let $u^{(n)}(t, x)=$ $u([t n] / n, x) \wedge n$ and similarly define $v^{(n)}(t, x)$. Here $\mathbb{Q}^{n}$ is the unique law on $(\Omega, \mathscr{F})$ such that for all $i$ in $\mathbb{Z}_{+}$and $A$ in $\mathscr{T}[i / n,(i+1) / n]$,

$$
\mathbb{Q}^{n}\left((u, v) \in A \mid \mathscr{F}_{i / n}\right)=\mathbb{Q}_{i / n, u_{i / n}, \gamma v_{i / n}^{(n)}} \times \mathbb{Q}_{i / n, v_{i / n}, \gamma u_{i / n}^{(n)}}(A)
$$

Hence given $\mathscr{F}_{i / n}$, on $[i / n,(i+1) / n],(u ., v$.$) evolves like a pair of independent$ super-Brownian motions with branching rates $\gamma v_{i / n}^{(n)}$ and $\gamma u_{i / n}^{(n)}$, respectively. It follows easily from (MP) $u_{0, \sigma}$ that
(ME)

$$
\begin{aligned}
\mathbb{Q}^{n}\left(\left\langle u_{t}, \phi\right\rangle\right) & =\left\langle u_{0}, P_{t} \phi\right\rangle, \\
\mathbb{Q}^{n}\left(\left\langle v_{t}, \psi\right\rangle\right) & =\left\langle v_{0}, P_{t} \psi\right\rangle \text { for } \phi, \psi \in C_{\text {rap }},
\end{aligned}
$$

and that if $\phi, \psi \in C_{\text {rap }}^{2}$, then

$$
M_{t}^{1}(\phi)=\left\langle u_{t}, \phi\right\rangle-\left\langle u_{0}, \phi\right\rangle-\int_{0}^{t}\left\langle u_{s}, \phi^{\prime \prime} / 2\right\rangle d s
$$

and

$$
M_{t}^{2}(\psi)=\left\langle v_{t}, \psi\right\rangle-\left\langle v_{0}, \psi\right\rangle-\int_{0}^{t}\left\langle v_{s}, \psi^{\prime \prime} / 2\right\rangle d s
$$

are orthogonal continuous $\left(\mathscr{T}_{t}\right)$-local martingales such that

$$
\left\langle M^{1}(\phi)\right\rangle_{t}=\int_{0}^{t}\left\langle\gamma v_{s}^{(n)} u_{s}, \phi^{2}\right\rangle d s \quad \text { and } \quad\left\langle M^{2}(\psi)\right\rangle_{t}=\int_{0}^{t}\left\langle\gamma u_{s}^{(n)} v_{s}, \psi^{2}\right\rangle d s .
$$

Denote the above martingale problem by (MP) . As for superprocesses, $M_{t}^{1}(\phi)$ and $M_{t}^{2}(\psi)$ extend to orthogonal martingale measures and to the usual class of predictable integrands, and (MP) ${ }_{n}$ extends to time dependent coefficients including $\phi(s, y)=p_{t+\varepsilon-s}(y-x) \equiv p_{t+\varepsilon-s}(y, x), s \leq t$, for $\varepsilon>0$. This leads to (A.11) $\left\langle u_{t}, p_{\varepsilon}(\cdot, x)\right\rangle=P_{t+\varepsilon} u_{0}(x)+\int_{0}^{t} \int p_{\varepsilon+t-s}(y, x) d M^{1}(s, y), \quad \mathbb{Q}^{n}$-a.s., and Fatou's lemma shows that

$$
\begin{align*}
\mathbb{Q}^{n}(u(t, x)) & \leq P_{t} u_{0}(x), \mathbb{Q}^{n}(v(t, x)) \leq P_{t} v_{0}(x),  \tag{A.12}\\
\mathbb{Q}^{n}(u(s, x) v(t, y)) & \leq P_{s} u_{0}(x) P_{t} v_{0}(y) .
\end{align*}
$$

To check that we may let $\varepsilon \downarrow 0$ in the stochastic integral in (A.11), note that for $\lambda>0$,

$$
\begin{aligned}
& \mathbb{Q}^{n}\left(\int_{0}^{t} \int\left(p_{\varepsilon+t-s}(y, x)-p_{t-s}(y, x)\right)^{2} v_{s}^{(n)}(y) u_{s}(y) d y d s\right) \\
& \quad \leq \int_{0}^{t} \int\left(p_{\varepsilon+t-s}(y, x)-p_{t-s}(y, x)\right)^{2} P_{[s n] / n} v_{0}(y) P_{s} u_{0}(y) d y d s \quad \text { by (A.12) } \\
& \quad \leq\left(\int_{0}^{t} \int\left(p_{\varepsilon+t-s}(y, x)-p_{t-s}(y, x)\right)^{2} d y d s\right)^{1 / 2} c(t, \lambda) \\
& \quad \quad \times\left(\int_{0}^{t} \int\left(p_{\varepsilon+t-s}(y, x)^{2}+p_{t-s}(y, x)^{2}\right) \exp (\lambda|y|) d y d s\right)^{1 / 2}
\end{aligned}
$$

by the Cauchy-Schwarz and Lemma 6.2(ii) of Shiga (1994)

$$
\begin{aligned}
\leq & c(t, \lambda) \varepsilon^{1 / 4}\left(\int_{0}^{t}(\varepsilon+t-s)^{-1 / 2}+(t-s)^{-1 / 2} d s\right)^{1 / 2} \\
& \times \exp (\lambda|x| / 2) \text { by Lemma } 6.2 \text { of Shiga (1994) } \\
\leq & c(t, \lambda) \varepsilon^{1 / 4} \exp (\lambda|x| / 2) .
\end{aligned}
$$

Therefore, letting $\varepsilon \downarrow 0$ in (A.11) gives

$$
\begin{equation*}
u(t, x)=P_{t} u_{0}(x)+\int_{0}^{t} \int p_{t-s}(y, x) d M^{1}(s, y), \quad \mathbb{Q}^{n} \text {-a.s. } \tag{A.13}
\end{equation*}
$$

The Gronwall argument in Shiga (1994) (Section 6) [which relies on (A.13) and its counterpart for $v(t, x)$ ] is now readily modified to prove

$$
\begin{equation*}
\sup _{n} \sup _{s \leq t} \int \exp (-\lambda|x|) \mathbb{Q}^{n}\left(u(s, x)^{q}+v(s, x)^{q}\right) d x<\infty \quad \forall \lambda, q, t>0 . \tag{A.14}
\end{equation*}
$$

Now proceed as in Section 6 of Shiga (1994) to see that $\left\{\mathbb{Q}^{n}\right\}$ is tight on $\Omega_{\text {tem }}$ [the truncation in the definition of $u^{(n)}$ and $v^{(n)}$ poses no difficulties]. Let $\mathbb{P}$ be any limit point of $\left\{\mathbb{Q}^{n}\right\}$. Standard arguments, using (MP) ${ }_{n}$ and (A.14) show that for $\phi, \psi \in C_{\text {rap }}^{2}, M_{t}^{1}(\phi)$ and $M_{t}^{2}(\psi)$ [defined in (MP) $)_{n}$ ] are square integrable continuous $\left(\mathscr{F}_{t}\right)$-martingales under $\mathbb{P}$ such that

$$
\left\langle M^{1}(\phi)\right\rangle_{t}=\int_{0}^{t}\left\langle\gamma u_{s} v_{s}, \phi^{2}\right\rangle d s, \quad\left\langle M^{2}(\psi)\right\rangle_{t}=\int_{0}^{t}\left\langle\gamma u_{s} v_{s}, \psi^{2}\right\rangle d s
$$

and

$$
\left\langle M^{1}(\phi), M^{2}(\psi)\right\rangle_{t}=0 .
$$

By enlarging the probability space to include independent white noises $\bar{W}_{1}$ and $\bar{W}_{2}$, one may easily define mutually independent white noises ( $W_{1}, W_{2}$ ) in terms of ( $M_{1}, M_{2}, \bar{W}_{1}, \bar{W}_{2}$ ) so that ( $u, v, W_{1}, W_{2}$ ) solves (SPDE) $)_{u_{0}, v_{0}}$. This proves (a).
(b) Let ( $u, v, W_{1}, W_{2}$ ) be a solution to (SPDE) $u_{u_{0}, v_{0}}$ on $(\Omega, \mathscr{F}, \mathscr{F}, \mathbb{P})$. The representation in (iv) for $\phi, \psi \in C_{\text {rap }}^{2}$ (or even $C_{\lambda}^{2}$ for some $\lambda>0$ ) follows from the corresponding result for $\phi, \psi$ in $C_{c}$ by approximating by $h_{N} \phi$ and $h_{N} \psi$, as for (MP) $u_{u_{0}, \sigma}$. Note that the fact that $u_{t}$ and $v_{t}$ are $C_{\text {tem }}^{+}$-valued is used here. The integrability assertions in (iv) will be immediate from (iii). As in our discussion for superprocesses we may extend the semimartingale decomposition in (iv) in the obvious manner to $\phi: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $s \rightarrow \phi(s, \cdot)$ and $s \rightarrow(\partial \phi / \partial s)(s, \cdot)+\frac{1}{2}\left(\partial^{2} / \partial x^{2}\right) \phi(s, \cdot)$ are continuous $C_{\lambda}$-valued maps on $[0, t]$ for fixed $\lambda, t>0$. If $\phi \in C_{\text {rap }}^{2}$, these conditions are satisfied by $\phi(s, x)=P_{t-s} \phi(x)$ and lead to the representation in (i). If $\phi \in C_{\mathrm{rap}}$, then we have the representation in (i) for $P_{\varepsilon} \phi \in C_{\text {rap }}^{2}$ and by taking $\varepsilon \downarrow 0$ we get this representation for $\phi$ [the square functions of the martingale term converge in probability because $\sup _{s \leq t}\left|P_{s} \phi\right|_{\lambda}<\infty$ and (u.,v.) $\in \Omega_{\text {tem }}$ a.s.].

To prove (ii), fix $\varepsilon>0, x \in \mathbb{R}$ and use (i) with $\phi(y)=p_{\varepsilon}(x-y)$. Now let $\varepsilon \downarrow 0$ and use Fatou's lemma (both with respect to $\varepsilon$ and an appropriate family of stopping times to handle the stochastic integrals) to see that

$$
\begin{gathered}
\mathbb{P}(u(t, x)) \leq P_{t} u_{0}(x), \quad \mathbb{P}(v(t, x)) \leq P_{t} v_{0}(x), \\
\mathbb{P}\left(u(t, x) v\left(t, x^{\prime}\right)\right) \leq P_{t} u_{0}(x) P_{t} v_{0}\left(x^{\prime}\right) .
\end{gathered}
$$

The representations in (ii) are now obtained by letting $\varepsilon \downarrow 0$ in the above representation, as in the derivation of (A.13) and the square integrability of the stochastic integrals is also immediate from this argument. The first three equalities in (iii) are immediate from (ii) and the last three follow by Fubini's theorem. Finally (6.1) may be proved by a Gronwall argument using (ii) as in Section 6 of Shiga (1994).
(c) Let $(u, v)$ be as above but with $u_{0}, v_{0} \in C_{\text {rap }}^{+}$. Let $\phi, \psi \in C_{\text {tem }}^{2}, h_{N}$ be as in the derivation of (MP) $u_{u_{0}, \sigma}$ and set $\left(\phi_{N}, \psi_{N}\right)=\left(h_{N} \phi, h_{N} \psi\right)$. Apply (b)(iv) to ( $\phi_{N}, \psi_{N}$ ) and let $N \rightarrow \infty$ to see that it remains valid for $(\phi, \psi)$. The first set of moments in (b)(iii) show that the stochastic integral terms converge in $L^{2}$ uniformly in $t \leq T$ and the drifts converge in total variation in $L^{1}$. Note that in fact (iv) holds if $\phi, \psi \in C_{\lambda}^{2}$ for some $\lambda>0$. As in (b), but with $C_{-\lambda}$ in place of $C_{\lambda}$, (b)(i) now follows for $\phi$ in $C_{\text {tem }}$.

To prove (6.2) we modify the proof of Theorem 2.4 in Shiga (1994). By the above argument we see that $t \rightarrow \int(\cosh \lambda x) u(t, x) d x$ is continuous for all $\lambda \in \mathbb{R}$. Since ( $u_{.}, v$. ) $\in \Omega_{\text {tem }}$, this shows that for $T, \lambda, q>0$,

$$
\begin{aligned}
& \sup _{t \leq T} \int \phi_{\lambda}(x) u(t, x)^{q} d x \\
& \quad \leq c(T, q, \omega) \sup _{t \leq T} \int \exp ((\lambda+q-1)|x|) u(t, x) d x \\
& \quad \leq 2 c(T, q, \omega) \sup _{t \leq T} \int \cosh ((\lambda+q-1) x) u(t, x) d x<\infty \quad \text { a.s. }
\end{aligned}
$$

Therefore,

$$
T_{k}=\inf \left\{t: \int \exp (\lambda|x|)\left(u(t, x)^{q}+v(t, x)^{q}\right) d x>k\right\} \uparrow \infty \quad \text { a.s. as } k \rightarrow \infty .
$$

Shiga's Gronwall argument is now easily modified to show that

$$
\operatorname{supsup}_{k} \mathbb{P}\left(\int \exp (\lambda|x|)\left(u(r, x)^{q}+v(r, x)^{q}\right) d x 1\left(r \leq T_{k}\right)\right)<\infty \quad \forall q, \lambda, T>0 .
$$

Fatou's lemma now gives (6.2). Arguing as in the proof of Theorem 2.4 of Shiga (1994) [using a suitably modified version of Lemma 6.3(iii) of that paper], one easily shows that $(u ., v.) \in \Omega_{\text {rap }}$ a.s.
(d) If $u_{0}, v_{0} \in C_{\text {int }}^{+}$, the validity of (b)(i) and (iv) for $\phi, \psi$ as in the statement of the theorem follows as in (c) (use $C_{b}$ in place of $C_{\lambda}$ ). Set $\phi=\psi=1$ to get the last assertion which implies $\left(u_{t}, v_{t}\right) \in\left(C_{\text {int }}^{+}\right)^{2} \forall t \geq 0$ a.s.
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