# ON THE NONUNIQUENESS OF THE INVARIANT PROBABILITY FOR I.I.D. RANDOM LOGISTIC MAPS 

By K. B. Athreya and J. J. Dai ${ }^{1}$<br>Iowa State University


#### Abstract

Let $\left\{X_{n}\right\}_{0}^{\infty}$ be a Markov chain with values in [0, 1] generated by the iteration of random logistic maps defined by $X_{n+1}=f_{C_{n+1}}\left(X_{n}\right) \equiv$ $C_{n+1} X_{n}\left(1-X_{n}\right), n=0,1,2, \ldots$, with $\left\{C_{n}\right\}_{1}^{\infty}$ being independent and identically distributed random variables with values in $[0,4]$ and independent of $X_{0}$. This paper provides a class of examples where $C_{i}$ take only two values $\lambda$ and $\mu$ such that there exist two distinct invariant probability distributions $\pi_{0}$ and $\pi_{1}$ supported by the open interval $(0,1)$. This settles a question raised by R. N. Bhattacharya.


1. Introduction. The logistic map $f_{c}(x) \equiv c x(1-x)$ maps the interval $[0,1]$ into itself provided $0 \leq c \leq 4$. The dynamical system generated by $f_{c}(\cdot)$, that is, the iteration sequence $\left\{f_{c}^{(n)}(x): n=0,1,2, \ldots\right\}$ defined by $f_{c}^{(0)}(x) \equiv x, f_{c}^{(n+1)}(x)=$ $f_{c}\left(f_{c}^{(n)}(x)\right)$ for $n=0,1,2, \ldots$, is well studied in the literature. The bifurcation phenomenon as $c$ increases from 0 to 3.5699 is well known; see, for example, [7]. The study of the case when the parameter $c$ changes randomly at each step was initiated by Bhattacharya and Rao [4] and has had contributions from Bhattacharya and Majumdar [3], Bhattacharya and Waymire [5], Athreya and Dai [1] and Dai [6]. Since $f_{c}(0)=0$ for all $c$, the delta measure $\delta_{0}$ at 0 is clearly an invariant probability for the $[0,1]$-valued Markov chain defined by

$$
\begin{equation*}
X_{n+1}=C_{n+1} X_{n}\left(1-X_{n}\right), \quad n=0,1,2, \ldots, \tag{1}
\end{equation*}
$$

where $\left\{C_{n}\right\}_{1}^{\infty}$ is a sequence of independent and identically distributed random variables with values in $[0,4]$ and independent of $X_{0}$ with values in $[0,1]$. Athreya and Dai [1] showed that (a) if there exists an invariant probability measure $\pi$ for $\left\{X_{n}\right\}$ such that $\pi(0,1)=1$, then it is necessary that $E \ln C_{1}>0$ and $\int-\ln (1-x) \pi(d x)=E \ln C_{1}$, and (b) if $E \ln C_{1}>0$ and $E\left|\ln \left(4-C_{1}\right)\right|<\infty$, then there exists an invariant probability measure $\pi$ such that $\pi(0,1)=1$.

This paper addresses the problem of finding an example of nonuniqueness of the invariant measure $\pi$ such that $\pi(0,1)=1$.

Sufficient conditions for the uniqueness of such a nontrivial invariant $\pi$ have been given by Bhattacharya and Rao [4], Dai [6] and Bhattacharya and Waymire [5] (see also Bhattacharya and Majumdar [3]). Bhattacharya and Rao [4]

[^0]considered the case when $C_{1}$ takes only two values, say, $\mu$ and $\lambda$. Using the results of Dubins and Freedman [8] on the iteration of i.i.d. monotone maps on finite intervals satisfying the so-called splitting condition, they established the following:
(a) If $1<\mu<\lambda \leq 2$, then there exists a unique $\pi$ such that $\pi(0,1)=1$ and then $\pi$ is nonatomic. If, in addition, $\lambda^{-2}-\lambda^{-3}<\mu^{-2}-\mu^{-3}$, then the support $J$ of $\pi$ is a Cantor set (i.e., a closed nowhere dense set with no isolated points) contained in $\left[p_{\mu}, p_{\lambda}\right.$ ], where $p_{\theta}=1-\theta^{-1}$. If $\lambda(2-\mu)<\mu(\mu-1)$, then $J$ has Lebesgue measure 0 . If $(\lambda-1) \mu^{2}<2 \lambda^{2}(\mu-1)$ and $\lambda(2-\mu)^{2}<\mu$, then $J=\left[p_{\mu}, p_{\lambda}\right]$.
(b) If $2<\mu<\lambda<1+\sqrt{5}$ and $8<\lambda(4-\lambda) \mu$, then there is a unique invariant $\pi$ such that $\pi(0,1)=1$ and this $\pi$ is nonatomic with support concentrated in $\left[\frac{1}{2}, \frac{\lambda}{4}\right]$. Dai [6] showed that if there exist constants $1<a<b<4$, an interval $I \subset(1,3)$ and a $\delta>0$ such that $P\left(a \leq C_{1} \leq b\right)=1$ and all Borel sets $B$ in $R$, $P\left(C_{1} \in B\right) \geq \delta m(B \cap I)$, where $m(\cdot)$ is the Lebesgue measure, then there is a unique nontrivial invariant probability. Bhattacharya and Waymire [5] extended Dai's result by modifying $I$ to require only that there is a $\gamma$ in the interior of $I$ such that $f_{\gamma}$ has an attractive periodic orbit of some period $2^{n}, n \geq 0$, and dropping $I \subset(1,3)$ but retaining all other conditions. Bhattacharya [2] raised the question of nonuniqueness of the invariant probability. Bhattacharya and Waymire stated in [5] that "although we have no example for which there exists more than one invariant probability on $S=(0,1)$ we believe that there are lots of $Q$ 's for which there are more than one invariant probability." This belief is substantiated in this paper.

The construction is based on the following ideas. Let $\mu_{0}=3.67 \ldots$ be the solution of the equation $x^{3}(4-x)-16=0$ that is in $(3,4)$. [This $\mu_{0}$ and this equation will be used later, in the proof of (ii) of Proposition 2.] For $3<\mu<\mu_{0}$, choosing $\lambda$ such that $\lambda^{-1}+\mu^{-1}=1$ makes $f_{\lambda}$ map $\{a, b\}$ to $b$ and $f_{\mu}$ map $\{a, b\}$ to $a$, where $a=\lambda^{-1}$ and $b=\mu^{-1}$. This renders the measure $\pi$ defined by $\pi\{a\}=1-\eta, \pi\{b\}=\eta$ stationary if $P\left(C_{1}=\lambda\right)=\eta$ and $P\left(C_{1}=\mu\right)=1-\eta$. It turns out that the $f_{\lambda}$ and $f_{\mu}$ leave the interval $I=[1-\mu / 4, \mu / 4]$ invariant. Since $f_{\lambda}$ is attractive and $f_{\mu}$ is repelling near $\{a, b\}$, by making $\eta$ small, the chain $\left\{X_{n}\right\}$ can be made to get away from $\{a, b\}$ whenever it gets close to it. This will entail that the occupation measures $\mu_{n, x}(A) \equiv \frac{1}{n} \sum_{0}^{n-1} P_{x}\left(X_{j} \in A\right)$ have a vague limit $\pi$ such that $\pi\{a, b\}=0$ and $\pi(0,1)=\pi(I)=1$. A Foster-Liapounov-type argument is used to establish this.

## 2. The main result. Let

$$
\begin{equation*}
b=\frac{1}{\mu}, \quad a=1-b, \quad \lambda=\frac{1}{a}, \tag{1}
\end{equation*}
$$

with $3<\mu<\mu_{0}$, where $\mu_{0}=3.67 \ldots$ is the solution of the equation $x^{3}(4-x)-$ $16=0$ that is in $(3,4)$. Let $0<\eta<1$ and let $\left\{C_{i}\right\}_{1}^{\infty}$ be i.i.d. random variables with
distribution

$$
\begin{equation*}
P\left(C_{1}=\lambda\right)=\eta \quad \text { and } \quad P\left(C_{1}=\mu\right)=1-\eta . \tag{2}
\end{equation*}
$$

Let

$$
\begin{equation*}
f_{c}(x) \equiv c x(1-x), \quad 0 \leq x \leq 1, \tag{3}
\end{equation*}
$$

with $0 \leq c \leq 4$.
Let $\left\{X_{n}\right\}_{0}^{\infty}$ be a Markov chain with state space $[0,1]$ defined by the random iteration scheme

$$
\begin{equation*}
X_{n+1} \equiv f_{C_{n+1}}\left(X_{n}\right) \equiv C_{n+1} X_{n}\left(1-X_{n}\right) \tag{4}
\end{equation*}
$$

Since $a+b=1, f_{\lambda}\{a, b\}=\{b\}$ and $f_{\mu}\{a, b\}=\{a\}$. Thus, if

$$
\begin{equation*}
\pi_{1}\{a\}=1-\eta, \quad \pi_{1}\{b\}=\eta, \tag{5}
\end{equation*}
$$

then $P\left(X_{0} \in\{a, b\}\right)=1$ implies $X_{1} \sim \pi_{1}$ and hence $\pi_{1}$ is a stationary distribution for $\left\{X_{n}\right\}$. The main result of this paper is that for $\eta>0$ small there is another invariant measure $\pi_{0}$ such that $\pi_{0}(0,1)=1$.

THEOREM 1. Let $b, a, \lambda$ be as in (1), $\eta$ as in (2) and $\left\{X_{n}\right\}_{1}^{\infty}$ as in (4). Then for $\eta>0$ sufficiently small there exist two distinct probability measures $\pi_{0}$ and $\pi_{1}$ such that $\pi_{0}(0,1)=1=\pi_{1}(0,1)$ and $\pi_{0} \neq \pi_{1}$.

Since $\pi_{1}$ defined in (5) is invariant, it suffices to show that there is an invariant probability measure $\pi_{0}$ such that $\pi_{0}(0,1)=1$ and $\pi_{0} \neq \pi_{1}$.

The proof of this is based on the following two propositions.
Proposition 1. Both $f_{\lambda}$ and $f_{\mu}$ leave $I=[1-\mu / 4, \mu / 4]$ invariant.
Proof. For $x \in I, f_{\lambda}(x)<f_{\mu}(x) \leq \mu / 4$. Since $1 / \mu+1 / \lambda=1, \frac{1}{\mu} \frac{1}{\lambda} \leq \frac{1}{4}$. So $\mu \lambda \geq 4$. Therefore $f_{\mu}(x)>f_{\lambda}(x) \geq f_{\lambda}(\mu / 4)=\lambda(\mu / 4)(1-\mu / 4) \geq 1-\mu / 4$.

Corollary. Let $\left\{C_{i}\right\}_{1}^{\infty}$ be i.i.d. random variables that satisfy (2). Then I is a closed set for the Markov chain $\left\{X_{n}\right\}_{0}^{\infty}$ defined in (4). That is, $P_{x}\left(X_{n} \in I\right.$ for $n \geq 1)=1$ for all $x$ in $I$.

Proof. Since $P\left(C_{i}=\lambda\right.$ or $\left.\mu\right)=1$ for all $i \geq 1$, the corollary follows from Proposition 1.

We assume in the following that $3<\mu<\mu_{0}$ is fixed.

Proposition 2. Let

$$
h(x)= \begin{cases}\ln \frac{1}{|x-a|}, & \text { if } 0<|x-a|<\varepsilon_{1} \\ \ln \frac{1}{|x-b|}, & \text { if } 0<|x-b|<\varepsilon_{1}, \\ 0, & \text { otherwise }\end{cases}
$$

where $0<\varepsilon_{1}<(a-b) / 2$ is such that $\left(a-2 \varepsilon_{1}, a+2 \varepsilon_{1}\right) \subset I=[1-\mu / 4, \mu / 4]$ and $\left(b-2 \varepsilon_{1}, b+2 \varepsilon_{1}\right) \subset I$. Then there exist $0<\varepsilon_{3}<\varepsilon_{1}, \eta>0,0<\gamma, \delta<\infty$ such that $\varphi(x) \equiv E_{x} h\left(X_{1}\right)-h(x)$ satisfies:
(i) $\varphi(x) \leq-\delta$ for all $x$ such that either $0<|x-a|<\varepsilon_{3}$ or $0<|x-b|<\varepsilon_{3}$;
(ii) $\varphi(x) \leq \gamma$ for all $x \in I$.

PRoof. Since $f_{\lambda}(x) \equiv \lambda x(1-x)$ and $f_{\mu}(x) \equiv \mu x(1-x)$ are both continuous on $[0,1]$ and satisfy $f_{\lambda}(a)=f_{\lambda}(b)=b$ and $f_{\mu}(a)=f_{\mu}(b)=a$, there exists an $\varepsilon_{2}$, $0<\varepsilon_{2}<\varepsilon_{1}$, such that

$$
|x-a|<\varepsilon_{2} \quad \text { or } \quad|x-b|<\varepsilon_{2} \Rightarrow\left|f_{\lambda}(x)-b\right|<\varepsilon_{1} \quad \text { and } \quad\left|f_{\mu}(x)-a\right|<\varepsilon_{1} .
$$

So, for $0<|x-a|<\varepsilon_{2}$,

$$
\begin{aligned}
\varphi(x)=E_{x} h\left(X_{1}\right)-h(x) & =\eta \ln \frac{1}{\left|f_{\lambda}(x)-b\right|}+(1-\eta) \ln \frac{1}{\left|f_{\mu}(x)-a\right|}-\ln \frac{1}{|x-a|} \\
& =\eta \ln \frac{|x-a|}{\left|f_{\lambda}(x)-f_{\lambda}(a)\right|}+(1-\eta) \ln \frac{|x-a|}{\left|f_{\mu}(x)-f_{\mu}(a)\right|} .
\end{aligned}
$$

Thus

$$
\lim _{x \rightarrow a} \varphi(x)=\eta \ln \frac{1}{\left|f_{\lambda}^{\prime}(a)\right|}+(1-\eta) \ln \frac{1}{\left|f_{\mu}^{\prime}(a)\right|}
$$

Now

$$
\left|f_{\lambda}^{\prime}(a)\right|=\left|f_{\lambda}^{\prime}(b)\right|=\left|\frac{2 a-1}{a}\right|>0
$$

and

$$
\left|f_{\mu}^{\prime}(a)\right|=\left|f_{\mu}^{\prime}(b)\right|=\left|\frac{2 a-1}{b}\right|=|\mu[2(1-b)-1]|=\mu-2>1 .
$$

Hence

$$
\eta \ln \frac{1}{\left|f_{\lambda}^{\prime}(a)\right|}+(1-\eta) \ln \frac{1}{\left|f_{\mu}^{\prime}(a)\right|}=\eta \ln \frac{1}{\left|f_{\lambda}^{\prime}(a)\right|}-(1-\eta) \ln (\mu-2)<0
$$

for $\eta>0$ and small. Since $\varphi(x)=\varphi(1-x)$ and $b=1-a, \lim _{x \rightarrow b} \varphi(x)=$ $\lim _{x \rightarrow a} \varphi(x)$. Thus there exist an $\eta>0$, an $\varepsilon_{3}>0$ and a $\delta>0$ such that $0<\varepsilon_{3}<$ $\varepsilon_{2}<\varepsilon_{1}$ and

$$
\varphi(x)=E_{x} h\left(X_{1}\right)-h(x) \leq-\gamma
$$

for all $x$ such that $0<|x-a|<\varepsilon_{3}$ or $0<|x-b|<\varepsilon_{3}$, thus proving (i).
To show (ii), we claim first that

$$
x \in I-\{a, b\} \Rightarrow f_{\mu}(x) \quad \text { and } \quad f_{\lambda}(x) \notin\{a, b\} .
$$

To see this, note that $f_{\lambda}(x)$ is a quadratic and $f_{\lambda}(a)=f_{\lambda}(b)=b$ implies $f_{\lambda}(x)=b$ only for $x=a$ or $b$. Next, the equation $f_{\lambda}(x)=a$ has no solutions in $I$ since $f_{\lambda}(x) \leq \lambda / 4<a$. Similarly, $f_{\mu}(x)$ is a quadratic and $f_{\mu}(a)=f_{\mu}(b)=a$ implies $f_{\mu}(x)=a$ only for $x=a$ or $b$. Let $g(x)=x^{3}(4-x)-16$. Then $g(3)>0>g(4)$, $g$ has a root $\mu_{0}=3.67 \ldots$ in $(3,4)$. Since $3<\mu<\mu_{0}, g(\mu)>0$. So $\mu^{3}(4-\mu)>$ 16, that is, $\left(\mu^{2} / 4\right)(1-\mu / 4)>1 / \mu=b$. So, for $x \in I, f_{\mu}(x) \geq f_{\mu}(\mu / 4)=$ $\mu(\mu / 4)(1-\mu / 4)>b$. Therefore the equation $f_{\mu}(x)=b$ has no solutions in $I$. Next, let $J \equiv\left\{x: x \in I,|x-a| \geq \varepsilon_{3},|x-b| \geq \varepsilon_{3}\right\}$. Since $J$ is compact, $\inf _{x \in J}\left|f_{\lambda}(x)-a\right|, \inf _{x \in J}\left|f_{\lambda}(x)-b\right|, \inf _{x \in J}\left|f_{\mu}(x)-a\right|, \inf _{x \in J}\left|f_{\mu}(x)-b\right|$ are all strictly positive and hence $E_{x} h\left(X_{1}\right)$ and $h(x)$ are all bounded above on $J$. Thus $\varphi(x)=E_{x} h\left(X_{1}\right)-h(x)$ is bounded above on $J$ and hence by some $\gamma$ on $I$. This completes the proof of (ii) and hence Proposition 2.

Proof of Theorem 1. Consider the Markov chain $\left\{X_{n}\right\}_{0}^{\infty}$ defined in (4) with state space $I$. By Proposition $1, x \in I \Rightarrow P_{x}\left(X_{1} \in I\right)=1$ and hence $P_{x}\left(X_{n} \in I\right.$ for all $\left.n \geq 1\right)=1$. Also, if $g$ is bounded and continuous on $I$, then so is $E_{x} g\left(X_{1}\right)=E g\left(C_{1} x(1-x)\right)$ by the bounded convergence theorem. Thus $\left\{X_{n}\right\}_{0}^{\infty}$ is a Feller Markov chain.

Now consider the occupation measures

$$
\mu_{n, x}(A) \equiv \frac{1}{n} \sum_{0}^{n-1} P_{x}\left(X_{j} \in A\right)
$$

for $x \in I$ and $A$ a Borel subset of $I$. Any vague limit point $v$ of the probability measures $\left\{\mu_{n, x}\right\}$ is necessarily a probability measure on $I$ since $I$ is compact and invariant for $\left\{X_{n}\right\}$ since it is Feller.

Now we use Proposition 2 to show that there must exist at least one such vague limit $v$ such that $v(J)>0$, where $J \equiv\left\{x: x \in I,|x-a| \geq \varepsilon_{3},|x-b| \geq \varepsilon_{3}\right\}$. Indeed,

$$
\begin{aligned}
E_{x} h\left(X_{n}\right)-h(x) & =\sum_{1}^{n} E_{x}\left(h\left(X_{j}\right)-h\left(X_{j-1}\right)\right) \\
& =\sum_{1}^{n} E_{x}\left(\varphi\left(X_{j-1}\right)\right) \quad \text { (by the Markov property) } \\
& =\sum_{1}^{n} E_{x}\left(\varphi\left(X_{j-1}\right): X_{j-1} \in J\right)+\sum_{1}^{n} E_{x}\left(\varphi\left(X_{j-1}\right): X_{j-1} \notin J\right) .
\end{aligned}
$$

But by Proposition 2 this yields, for $x$ in $I$,

$$
\frac{1}{n}\left(E_{x} h\left(X_{n}\right)-h(x)\right) \leq \gamma \mu_{n, x}(J)-\delta \mu_{n, x}\left(J^{c}\right) \leq(\gamma+\delta) \mu_{n, x}(J)-\delta .
$$

If $v(J)=0$ for all vague limits $v$, then $\lim _{n} \mu_{n, x}(J)=0$. Thus

$$
\lim _{n} \frac{1}{n}\left(E_{x} h\left(X_{n}\right)-h(x)\right) \leq-\delta<0 .
$$

But the left-hand side equals

$$
\lim _{n} \frac{1}{n} E_{x} h\left(X_{n}\right),
$$

which is greater than or equal to 0 , since $h(\cdot) \geq 0$. This contradiction shows that there exists a vague limit point $v$ of $\left\{v_{n, x}(\cdot)\right\}$ such that $v(J)>0$ and hence an invariant probability measure $\pi_{0}$ for $\left\{X_{n}\right\}$ such that $\pi_{0}(I)=1$ and $\pi_{0}(J)>0$.

Since $\{a, b\} \subset I$ and $\pi_{1}\{a, b\}=1$, it follows that $\pi_{1}(I)=1$ and $\pi_{1}(J)=0$. But $\pi_{0}(I)=1$ and $\pi_{0}(J)>0$. So $\pi_{0} \neq \pi_{1}$ and $\pi_{1}(0,1)=1=\pi_{0}(0,1)$.
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